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Abstract

Mechanical Controls on Eruptions

by

Maxwell Lutman Rudolph

Doctor of Philosophy in Earth and Planetary Science

University of California, Berkeley

Professor Michael Manga, Chair

Processes that transport heat and mass govern the long-term evolution of planets and are
responsible for surface geological features. This dissertation addresses the thermal and me-
chanical evolution of icy bodies and the mechanics of geyser and mud volcano eruptions.

Some surface features on Europa have been interpreted as cryovolcanic deposits, but
conduits are required in order for water to erupt from a subsurface ocean. Results from a
model of fracture penetration indicate that it is unlikely that downward propagating fractures
can reach a subsurface ocean on Europa, but that Enceladus’ ice shell may be completely
cracked. The mechanics of ice shell fracture depend on the stress state in the ice shell, which
in turn depends on the thermal history due to coupling between ocean pressure, ice shell
thickening, and stresses in the overlying ice shell. Numerical calculations that account for
the development of Crystallographic Preferred Orientation (CPO) in ice indicate that CPO-
induced viscous anisotropy has first order effects on convective velocity and heat transport,
but that the thickness of the stagnant lid precludes remote detection of CPO under conditions
relevant to the Galilean Satellites.

Mud volcanoes near the Salton Sea, Southern California responded to the April, 2010 El
Mayor-Cucapah earthquake and another smaller event. Analysis of the frequency and ampli-
tude of shaking experienced during events that triggered eruptions as well as several events
that did not trigger eruptions reveals that the triggering process is frequency dependent. The
Lusi mud eruption in East Java, Indonesia provides an unprecedented opportunity to study a
large mud eruption from start to end. An analysis of ground deformation during the first five
years of Lusi’s eruption indicates that progressive mobilization of mud occurred, supporting
a new conceptual model for mud volcanism that is in some ways analogous to large caldera-
forming silicic volcanic eruptions. Like mud volcanoes, geysers provide an opportunity to
study an erupting system analogous to volcanoes. Ground deformation at Calistoga Geyser
is cyclic and reflects the filling and draining of the geyser’s plumbing system.
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Processes involving heat and mass transport govern the differentiation and long-term
evolution of planetary bodies, shaping their surfaces, delivering the chemical constituents of
their atmospheres and oceans to their surfaces, and shaping the planetary surfaces that we
explore in the field or observe remotely. In this thesis, I study processes of heat and mass
transport in icy moons and in terrestrial geysers and mud volcanoes.

The icy moons of Saturn and Jupiter have attracted the attention of geophysicists because
their surface features reveal past and ongoing geologic activity, because processes analogous
to terrestrial volcanism and silicate mantle convection may occur, and because some moons
have liquid water oceans in contact with silicate interiors, providing some of the essential
ingredients thought to be necessary for life (e.g. Chyba and Phillips , 2001). Europa in
particular has attracted considerable attention because of its relatively young surface age
of 40-90 Ma (Bierhaus et al., 2009), and liquid water ocean. However, in order to unravel
Europa’s geologic past we need to understand the geologic processes that form Europa’s
dominant surface features, broadly classified as linae, line-like structures including double-
ridges, crack like features, and bands. Among linae, double-ridges are abundant and several
models have been proposed to explain the formation of these features, some of which require
propagating a crack through the ice shell to the subsurface ocean. Other surface features
on Europa have been interpreted as cryovolcanic deposits (Fagents, 2003), the eruption of
which requires a pathway from a subsurface reservoir to the surface.

In Chapter 2, I calculate the depth to which downward-propagating fractures can pene-
trate in a planetary ice shell. Fractures are unlikely to initiate from the base of a planetary
ice shell because viscous relaxation of stresses is rapid in the warm ice deep within the ice
shell. The results of Chapter 2 are applied to both Europa and Enceladus, concluding that
for reasonable estimates of ice shell thickness, Europa’s ice shell can not be penetrated by
downward-penetrating cracks whereas cracks on Enceladus may reach a subsurface ocean.
This result is in agreement with the observation of a South Polar eruption on Enceladus
(Porco et al., 2006) that may be sustained by a liquid water ocean (Postberg et al., 2009).
Europa’s surface is tectonically young, but it is unknown whether Europa is at present tec-
tonically active. We explore the idea that deep fractures in a planetary ice shell may emit
detectable amounts of infrared radiation and provide limits on detectability by an hypothet-
ical Europa orbiter. The work related to fracture penetration presented in Chapter 2 was
published in the journal Icarus (Rudolph and Manga, 2009b).

Planetary ice shells may convect under some conditions, and the occurrence of convection
is important because it affects the long-term thermal evolution of an icy body, including
the stability of a subsurface ocean, because convection may produce some of the surface
features observed on icy moons (as it does on Earth), and because convection provides a
mechanism for mass transport between a subsurface ocean and the surface, with implications
for astrobiology. Past studies of convection in icy mantles have focused on long-term thermal
evolution, the effects of changes in grain size (which in turn affect the effective viscosity of
ice deforming by diffusion creep), and on the amount and distribution of internal heating
by tidal dissipation. In Chapter 3, I consider for the first time the effect of development of
Crystallographic Preferred Orientation (CPO) in ice. CPO develops when ice deformation
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is accommodated by dislocation creep, and results in macroscopically anisotropic viscosity
and dielectric properties, with potential implications for surface features and electromagnetic
observations (Barr and Stillman, 2011). The work presented in Chapter 3 is currently under
review in Journal of Geophysical Research - Planets.

Earthquakes can induce geologic processes including other earthquakes (Hill et al., 1993),
rockfall and landslides (e.g.Keeper , 1984; Plafker et al., 1971), and volcanic eruptions (Manga
and Brodsky , 2006), as well as a variety of hydrological phenomena including liquefaction
(Lee and Seed , 1967; Holzer et al., 1989), water level changes in wells, changes in stream
flow (Muir-Wood and King , 1993), geyser eruptions (Silver and Valette-Silver , 1992), and
mud volcano eruptions (Mellors et al., 2007). Although mud volcano responses to earth-
quakes have been documented as early as 79 A.D. (in Pliny the Elder’s Naturalis Historæ),
the mechanism(s) by which responses occur are not well understood. In Chapters 4-5, I
document multiple responses and non-responses of a group of mud volcanoes near the Salton
Sea, Southern California to several earthquakes. In Chapter 4, I rule out an hypothesis that
seismic waves mobilize bubbles trapped by the rheological properties of mud by combining
field observations of gas discharge and eruptive activity with laboratory rheological measure-
ments and an analytical treatment of bubble ascent in mud volcano systems. In Chapter 5,
I argue that mud volcanoes respond more readily to seismic waves of lower frequency and
that this observation is consistent with the mobilization of bubbles trapped by constrictions
in water-saturated porous media. The work presented in Chapters 4-5 was published in
Journal of Geophysical Research - Solid Earth and Geophysical Research Letters (Rudolph
and Manga, 2010, 2012).

Mud volcanoes are geologically important because they play an important role in the
transport of sediment and fluids in accretionary wedge settings and because they are analo-
gous in many ways to magmatic systems (Kopf , 2002). Mud volcanism or mud eruption can
also have significant socioeconomic consequences, as demonstrated by the ongoing eruption
of Lusi, a large mud eruption in East Java, Indonesia that began on May 29, 2006. Chapters
6-7 focus on two questions related to Lusi 1) what processes control the mobilization and
transport of material to the surface and 2) how long is this eruption likely to continue? In
Chapter 6, I develop a new mechanical model for mud volcanism in which the eruption is
driven by a combination of overpressure and gas expansion and pressure in a mud reservoir
at depth is buffered by progressive mobilization. The process of progressive mobilization is
of interest because it redefines the mud source region based on a rheological transition from a
solid to a fluid, a process that may be analogous to syn-eruptive mobilization of crystal-rich
magmas in large silicic caldera-forming eruptions (Karlstrom et al., 2012). Using all available
geologic constraints, I use the Monte Carlo approach to predict the eruption’s longevity. In
Chapter 7, I revise the predictions made in Chapter 6 by incorporating new observations
of ground deformation derived from synthetic aperture radar observations. Ground defor-
mation indicates that the eruption is coming to an end much more quickly than previously
anticipated. The work presented in Chapter 6 was published in Earth and Planetary Science
Letters (Rudolph et al., 2011) and the work presented in Chapter 7 is currently under review
in Nature.
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In Chapter 7, I showed that ground deformation can be used to study the source processes
in mud volcano systems. Like most mud and magmatic volcanoes, geysers erupt cyclically,
and their eruptions are accompanied by pressure changes in a source region. The similarity of
eruptive and source processes makes geysers potential analogs to volcanic systems for which
we do not have long observational records (Hurwitz et al., 2007; Kieffer , 1984). In Chapter 8,
I present measurements of ground deformation near Old Faithful Geyser of Calistoga, CA.
The borehole tiltmeter measurements of ground deformation reveal cyclic changes in tilt,
which I interpret as being caused by the filling of the geyser’s conduit. I present a physical
model linking subsurface dynamics to ground deformation. The model predicts that recharge
between geyser eruptions is controlled by the material properties of the region surrounding
an inlet to the geyser’s vertical conduit and provides a mechanism for seasonal changes in
eruption interval.
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2.1 Abstract

The proposed past eruption of liquid water on Europa and ongoing eruption of water vapor
and ice on Enceladus have led to discussion about the feasibility of cracking a planetary
ice shell. We use a boundary element method to model crack penetration in an ice shell
subjected to tension and hydrostatic compression. We consider the presence of a region at
the base of the ice shell in which the far-field extensional stresses vanish due to viscoelastic
relaxation, impeding the penetration of fractures towards a subsurface ocean. The maximum
extent of fracture penetration can be limited by hydrostatic pressure or by the presence of
the unstressed basal layer, depending on its thickness. Our results indicate that Europa’s
ice shell is likely to be cracked under 1-3 MPa tension only if it is ≤2.5 km thick. Enceladus’
ice shell may be completely cracked if it is capable of supporting ∼1-3 MPa tension and is
less than 25 km thick.

2.2 Introduction

Liquid water may erupt on icy satellites of Saturn and Jupiter. The presence of topographic
features on Europa such as smooth regions filling topographic lows and often bounded by
ridges suggests that liquid water has erupted onto the ice-covered moon’s surface (e.g. Fa-
gents , 2003; Miyamoto et al., 2005; Prockter and Schenk , 2005). On Enceladus, a mixture of
water vapor and ice is currently erupting from the “Tiger Stripe” fissures in the south polar
region (Hansen et al., 2006). Although the requirement of liquid water is hotly debated (e.g.
Kieffer and Jakosky , 2008), some models favor the eruption of liquid, rather than sublima-
tion of a solid, on Enceladus (Porco et al., 2006). The ongoing eruption at Enceladus’ South
Pole appears to occur through tensile fractures (Hurford et al., 2007a).

Water confined to a subsurface ocean faces two mechanical impediments in reaching the
surface. First, it is negatively buoyant with respect to ice and second, it needs a conduit
through which to flow. If tensile stresses generated in an ice shell exceed the tensile strength
of ice, a fracture will form and may provide the necessary conduit. Downward penetration
of tensile fractures initiated at the surface is opposed by lithostatic pressure and by the
absence of tensile stresses in the lower part of the shell, which become relaxed over long time
scales (Nimmo, 2004; Manga and Wang , 2007). We use a numerical model to test the fea-
sibility of fracturing an ice shell whose lower region does not support far-field tensile stresses.

Lee et al. (2005) and Qin et al. (2007) studied fracture penetration in an elastic medium
with finite thickness and variable porosity. Their results indicate that the presence of a lower
free-surface enables fractures to penetrate further than they would under otherwise identical
conditions in a halfspace. Neither study accounts for the presence of a basal layer in which
deviatoric stresses are relaxed, which is the focus of our study.
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2.3 Background

Estimates of the thickness of Europa’s ice shell lie within the range of about 1 km to at
least 32 km (Billings and Kattenhorn, 2005). The maximum thickness of Europa’s ice shell
is constrained by the vertical extent of its ice+water shell, between 105 and 160 km depend-
ing on the composition and structure of the underlying rocky layers (Kuskov and Kronrod ,
2005; Cammarano et al., 2006). Enceladus has a mean radius of 252.1 ± 0.2 km and may
be partially- to fully-differentiated (Porco et al., 2006). In the latter case, the thickness of
the ice+water shell is ∼ 90 km, with an ice-only thickness of 10-90 km (Schubert et al., 2007).

In order to fracture an ice shell, there must be a physical mechanism capable of produc-
ing stresses in excess of the tensile strength of the material. Europa’s shell is exposed to a
diurnally varying tidal stress of magnitude 0.1 MPa (Hurford et al., 2007b). Nimmo (2004)
calculated the stresses due to cooling and freezing at the base of an ice shell and found
that extensional stresses exceed 10 MPa for shells that thicken to more than 10 km. When
the compressibility of the underlying ocean is taken into account, stresses in the shell are
reduced but still large, ∼1-3 MPa (Manga and Wang , 2007). The maximum stress due to
non-synchronous rotation or true polar wander is of order 1-10 MPa (Leith and McKinnon,
1996). Schenk et al. (2008) have suggested that surface features present on Europa indicate
the occurrence of true polar wander. In combination, these stresses are sufficient to over-
come the tensile strength of ice on Europa. Enceladus orbits Saturn with an eccentricity of
0.0047, producing tidal stresses on the order of 0.1 MPa (Hurford et al., 2007a). Nimmo and
Pappalardo (2006) have proposed that Enceladus underwent diapir-induced re-orientation,
which would produce tectonic stresses on the order of 10 MPa. Ocean pressurization due
to ice shell thickening, should a subsurface ocean exist, could also produce stresses of 1-10
MPa for plausible changes in shell thickness (Manga and Wang , 2007).

2.4 Model

Physical Model

We model the ice shell as a single homogenous and isotropic linear elastic layer (Fig. 2.1).
The entire shell deforms elastically on the time scale of crack propagation. Prior to fracturing,
the upper region of the ice shell is stressed, and the stress, σT is assumed to be equal to
the tensile strength of ice. Meanwhile, the lower, warmer part of the shell undergoes viscous
deformation and tensile stresses will have relaxed. The depth at which viscous deformation
dominates depends on the time scale over which stresses are applied. The upper boundary
is a free-surface. The lower boundary does not support shear tractions and the normal
component of stress must be continuous across this water-ice interface. The crack walls are
prescribed to be free of shear tractions. Cracks are initiated at the upper surface because
the applied tension is uniform across the elastic layer and hydrostatic pressure is zero at the
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surface. Once a fracture forms at the upper surface, the normal tractions exerted on its walls
are the superposition of overburden and extensional stresses in the upper region of the ice
shell, but only overburden stresses act in the lower, unstressed region. We assume that the
acceleration due to gravity remains constant with depth, a reasonable assumption since the
(highly uncertain) tensile strength of ice has a greater effect on our results.
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Figure 2.1: Schematic illustration of our model geometry as described in Section 2.4. The
dashed line at depth dE represents the depth below which tensile stresses do not exist. The
quantity ∆ρ is the difference in densities of water and ice, 90 kg/m3.

In all cases, we let the Young’s modulus E = 5 × 109 Pa (Nimmo, 2004) and Poisson’s
ratio ν = 0.33 (Schulson, 2001). A summary of the physical quantities used in our modeling
is provided in Table 2.1.

The relevant thickness of the stressed upper layer depends on the time scale over which
stresses are applied. The time scale governing viscous relaxation is the Maxwell time τM =
µ/E. Nimmo (2004) assumed that viscous deformation dominates after O(10) Maxwell times
and defined the temperature at which the elastic-viscous transition occurs as T = 180K.
This corresponds to an effective viscosity (assuming exponential dependence of viscosity on
temperature) of ∼ 1018 Pa-s and a Maxwell time τm ≈ 50 years. The temperature profile in
an ice shell depends on whether or not the viscous part of the ice shell convects. Based on
this choice of τM , if heat transfer occurs only through conduction, Europa’s stressed layer has
a fractional thickness (dE/H) of about 0.5 and Enceladus’ stressed layer comprises about 0.6
of its total ice shell thickness. Manga and Wang (2007) suggested time scales of τP = 105
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Europa Enceladus
g 1.3 m s−2 0.13 m s−2

H 1-35 km 10-90 km
dE/H 0.2-0.5 0.2-0.6
ρice 910 kg m−3

σT 1-3 MPa
E 5 GPa
ν 0.33

Table 2.1: Physical quantities used in the model.

and 108 years for changes in stress due to ice shell thickening on Europa and Enceadus,
respectively. By setting 10τM = τP , we obtain corresponding temperatures of 140K and
123K and fractional stressed thicknesses of 0.2 for both satellites. We therefore primarily
consider fractional stressed thicknesses of 0.2-0.5 for Europa and 0.2-0.6 for Enceladus.

In linear elastic fracture mechanics, the stress intensity factor describes the concentra-
tion of stresses at the tip of a crack (Irwin, 1957). There is a singularity in stress at the
tip of a crack in a linear elastic material, which in nature is accomodated through plastic
deformation. Here, we consider Mode-I fracture, in which crack walls undergo only normal
displacement. A Mode-I fracture will grow if the crack-tip stress intensity factor, KI , exceeds
a critical value KIC that is material-dependent. Stresses near a crack tip decay with r−1/2

where r is distance from the crack tip, and KI may be calculated by evaluating the normal
traction acting on a crack-coplanar surface very close to the crack tip (Crouch and Starfield ,
1983).

The tensile strength of ice on either satellite is the most poorly constrained physical prop-
erty in our model. Fracture-free, avesicular ice Ih with a grain size of 1 mm has a measured
tensile strength of 1.5 MPa at -10°C, while ice with finer grains may fail at 17 MPa (Schul-
son, 2001, 2006). Relevant temperatures on Europa and Enceladus are colder than those at
which tensile strengths have been measured. Europa’s low-latitude surface temperature is
between 86 and 132 K (Spencer et al., 1999). The mean surface temperature on Enceladus
is 75 ± 3 K and also varies with latitude (Grundy et al., 1999). The temperature increase
across Europa’s ice shell is about 170 K (Nimmo, 2004), resulting in laboratory-like con-
ditions at the base of the shell. Both the compressive and tensile strengths of ice increase
as temperature decreases, although the effect is less pronounced under tension (Schulson,
2001). Fractured or porous ice may be significantly weaker (e.g. Lee et al., 2005) and tensile
strength may be scale-dependent; the in-situ tensile strength of sea ice is ∼ 105 Pa on length
scales of hundreds of meters (e.g. Dempsey et al., 1999). We assume tensile strengths in the
range of 1-3 MPa for consistency with previous studies (Manga and Wang , 2007; Leith and
McKinnon, 1996).
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Numerical Method

We use an indirect boundary element method modified from the program TWODD (Crouch
and Starfield , 1983) to calculate the displacements along fractures in a two dimensional
linear elastic medium. Our first modification is the addition of a crack tip element that
facilitates the calculation of crack-tip stress intensity factors. We also account for gravity
and buoyancy at the upper and lower boundaries. Rather than describing these forces as a
body force acting throughout the shell, we approximate them by imposing normal tractions
ty = ρiguy and ty = (ρw − ρi) guy on the upper and lower boundaries, respectively. Here, ty is
the (normal) boundary traction, uy is vertical displacement, ρ is density, g is acceleration due
to gravity, and the subscripts w and i denote water and ice. Because we treat the problem
using linear elasticity and strains are small, this is a good approximation. Note that Fig. 2.1
reflects the boundary conditions described in Section 3.1 whereas in our numerical model,
we have modified the boundary conditions to account for gravity. The upper and lower
boundaries are both free of shear tractions. Each of these boundaries is prescribed to be 50
times greater in width than the shell thickness and element size varies linearly with distance
from the crack, consistent with Qin et al. (2007). We begin each calculation by initiating a
fracture with length l0 at the upper boundary along the y-axis. The crack-tip stress intensity
factor is computed by evaluating σxx a distance r = 10−6l0 from the crack tip (Crouch and
Starfield , 1983). If the stress intensity factor is positive, we increase the length of the crack
in 50 meter increments until KI is no longer positive, consistent with the procedure used by
Qin et al. (2007). Because the stress intensity factor decreases very rapidly near KI = 0 as
crack length increases in a hydrostatic stress field, this criterion for propagation produces
the same results as using KI > KIC to within our 50-m crack length increment (Lee et al.,
2007). By adopting this propagation criterion, the fractional penetrations that we obtain are
upper bounds on what should be expected in a medium with nonzero fracture toughness.

Lachenbruch (1961) studied the propagation of cracks in an elastic halfspace subjected to
the same horizontal loading conditions that we impose. Because his semi-analytic solution is
not for the case of an elastic layer with a lower boundary, it does not adequately describe all
of the cases that we analyzed. In order to validate our numerical model, we compared our
predictions of fracture penetration depth to those predicted by the Lachenbruch solution.
For the case KIC = 0, we compared Lachenbruch’s solution and our numerical solution for
a typical crack on Enceladus where the stressed layer thickness dE = 6km and σT = 3MPa.
For consistency with the Lachenbruch solution, we removed the lower boundary from our
model. The solution given by Lachenbruch (1961) for this case is h = 0.36σT/ (0.68ρg). This
solution yields h = 13426m, whereas our numerical result is h = 13400m. The two solutions
agree to within our spatial resolution of 50m. We also validated our code against analytic
solutions for uniformly pressurized spherical cavities and cracks in infinite media (Crouch
and Starfield , 1983).
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2.5 Results and Discussion

Figures 2.2 and 2.3 show the fractional penetration depth (h/H) of cracks on Europa
and Enceladus, respectively, as a function of tensile strength and stressed layer thickness.
Throughout our analysis, we presume that the tensile strength is equal to the applied tensile
stress in the upper layer. If the tensile strength is 1 MPa and the fractional thickness of
Europa’s stressed layer (dE/H) is 1/3, none of the shells that we considered can be com-
pletely cracked. If dE/H is 0.9, Europan shells up to 5 km thick may be cracked under 3
MPa tension, but if the tensile strength of ice is 1 MPa, only very thin (≤1 km) shells may
be cracked, despite this improbably large value of dE/H . Figure 2.4 (top) shows contours of
minimum tensile stress necessary to completely fracture Europa’s ice shell as a function of
shell thickness and dE/H . The shaded region in this figure illustrates the region of parameter
space that we consider most reasonable. The thickest shell that may be completely cracked is
about 2.5 km, consistent with only the smallest observationally-inferred thicknesses (Billings
and Kattenhorn, 2005). Even if the tensile strength of ice is 10-20 MPa, about an order of
magnitude greater than our preferred values, Europan ice shells thicker than about 9 km
cannot be cracked (Fig. 2.4).

If the tensile strength of Enceladus’ ice is 1 MPa, even a 2/3-stressed, 10-km shell (the
thinnest shell we considered) cannot be cracked. If the tensile strength is 3 MPa, a 2/3-
stressed 30 km shell may be cracked as may a 1/2-stressed 20 km shell. When the stressed
layer comprises only 1/3 of the total thickness, none of the model shells can be cracked. The
shaded region in Fig. 2.4 (bottom) indicates our preferred range of parameters for which
tensile fractures may completely penetrate Enceladus’ shell. Given our assumed range for
the tensile strength of ice and dE/H between 0.2 and 0.6, ice shells up to 25 km in thickness
may be completely cracked. Thus, it is possible that tensile fractures initiated at Enceladus’
surface penetrate its ice shell and reach a subsurface ocean. If the low-temperature tensile
strength of ice is an order of magnitude higher than we have assumed, the comparatively low
gravitational acceleration on Encaladus will allow a large increase in crackable shell thick-
ness; Shells up to and exceeding 60 km in thickness may be cracked under 10 MPa tension
with dE/H within our preferred range (Fig. 2.4).

The dashed violet curves in Figs. 2.2 and 2.3 indicate the depth at which hydrostatic
compression negates the applied tension. Extension and hydrostatic compression balance at
a depth d0 = σT/ (ρg). When σT = 1 MPa, d0 = 8.5 km on Enceladus and d0 = 0.85 km
on Europa. In general, the fractures propagate past the depth at which horizontal stresses
become compressive. Once a fracture has propagated past this depth, its tip is supported by
stresses resulting from opening in the upper region (which experiences extensional stresses)
and by the concentration of tensile stresses between the crack tip and the lower boundary.
The latter effect is responsible for the large fractional penetrations seen clearly in Fig. 2.2
(bottom). This effect was also previously reported by Lee et al. (2005). If the stressed
thickness is smaller than d0, crack penetration is limited by the extent of the stressed layer.
When the stressed layer extends below d0, crack penetration is limited solely by hydrostatic
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compressive stress. The former limiting scenario applies to thin shells and counteracts the
stress concentration due to the presence of a lower boundary. Lee et al. (2005) predicted
that thin Europan shells could be easily cracked under tension but neglected the effect of
the unstressed lower region on crack penetration.

As in Manga and Wang (2007), we assume that the ice shell is unfractured and is capable
of supporting tensile stresses of up to the tensile strength over the characteristic time scale of
stress increase. We have also assumed that tensile strength does not vary significantly with
depth. The effect of temperature on tensile strength within the ice shell may be negligible
(Schulson, 2001), but porosity may substantially reduce tensile strength in the upper region
of the shell (Lee et al., 2005). In this case, the upper shell would be easily fractured (possibly
by the diurnal tidal stress), while the lower shell could only be cracked by the larger stresses
due to ice shell thickening (Manga and Wang , 2007), non-synchronous rotation (e.g. Leith
and McKinnon, 1996), or polar wander (e.g. Ojakangas and Stevenson, 1989a).

2.6 Conclusion

It is unlikely that tensile fractures initiated at Europa’s surface can propagate all the way to
a subsurface ocean unless its ice shell is less than 2.5 km thick. When the tensile strength
of ice is taken as 3 MPa, no shell whose thickness is greater than ∼5 km may be fractured.
If the unstressed part of the ice shell is 2/3 the total thickness, only a ≤1 km shell may be
fractured. Because gravitational acceleration is an order of magnitude smaller on Enceladus
than on Europa, it is much more likely that Enceladus’ ice shell may be cracked, and if
cracking occurs, water is more likely to erupt (Manga and Wang , 2007). Considerably larger
fractional penetrations may be achieved if tensile cracks on either satellite can become filled
with fluid (e.g. Crawford and Stevenson, 1988), which is beyond the scope of this paper.
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Figure 2.2: Fractional penetration of fractures on Europa taking σT to be 1 MPa (top)
and 3 MPa (bottom). The red and green horizontal dashed lines indicate the fractional
stressed thicknesses of 1/3 and 2/3. The violet curve indicates the depth at which extension
is balanced by hydrostatic compression in a completely-stressed halfspace.
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2.8 Remote Detection of Active Tectonics from

Thermal Emissions

The surface of Europa is both geologically young and extensively fractured. However, it
remains unclear whether the tectonic features formed during a geologically recent epoch of
tectonic activity or whether Europa is at present tectonically active. Phillips et al. (2000)
looked for evidence of active tectonics on Europa at large spatial scales by searching for active
plumes and young plume deposits using data returned from Voyager and also by comparing
images returned from Voyager to those returned 20 years later from Galileo. One of Phillips
et al. (2000)’s conclusions is that if Europa is tectonically active, evidence of activity must
be manifest at smaller length scales than their 4km2 resolution.

Crack formation is the dominant tectonic process on Europa and the one that we are most
likely to witness. Fracture formation has been attributed to stresses induced by orbital pa-
rameters including eccentricity, non-synchronous rotation, and obliquity (e.g. Hurford et al.,
2007b) as well as internal processes such as ocean solidification (Nimmo, 2004; Manga and
Wang , 2007) and the upward propagation of water filled dikes (Crawford and Stevenson,
1988). These features are also abundant and active on other icy satellites; Enceladus’ on-
going south polar eruption emanates from tensile fractures. The opening of even very deep
tensile fractures in an ice shell results in horizontal opening displacements of just a few me-
ters and produces vertical surface displacements of similar magnitude (Rudolph and Manga,
2009a).

The proposed return to Europa by the Jupiter Europa Orbiter (JEO) would afford us
a new opportunity to search for evidence of active tectonics. On Earth, we are fortunate
to have a variety of tools that can be used to detect active tectonic processes. The most
obvious of these is modern seismic instrumentation. Seismometers would be the best tool
for detecting active tectonic processes on icy moons (Lee et al., 2005), but there are no seis-
mic instruments on icy moons nor are there any planned, since they require a prohibitively
expensive lander. Sandwell et al. (2004) studied the ability of InSAR to resolve surface defor-
mations associated with cracking, but no SAR instrument is planned for JEO (Clark et al.,
2009). One instrument that is planned for JEO is a thermal instrument (TI), which maps
effective temperature at a spatial resolution of about 250m. In a previous paper (Rudolph
and Manga, 2009b), we established the depth to which tensile fractures may penetrate a
planetary ice shell. One consequence of opening a deep fracture is that some thermal in-
frared radiation emitted deep within the ice shell may escape to space. If detectable, this
effect could be used to distinguish between active and inactive features. We place bounds on
the size of fracture and thermal state of the ice shell required to make this effect observable
using the planned Thermal Instrument (TI) on the Jupiter Europa Orbiter (JEO). Our pri-
mary objective in doing so is to assess the feasibility of detecting active tectonic processes
on Europa using instruments likely to be part of a future mission to Europa.
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2.9 Model

We use a mathematical model to predict the thermal emissions from fractures. We prescribe
a crack’s geometry and initial temperature distribution and calculate the total power radiated
to space. The crack is assumed to extend infinitely in the out-of-plane direction, allowing us
to treat the problem in two dimensions. We assume that there is no scattering and reemission
of infrared radiation, and that the surface luminance is isotropic. The power emitted by the
crack is expected to depend in some way on the imposed initial temperature distribution
along the crack’s walls and also on the geometry (width, depth) of the feature. In order to
simplify our model, we assume that the initial temperature distribution is conductive and
we adopt idealized fracture geometries.

Model Parameters

The model requires us to specify several physical parameters. The most important of these
are the geothermal gradient and the dimensions of the crack. In general, the temperature
distribution in an ice shell is influenced by the freezing temperature at the ice-water inter-
face, the surface temperature, which is related to the radiative balance at the surface, the
transport properties of the ice, the amount and distribution of internal heating, and whether
and how vigorously the ice shell convects (Ojakangas and Stevenson, 1989b). In any case,
the near-surface temperature profile is very close to conductive and the geotherm in our
calculations should be taken as the geotherm at the surface. Hussmann et al. (2002) studied
equilibrium thermal states of Europa’s ice shell and estimated heat flow of ∼ 20 mW/m2.
However, if the thermal state is not steady, higher fluxes of up to ∼ 300 mW/m2 are pos-
sible (Hussmann et al., 2002), and a convecting ice shell could feasibly supply heat fluxes
of ∼ 100 mW/m2 (Ruiz and Tejero, 2003). The most extreme near-surface temperature
profile suggested for Europa occurs in the presence of an insulating near-surface regolith
(k ≈ 10−2 W m−1K−1), which implies a temperature increase of 150 K over the uppermost
60 m of the ice shell (Seiferlin et al., 1996; Hussmann et al., 2002). The existence of such
a regolith is physically justifiable; Eluszkiewicz (2004) estimated regolith thickness by bal-
ancing regolith production and compaction and obtained conservative estimates of 160-1600
m. The thickness of the ice shell, along with the thermal conductivity, surface temperature,
and basal temperature, places a lower bound on the geotherm. The relevant thickness to
this work is the total thickness, estimates of which range from about 2 to more than 30
km (Billings and Kattenhorn, 2005). Accordingly, we test geotherms between 20 K/km and
200 K/km, which correspond to steady-state conductive temperature gradients for thin and
thick ice shells, respectively in the absence of any internal heating or regolith layer.

The geometry of the fractures in the model is idealized (Figure 2.5). We test rectangular
fractures with vertical walls and widths ranging from 1-10 m and triangular fractures with
surface openings ranging from 1-10 m. For each fracture geometry, we test a variety of
lengths from 200 m to 5 km. Our choice of fracture dimensions is informed by previous work
in which we found that tensile fractures on Europa may penetrate at least 1 and possibly 5
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Figure 2.5: Schematic of geometry used in analytic treatment for wedge shape (left) and box
shape (right).

Parameter Value Source

Thermal conductivity (k) 2.76 W/m/K Paterson (1994)∗

Thermal diffusivuty (κ) 1.73 · 10−6 m2 s−1 Paterson (1994)
Density of ice (ρ) 917 kg m−3 Paterson (1994)

Surface Temperature 50-100 K Ojakangas and Stevenson (1989b)
Infrared Emissivity 0.95 (1−albedo)
Infrared Albedo 0.05

Geotherm 20-200 K/km Section 2.9

Table 2.2: Values of parameters used in calculations. ∗Value given at -50oC. Hussmann et al.
(2002) imply the upper bound k < 3 Wm−1K−1 if a subsurface ocean exists.

km through the icy shell given reasonable assumptions about the tensile strength of intact
ice and the loading conditions (Rudolph and Manga, 2009b). The other parameters entering
our model are summarized in Table 2.2.

Analytic Model

Here we derive the expression for a box-shaped crack and direct the reader to Section 2.11
for the wedge-shaped crack. If we consider an infinitessimal patch of crack wall dl, the power
emitted is dP = σεT 4dl. The assumption of isotropic luminance in two dimensions results
in the expression i = P/2 for the radiant intensity i, measured in W m−2 rad−1. Note
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that this differs slightly from the 3-dimensional case where i = P/π, where i is measured
in W m−2 steradian−1. We are interested in computing the power delivered to the region
x ∈ [−w/2, w/2], y = 0 from all angles of incidence inside the crack. The power delivered
from a parcel of crack wall dA to an infinitessmal patch is given by:

dP = i cosφ dω (2.1)

where φ is the angle illustrated in Figure 2.5. We can also write the intensity i:

i(y) =
σ

2
(TS −G y)4 (2.2)

where TS is the surface temperature, G is the geotherm (K/km) and y is vertical position
(positive upward). The total power radiated by the crack can be found by evaluating the
double integral:

P =

∫ ∫

[i (y) cos (φ(x, y))] dω dl (2.3)

where ω is the emission angle and l represents the crack’s walls. The box shaped crack is
broken down into two subsections (wall and floor).

We construct the integrals over emitting surfaces and the top of the crack:

Pwall =

∫ 0

−h

∫ π/2

φwall(y)

i(y2) cos(ω)dω dy (2.4)

Pfloor = 2

∫ w/2

0

∫ θ2(x)

θ1(x)

i(−h) cos(ω) dω dx (2.5)

Ptotal = 2Pwall + Pfloor (2.6)

The angles that set the limits of the inner integrands are shown schematically in Figure 2.5
and are given by:

φwall(y) = π/2− arctan (w/− y) (2.7)

θ1(x) = π/2 + arctan

(

w + 2x

2h

)

(2.8)

θ2(x) = π/2− arctan

(

w − 2x

2h

)

(2.9)

The integrals for the box shaped crack can be evaluated analytically, yielding:

Prect = σ (Gh− TS)
4
(

w − 2
√
h2 + w2 +

√
4h2 + w2

)

(2.10)

This expression can be evaluated for various choices of G, w, h, and TS. The wedge-
shaped crack is addressed in Section 2.11. This analytic solution is valid immediately after
the crack opens. Subsequently, the fracture’s walls will lose heat by radiation, decreasing
their temperature.
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2.10 Discussion

The Thermal Instrument planned for the JEO mission is expected to have a 250 m pixel
footprint once JEO is in orbit at 100km and the instrument will have 2K temperature
accuracy and 10% radiometric accuracy (Clark et al., 2009). The instrument is a radiometer,
not a spectrometer, so detection of active features must be based on changes in radiometric
intensity, not changes in wavelength of spectral peaks. This instrument may be able to
observe the radiant power emitted by fractures in some cases when cracks penetrate very
deep (several km) or probe a steep geotherm (e.g. 150-200 K/km).

To determine the detection limits for an hypothetical thermal instrument (TI), we idealize
the footprint of the TI as a square pixel and assume that there is one crack running across
the entire pixel with a random orientation. The expected length of crack visible is l = 1.122 d
where d is the pixel size. The fraction of the pixel’s area occupied by the crack is therefore
(w l)/d2 = 1.122 w/d. If a fracture opens on a previously pristine piece of crust, therefore,
the change in radiosity is given by:

∆ =
Pbkg(d2 − w l) + l Pcrack

Pbkg d2
=

Pbkg(d2 − 1.122d w) + (1/1.122)d Pcrack

Pbkgd2
(2.11)

where Pcrack is the power emitted from the crack per unit length and Pbkg is the background
radiosity of the surface. We solve this to obtain Pcrack for ∆ = 1.02. The resulting detection
limit as a function of surface temperature and crack width are shown in Figure 2.6. The
surface temperature on Europa varies by more than a factor of two, from about 50K near the
poles to more than 135K near the equator (e.g. Ojakangas and Stevenson, 1989a). Because
the opening of a crack appears as a change in total radiometric intensity, it is easier to
detect active tectonics on colder parts of the surface for a given TI pixel size and radiometric
accuracy.

In Figure 2.7, we show contours of radiated power from cracks with wedge and box shapes
for different values of crack length, geothermG, and opening displacement. With the notional
TI planned for the Jupiter Europa Orbiter, prospects of detecting thermal emissions from
fractures are dim but not nonexistent. The best prospect for detecting thermal emissions
related to fracture opening is in regions that have both a low surface temperature and
a large geothermal temperature gradient. The thermal emissions from cracks in ice with a
small geotherm must be extremely deep and occur in cold regions to be detectable. Fractures
probably become filled with icy debris owing to diurnal tidal deformation and the thermal
emissions would be inhibited. In obtaining these results, we made several assumptions, the
most important of which are that ice is Lambertian, the albedo is constant (though very
small) in the thermal infrared, the cracks are evacuated, and no sublimation is occurring
from the crack walls. We also considered briefly the idea from Hussmann et al. (2002) that
an insulating regolith causes a temperature rise of about 150K over 60 m near the surface
(G=2500 K/km). Such a regolith might have some cohesive strength, allowing it to crack
as opposed to flow. The opening of a 60m crack would be observable at the 10% level for
any crack width greater than 2.5 m. It may be possible to constrain the thickness and
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Figure 2.6: Minimum radiant power (W/m) required for detection at 10% level (left) and 2%
level (right). Dashed lines indicate Tsurf = 50 K, solid lines indicate Tsurf = 100 K. Vertical
dotted line indicates proposed JEO TI spatial resolution.

thermal conductivity of the regolith layer based solely on the detection or lack thereof of
thermal emissions associated with crack opening. This technique would be especially viable
in combination with images of the fracture before and after formation.

2.11 Wedge-shaped crack

We showed the analytic expression for total power emitted from a box-shaped crack in section
2.9. Here we present the salient modifications to that theory for a wedge-shaped crack with
geometry as shown in Figure 2.5. In order to simplify the integral for radiative flux, we
perform a change of variables:

L =
√

(w/2)2 + h2 (2.12)

x(l) = h(l/L− 1) (2.13)

y(l) = (wl)/(2L) (2.14)

The total power radiated by the crack can be found by evaluating the double integral:

Ptot = 2

∫ L

0

∫ π/2

φ(l)

i (y) cos (ω) dω dl (2.15)



CHAPTER 2. FRACTURE PENETRATION IN PLANETARY ICE SHELLS AND
THERMAL EMISSIONS FROM FRACTURES 22

1m rectangle

5m rectangle

10m rectangle

Geotherm (K/km) Geotherm (K/km)

Geotherm (K/km)Geotherm (K/km)

Geotherm (K/km)Geotherm (K/km)

C
ra

ck
 L

en
g
th

 (
k
m

)

C
ra

ck
 L

en
g
th

 (
k
m

)

C
ra

ck
 L

en
g
th

 (
k
m

)
C

ra
ck

 L
en

g
th

 (
k
m

)

C
ra

ck
 L

en
g
th

 (
k
m

)
C

ra
ck

 L
en

g
th

 (
k
m

)

1m wedge

5m wedge

10m wedge

0.4

0.5

0.75

1

6

6

50 100 150 200
0

1

2

3

4

5

5 10

15

20

30

75

100

150

50 100 150 200
0

1

2

3

4

5

2 3

5

10

15

20

50

50

50 100 150 200
0

1

2

3

4

5

0.1

0.1
1

1

10

50
100

100

300

500

1000

50 100 150 200
0

1

2

3

4

5

1

1

10

50

50

100
200

400
800

50 100 150 200
0

1

2

3

4

5

1

10
50

50
100

200

400

800

50 100 150 200
0

1

2

3

4

5

Figure 2.7: Contour plots of radiated power (W/m) as a function of geothermal temperature
gradient and crack length for rectangle geometry (left column) and wedge geometry (right
column). Dashed lines correspond to surface temperature Tsurf of 50 K, solid lines correspond
to Tsurf = 100 K. The shaded region indicates detectable region (at 10% level) of parameter
space for Tsurf=50K (light grey) and Tsurf=100K (dark grey).
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Where the inner integral lower limit of integration is given by:

φ (x, y) =
π

2
− arctan

( w

2h

)

− arctan

(

(w/2) + (wl)/(2L)

h(l/L− 1)

)

(2.16)

This integral does not to the best of our knowledge admit a simple analytic solution
but may be evaluated numerically for various choices of w, h, G, and TS. Contours of the
numerical solution are shown in Figure 2.7.
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Chapter 3

Effects of Texture Development on
Convection in Ice Ih Mantles
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3.1 Abstract

Convection may occur in the ice shells of moons in the outer solar system. The style of
convection, rate of heat transport, and resulting surface features depend on the rheology of
ice, which in turn depends on temperature, grain size, stress, and crystallographic preferred
orientation (CPO). Here we study the effect of CPO development and anisotropic viscosity
on convection by coupling a model of polycrystalline ice deformation with a macroscopic flow
model. Despite having a first order effect on velocities and heat transport in a convecting
ice shell, fabric development is unlikely to be observable either directly by spacecraft-based
radar or indirectly based on changes in the wavelength or amplitude of dynamic topography.

3.2 Introduction

The ice mantles of moons in the outer solar system may transport heat by solid-state convec-
tion. The occurrence and style of convection depend on rheology. Below pressures of 2×108

Pa and above ∼ 72K, ice Ih is the stable phase of water ice. Under some temperature and
stress conditions, ice Ih crystals deform most easily by basal slip (occurring on planes per-
pendicular to the crystal’s c-axis - the axis of six-fold symmetry). The resolved shear stress
on the basal planes depends on the orientation of the ice crystal, and hence the single crys-
tal has anisotropic viscosity. When polycrystalline ice develops crystallographic preferred
orientation (CPO), the ice has anisotropic viscosity (e.g. Cuffey and Paterson, 2010).

Understanding and identifying current or past convection is important for three reasons.
First, convection affects the overall rate of heat transport and governs thermal evolution
(Consolmagno and Lewis , 1978; McKinnon, 1999; Ruiz and Tejero, 2003; Barr et al., 2004;
Mitri and Showman, 2005; Freeman et al., 2006; Barr and McKinnon, 2007; Roberts and
Nimmo, 2008; Ruiz , 2010; Travis et al., 2012) and, consequently, the rheological properties
of an icy body. In turn, temperature and rheology affect the location and amount of tidal
dissipation (Hussmann et al., 2002; Sotin et al., 2002; Tobie et al., 2003; Moore, 2006; Mitri
and Showman, 2008; Běhounková et al., 2010; Han and Showman, 2010). Second, convection
may produce some of the surface features observed on icy bodies. For instance, Europa’s
ridges (Han and Showman, 2008), pits (Showman and Han, 2004) and domes (Rathbun
et al., 1998; Pappalardo et al., 1998; Nimmo and Manga, 2002; Pappalardo and Barr , 2004;
Han and Showman, 2005; Ruiz et al., 2007), and chaos features (Schenk and Pappalardo,
2004; Showman and Han, 2005) have been linked to convective processes. Third, convection
transports mass vertically and may carry material from a subsurface ocean to the near-
surface or create conditions that allow other processes to transport this material to the
surface (Fagents et al., 2000; Manga and Wang , 2007).

Here, we study the effects of the development of crystallographic preferred orientation
(CPO) and the resulting viscous anisotropy on convection in ice. We describe an anisotropic
viscoplastic model linking single-crystal deformation to polycrystal deformation. Next, we
present a method to include the polycrystal deformation model within geodynamic models
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and present the results of numerical simulations. We discuss the implications of these sim-
ulations in the context of whether the resulting features might be detectable and whether
fabric development affects topographic features and thermal evolution of icy moons.

3.3 Methods

In order to model the deformation of textured polycrystalline ice, we first describe a model
linking grain-scale deformation to macroscopic stress and strain. We then include the micro-
scale model in a macroscopic convection calculation in which we employ Lagrangian tracer
particles to track texture. The constitutive laws typically used in ice-sheet modeling take
the form (Paterson, 1994)

ε̇ij = Aτn−1σD
ij , (3.1)

where the effective stress τ =
√

1
2IIσD and IIσD is the second deviatoric stress invariant, σD

is the deviatoric stress tensor, and ε̇ is the strain-rate tensor. The term A depends foremost
on temperature, as well as pressure, melt fraction, the presence of impurities, and grain size
for some creep mechanisms. The key features of Equation (3.1) are that if n )= 1 a nonlinear
relationship exists between stress and strain-rate and that if τ is known, ε̇ij depends only
on σD

ij and not any other components of the stress tensor. Fluids with anisotropic viscosity
have constitutive equations of the form

ε̇ij = Mijklσ
D
kl , (3.2)

where M is a fourth rank tensor that is, in general, a non-linear function of stress, temper-
ature, grain size, and fabric.

Model for polycrystal deformation and texture development

We write the single-crystal stress and strain rate tensors s and d and the polycrystal stress
and strain rate tensors S and D following the notation of Castelnau et al. (1996). The rate
of deformation on a slip system s is:

γ̇s = γ̇0

∣

∣

∣

∣

rs : s

τ s0

∣

∣

∣

∣

ns
−1 rs : s

τ s0
, (3.3)

where rs = b ⊗ n is the Schmid tensor for slip system s, b is the Burgers vector and n the
unit normal to slip system s, ns is the power law exponent (Equation 3.1) for slip system
s, ⊗ denotes the tensor product (e.g. Chadwick , 1999), γ̇0

s and τ s0 are reference slip rate
and stress, and : denotes the tensor inner product (a : b = aijbij). Temperature dependence
enters through the term γ̇0, which we modify to take the form γ̇s

0/(τ
s
0 )

ns

= βA(T ), where
A(T ) = A0 exp(−Q/RT ) (Thorsteinsson, 2002). The single-crystal velocity gradient tensor
l is computed from γ̇ (Eqn. 3.3) by summation over all slip systems:
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l = γ̇0
∑

s

rs
∣

∣

∣

∣

rs : s

τ s0

∣

∣

∣

∣

ns
−1 rs : s

τ s0
. (3.4)

In order to relate single-crystal stress and strain to macroscopic stress and strain, we
must make assumptions about how stress is distributed within the polycrystal, and in par-
ticular, whether and how much each grain affects its neighbors. Some closure relationships
ignore neighbor interactions entirely (e.g. Castelnau et al., 1996) while others explicitly
account for this effect (Thorsteinsson, 2002), which requires tracking the spatial distribu-
tion of individual crystals in addition to their orientation and shape. The Thorsteinsson
(2002) model is attractive for our purposes because it captures the essential features of
texture development through grain re-orientation and compares favorably with viscoplastic
self-consistent (VPSC) models (Lebensohn and Tome, 1993) with significantly reduced com-
putational expense. Thorsteinsson (2002) introduces a relationship between single crystal
and macroscopic stress tensors of the form

s = E cS . (3.5)

The polycrystal is represented as a three-dimensional grid of crystals and E c is a neighbor-
interaction term defined as

E c =
1

ζ + 6ξ

(

ζ + ξ
6

∑

i=1

T i

T c

)

. (3.6)

Here, ζ and ξ are tuning parameters that control the strength of the neighbor interactions.
Note that when ζ = 1 and ξ = 0, s = S, recovering the uniform stress approximation
(Taylor , 1938). The superscript c denotes the crystal for which s is being computed and the
summation index i denotes the six neighboring crystals (left, right, up, down, front, back)
in the three-dimensional grid. The term T i is a measure of the total resolved shear stress on
all active slip systems in crystal i:

T i =

∣

∣

∣

∣

∑

s

τ sb̂
s
∣

∣

∣

∣

, (3.7)

and b̂
s
is the Burgers vector for slip system s.

Substituting Equation (3.5) into Equation (3.4), we obtain an expression for the single
crystal velocity gradient:

l = γ̇0
∑

s

rsE c

∣

∣

∣

∣

rs : S

τ s0

∣

∣

∣

∣

ns
−1 rs : S

τ s0
. (3.8)

By assumption, the macroscopic velocity gradient is the volumetric average of the microscopic
velocity gradients over N single crystals:
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L =
1

N

N
∑

c=1

l . (3.9)

To obtain a numerically useful constitutive equation, we first combine Equations (3.8)
and (3.9):

L =
1

N

N
∑

c=1

γ̇0
∑

s

rsE c

∣

∣

∣

∣

rs : S

τ s0

∣

∣

∣

∣

ns
−1 rs : S

τ s0
. (3.10)

Noting that r(r : S) = (r ⊗ r) : S,

L =

[

1

N

N
∑

c=1

γ̇0
∑

s

(rs ⊗ rs)

τ s0
E c

∣

∣

∣

∣

rs : S

τ s0

∣

∣

∣

∣

ns
−1
]

: S = M(S) : S , (3.11)

where M(S) is a fourth rank tensor, conceptually identical to the elasticity tensor C, but
which is in this case a non-linear function of the macroscopic stress tensor S. The tensor
inner product between mixed-rank tensors here is defined (A : B)ij = AijklBkl. The velocity

gradient tensor L is related to strain rate D = 1
2

(

L+ LT
)

. Substitution of M yields in index
notation:

Dij =
1

2
(Mijkl +Mjikl)Skl = MS

ijklSkl . (3.12)

In order to express stress in terms of strain-rate, we take the common approach of vector-
izing S and D and denote the vectorized stress and strain-rate Ŝ and D̂. The corresponding

second order equivalent of MS is M̂
S
, numerically a square matrix that can be inverted to

yield N̂ = M̂S
−1
, and Ŝ = N̂ · D̂, which can be used in the macroscopic numerical model.

Finally, we introduce the time evolution of the crystal fabric. We express the rate of
change in c-axis orientation (c) as

ċ = wc , (3.13)

where w = 1
2(l− lT ) is the single-crystal rate of spin tensor. We also account for the rotation

of the polycrystal by macroscopic flow.

Composite Rheology

Goldsby and Kohlstedt (2001) proposed a composite rheology for ice of the form

D = Ddisl +
(

D−1
gbs +D−1

bs

)

−1
+Ddiff . (3.14)

The first term, Ddisl, the strain-rate due to dislocation creep not occurring by basal slip, is
negligible for the temperatures, stresses, and grain sizes considered here. One key feature
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of this proposed composite rheology is that the reciprocal grouping of strain rates due to
grain boundary sliding (Dgbs) and basal slip (Dbs) allows either mechanism to limit the
effectiveness of the other deformation mechanism. The final term Ddiff is the strain rate
due to diffusion creep, discussed below. We introduce a scalar creep inhibition factor α to
capture the effect of the reciprocal term in Equation (3.14):

α =

√

Dgbs : Dgbs
√

Dbs : Dbs

, (3.15)

where Dbs encompasses all of the deformation accounted for by our micro-scale model. The
total strain rate is given by:

D =

(

α

1 + α
Dbs

)

+Ddiff . (3.16)

Recalling that Dbs = M ·S, we introduce a modified viscoplasticity tensor M ′ that accounts
for all deformation mechnisms

M ′

ijkl =
α

1 + α
Mijkl + 2δikδjlηdiff , (3.17)

where ηdiff is the effective viscosity for diffusion creep. Because we model two-dimensional
convection but the anisotropic viscous response is three dimensional, we impose a constraint
on the polycrystal to prohibit out of plane deformation. Three dimensional simulations,
which are currently prohibitively computationally expensive, will be needed to quantify the
effect of the plane-strain constraint.

We calibrate the micro-macro model against the basal slip component of the Goldsby and
Kohlstedt (2001) model. We assume temperature dependence of the form

γ̇0 = A0 exp (−Q/(RT )) (τ s0 )
n . (3.18)

For basal slip, n = 2 is favored by Castelnau et al. (1997). We choose Q = 60kJ mol−1

(Goldsby and Kohlstedt , 2001). We impose an isotropic initial fabric on a grid of 20x20x20
crystals at a temperature of -10◦C and find a best-fit value of A0 = 7.35 × 10−4Pa−2s−1.
The effective viscosity for diffusion creep is chosen to be identical to that used by Barr and
Stillman (2011)

ηdiff =
1

2

3RGTbd2

42VmD0,v
exp (Q∗

V /(RGT ) . (3.19)

Here Vm = 1.97× 10−5m−3, D0,v = 9.10× 10−4m2s−1, Q∗

v = 59.4kJ/mol.
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Symbol Name Case 1 Case 2
H Layer Thickness 15 km 75 km
d Grain Size 0.1 mm 1 mm

Ra1,diff Basal Rayleigh Numbera 2.2× 107 2.6× 107

ρ Density 930 kg/m3

k Thermal Conductivity 3.3 W/m/K
Cp Specific Heat Capacity 3548 J/kg/K
α Thermal expansivity 10−4/K
g Gravitational Acceleration 1.3 m/s2

δT Initial Temperature Perturbation 15K

Table 3.1: Summary of model parameters. (a Solomatov , 1995)

Macroscopic Flow Model

We solve equations for the balance of momentum and mass conservation:

ρ
Du

Dt
= −∇p +∇ · SD + ρg , (3.20)

∇ · u = 0 ,

and advection and diffusion of heat:

ρCp
DT

Dt
= ∇ · (k∇T ) , (3.21)

with parameters defined in Table 3.1, using a conservative finite difference technique com-
bined with a marker-in-cell approach (Gerya and Yuen, 2003) in two spatial dimensions.
Each Lagrangian marker carries information about the local fabric (c-axis orientations).
The momentum equation is expressed in terms of velocity u:

ρ
Dui

Dt
= −

∂p

∂xi
+

∂NijklDkl

∂xj
+ ρgi , (3.22)

where p is pressure, ρ is density, and gi are the components of gravitation acceleration.
Parallelization was necessary even for 2D problems because calculating the polycrystal re-
sponse for each Lagrangian tracer increases runtime by a factor of 100. The macroscopic
flow model uses PETSc (Balay et al., 2012) for domain decomposition and parallel commu-
nication. We solved the resulting linear system of equations using the parallel direct solver
MUMPS (Amestoy et al., 2001, 2006). After performing resolution tests, we determined that
the calculations could be performed on a 41x41 Eulerian grid with 25 Lagrangian markers
per cell initially. We eliminated markers if more than 64 were present in one cell using the
method described by Leng and Zhong (2011) and added markers (using nearest-neighbor
interpolation) to any cell containing fewer than 10 markers.
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Model Parameters

We ran two-dimensional convection simulations in boxes twice as wide as they are deep. The
top and bottom mechanical boundary conditions are free-slip and the lateral boundaries are
periodic. The top and bottom are prescribed temperature (Dirichlet) with T = 100K and
T = 260K. In each run, we run the model with the Goldsby and Kohlstedt (2001) rheology
from an initial sinusoidal perturbation with amplitude δT = 15K and wavelength equal to the
domain width until a steady state, defined by constant Nusselt number (Nu) and root mean
square velocity Vrms (Blankenbach et al., 1989) and steady flow field, is reached. We then
continue the simulation using the micro-macro rheology and an initially uniform isotropic
fabric. All of the simulations considered feature a thick stagnant lid overlying a convecting
subregion. The two cases that we discuss here are a 75 km-thick layer with a grain size of 1
mm and a 15 km-thick layer with a grain size of 0.1 mm. Other model parameters are listed
in Table 3.1.

3.4 Discussion

Depth at which CPO develops

We illustrate the grain-size dependence of fabric strength (deviation from isotropy) in Figure
3.1a. We performed numerical polycrystal deformation experiments with σxx = −σyy = 104

Pa (all other stress components zero) and T = 250K (representative of the warm convecting
interior of an ice shell) until a strain of 1.0 was achieved. Next, we characterized the strength
of the c-axis fabric using the texture strength S =

√

< f 2 > (e.g. Bunge, 1982) where f(θ,φ)
is the probability density function of c-axis orientations in the simulated polycrystal. A value
of S = 1.0 indicates an isotropic fabric while higher values indicate development of CPO. For
grain sizes smaller than about 0.1 mm, S is close to 1.0. S increases rapidly between grain
sizes of 0.1 and 0.5 mm. In convection problems, Lagrangian tracers experience changing
stresses as they are advected through a convection cell, and if macroscopic stress changes
faster than crystals within the polycrystal can rotate in response to the applied stress, fabric
formation can be limited (e.g. Castelnau et al., 2009).

In order to develop CPO, ice must deform by dislocation creep through strains of at
least ∼ 10−1, with stronger fabrics requiring strains of O(1). Strains of this magnitude
are certainly attainable in the convecting interior of an ice shell but are not achieved in
the stagnant lid. Figure 3.1b-c shows how stagnant lid thickness varies as a function of
Ra1,diff , or equivalently layer thickness (H), based on numerical simulations run to steady-
state with the isotropic Goldsby and Kohlstedt (2001) rheology. The diffusion creep Rayleigh
number is defined as Ra1,diff = ρgα∆TH3/(κη1,diff) where κ = k/(ρCp) is thermal diffusivity
and η1,diff is the effective viscosity for the diffusion creep deformation mechanism for the
temperature and grain size at the base of the ice shell (Solomatov , 1995; Barr et al., 2004).
We indicate the minimum layer thickness for which convection is possible for our model
geometry and amplitude of initial temperature perturbation δT with vertical dashed lines
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in Figure 3.1b-c. The thickness δ0 of the stagnant lid can be viewed as a lower bound on
the depth at which texture will develop in our simulations. Figure 3.2 shows fabrics that
develop in our simulations at several depths beneath the surface. When grain size is small
(0.1 mm), diffusion creep allows relatively thin ice shells to convect, but because deformation
is not accommodated by dislocation creep, CPO does not develop anywhere in the ice shell,
illustrated in Figure 3.3. If grain size is larger (1.0 mm) diffusion creep is sluggish, allowing
CPO to form in the convecting interior of the ice shell (Figure 3.3).

Effects on flow field and heat transfer

The anisotropic viscosity resulting from texture development has a first order effect on the
velocity in upwellings and downwellings (Figure 3.4). The more rapid flow is in agreement
with studies of the effects of anisotropic viscosity on ice sheets (Mangeney et al., 1996). We
calculated dynamic topography using the normal stress exerted on the upper boundary of
the domain with and without texture development (Figure 3.4). There is negligible difference
between the two simulations because, despite differences in velocity in the convecting interior,
the stresses driving convection are very similar.

Because it affects the velocities in upwellings and downwellings, it is expected that viscous
anisotropy will affect heat transport. The steady-state Nusselt number achieved using the
Goldsby and Kohlstedt (2001) rheology for Case 2 (75 km thickness) was 1.77. After enabling
texture development and anisotropy, we ran the simulation for 6 Ma, at which time the
Nusselt number had reached 1.94. The Nusselt number between the activation of texture
development and the end of the simulation can be well-approximated (R2 = 0.9999) as
an exponential function of time with the form Nu(t) = a exp(−bt) + c. The term c =
1.949±0.001 is the expected steady-state value of Nu (with 95% confidence bounds). Thus,
the state achieved during our run had Nusselt number within 0.5% of the steady-state value
predicted by exponential extrapolation, and the anisotropic model transports 10% more heat
by convection than the isotropic model. We computed a steady Nu for anisotropic Case 1
of 1.746 ± 0.001, an increase of 5% relative to the value of 1.67 computed for the isotropic
case. We expect enhanced heat transport for larger grain sizes because dislocation creep is
more rapid at the smaller grain size used in Case 1. Although convective heat transport
is significantly enhanced in our model, the general uncertainty in grain size and amount of
internal heating leads to much larger variations in heat transport (e.g. Ruiz et al., 2007).

Detectability

Fabric development in an ice mantle would most interesting if it produced an observable
signature. Detection of CPO would imply past or ongoing deformation accommodated by
specific creep mechanisms, which would in turn provide insight into thermal and tectonic
evolution, including constraints on grain size, stress magnitude and orientation, and strain
history. A spacecraft carrying ice-penetrating radar can in principle measure preferred orien-
tation remotely (Barr and Stillman, 2011). The radar planned for ESA’s JUICE spacecraft,
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Figure 3.1: (a) Texture Strength (S, defined in text) increases rapidly between grain sizes
of 10−4 and 10−3 m. (b) Stagnant lid thickness calculated from numerical experiments vs.
Ra1,diff (or equivalently layer thickness) for a grain size of 1.0 mm and (c) for a grain size
of 0.5 mm. Vertical red line indicates the critical layer thickness for convection to occur,
calculated using a bisection method.
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Figure 3.2: CPO fabrics calculated
for locations marked by numbered
squares, corresponding to numbered
pole figures (right). Warmer colors
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concentrations of c-axes. Horizon-
tal dashed lines indicate the maxi-
mum depth (9 km) to which the pro-
posed ice-penetrating radar on the
ESA Juice spacecraft may penetrate.
(a) Layer thickness of 75 km, grain
size 1.0 mm (b) Layer thickness 15
km, grain size 0.1 mm.
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Figure 3.4: (a) Profiles of surface uplift (dynamic topography) for case with layer thickness
75km and grain size d = 1.0mm with (black line) and without (dashed red line) anisotropy.
(b) Temperature profiles at a depth of 37 km. (c) Velocity profiles at a depth of 37 km.

likely the next mission to the Jovian system, is expected to be able to probe depths 100m to
6-9 km below the surface. With a grain size of 1.0 mm, the minimum stagnant lid thickness
in our isotropic simulations was 18 km (Figure 3.1b). With somewhat smaller grain size (0.5
mm), some CPO development may be possible (though lower texture strength is expected)
and stagnant lids as thin as 14 km may develop (Figure 3.1c). The stagnant lid in Case 2
(75km thickness, 1.0 mm grain size) and each of the simulations shown in Figure 3.1b-c are
sufficiently thick to preclude radar detection of CPO in the convecting interior. JUICE is
expected to perform flybys of Europa and Callisto before entering orbit around Ganymede.
Our calculations were performed with Europa-like g = 1.3m/s2, but Ganymede and Callisto
both have g within 10% of Europa. Because Ra is linearly proportional to g, we expect our
results to be applicable to all three bodies. However, other processes not accounted for in
this study could affect stagnant lid thickness, allowing texture to develop at depths where
it could be detectable. In particular, plastic yielding can lead to episodic overturn of the
stagnant lid (Showman and Han, 2005). During overturn events, ice with CPO could be ex-
humed and the depth at which CPO develops could be reduced. Frictional heating on faults
could lead to local temperature variations and hence localized CPO development at shallow
depths (Nimmo, 2002; Nimmo et al., 2007). Internal heating by tidal dissipation could thin
the stagnant lid globally, bringing CPO development nearer to the surface [Solomatov and
Moresi 2000, Figure 2 of Nimmo and Manga 2002]. Regardless of depth of formation, Figure
3.1a shows that deformation of polycrystalline ice with grain size >0.5 mm through strains
O(1) should produce CPO, and if this does occur within a few km of the surface of an icy
moon, CPO may be remotely detected.
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4.1 Abstract

Mud volcanoes sometimes respond to earthquakes, but the mechanisms by which earth-
quakes trigger changes in ongoing eruptions or initiate new eruptions are not completely
understood. We measured gas discharge at a field of mud volcanoes near the Salton Sea,
Southern California before and after the April 4, 2010 El Mayor-Cucapah Earthquake and
observed an increase in gas flux immediately following the earthquake and a subsequent
recovery to pre-earthquake values. This earthquake-eruption pair is of particular interest
because the earthquake produced large strains, up to 1.2%, near the mud volcano location,
allowing us to test two competing triggering mechanisms: (1) shaking-induced bubble mobi-
lization, and (2) permeability enhancement. We measured the rheology of erupted mud from
the mud volcanoes to quantify the importance of mechanism (1) and found that this mecha-
nism is unlikely to be important. We therefore favor the explanation that the increased gas
flux was caused by a transient increase in permeability.

4.2 Introduction

Earthquakes induce a wide range of hydrologic responses including water level changes in
wells, changes in spring discharge and stream flow (e.g. Muir-Wood and King , 1993), changes
in permeability (e.g. Elkhoury et al., 2006), and changes in the interval between eruptions
of geysers (e.g. Husen et al., 2004). Mud volcanoes also respond to earthquakes (e.g Mellors
et al., 2007), and their responses may have hydrologic origins. Although hydrologic responses
to earthquakes have been documented for thousands of years, the mechanisms responsible
for the responses and their possible relationship to triggering processes remain, in general,
not well understood.

Lynch and Hudnut (2008) describe a system of mud volcanoes, mound springs, and mud
pots in the Imperial Valley, California, which are the focus of this study. The Imperial
Valley mud volcanoes, located at the intersection of Davis and Schrimpf roads near Niland,
CA, are particularly interesting in that they lie on the southeastern extension of the San
Andreas Fault (Figure 4.1) and thus their behavior might provide some insight into fault-zone
permeability. The response of the small Imperial Valley mud volcanoes to earthquakes may
also provide some insight into the response of larger mud volcanoes that have responded to
earthquakes in the past (e.g. Chigira and Tanaka, 1997; Mellors et al., 2007; Bonini , 2009a;
Manga and Brodsky , 2006).

We carried out field work in the Imperial Valley on March 13, 2010, March 21, 2010,
April 6, 2010, and May 12, 2010. The timing of the April 4, 2010 MW 7.2 El Mayor-
Cucapah event was serendipitous in that we were able to make measurements in a short
period of time both before and after the event. During each field campaign, we measured
temperature in mud volcanoes and surrounding springs and gas seeps, measured gas discharge
where possible, documented the presence of fresh eruptive deposits, and sampled mud for
rheological measurements. Our field observations indicate that there was a post-seismic
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Figure 4.1: Map of study location, showing major faults in red (left). Red star (left) in-
dicates epicenter of El Mayor-Cucapah event. Green triangle indicates location of Wildlife
Liquefaction Array (WLA). White triangle (left) indicates location of mud volcanoes, seen
in an aerial photograph (right) at intersection of Davis and Schrimpf roads near Niland, CA.

increase in gas discharge and eruptive activity at the mud volcanoes. Theory, laboratory
measurements of mud rheology, and field observations indicate that transient permeability
enhancement is the most plausible mechanism to explain the changes in eruptive activity.

4.3 Background

Davis-Schrimpf mud volcanoes

Kopf (2002) defines a mud volcano as a surface expression of mud that originated at depth.
The Davis-Schrimpf mud volcanoes are pictured in Figure 4.2. The small stature of the
mud volcanoes in the Imperial Valley (less then 5 m) categorizes them as “mud lumps”
(Kopf , 2002) and Svensen et al. (2009) have labeled them “hydrothermal seeps,” in part
because there is very little net exhumation of mud from the subsurface. We will nevertheless
continue to refer to these constructional, steep-flanked features as mud volcanoes, and note
that Bonini (2009b) used the same terminology to describe morphologically similar features
in the Northern Apennines.

The Davis-Schrimpf mud volcanoes considered here are surface expressions of the Salton
Sea Geothermal System (SSGS), an area of active geothermal power production (Bertani ,
2005) and past commercial CO2 extraction (Muffler and White, 1969). The near-surface
geotherm in the SSGS is exceptionally steep. Helgeson (1968) reported temperatures as
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Figure 4.2: (A) Field of mud volcanoes at the Davis-Schrimpf location. (B) Some of the mud
volcanoes have craters filled with bubbling mud, as seen in this picture. (C) The dry mud
flow on the left was active on 3/13/2010 but completely dry by 3/20/2010, the date of this
photo. The flow to the right was active at the time of the photograph. (D) Very large, fresh
flow seen on 4/6/2010. Thermistor probe is in the vent at upper left, where we measured a
gas flux of 22 LPM.
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high as 300◦C at 3000 ft (914 m), and heat flow in the area can reach 1200 mW m−2

(Elders and Sass , 1988). The temperature profile through the SSGS reservoir is isothermal,
owing to convection. Williams and McKibben (1989) suggest that the intersection between
near-surface conductive and deeper convective geotherms results from a stably stratified
brine interface rather than a lithologic (permeability) contrast, the interpretation favored
by previous authors (e.g. Helgeson, 1968; Younker et al., 1982; Randall , 1974). The SSGS
is contained within a 6000 m-thick sequence of sedimentary rocks, the uppermost ∼200m
of which is composed of unconsolidated lacustrine and Colorado River deltaic sediments
(Younker et al., 1982). These sediments are underlain by evaporite deposits. The near-
surface strata appear to be the source of the erupting mud, whereas the CO2 is believed to
come from greater depths (Robinson et al., 1976; Svensen et al., 2007), where it is produced
through metamorphic decarbonation reactions at temperatures of at least 125◦C (Muffler
and White, 1969). The details of the subsurface gas and mud plumbing system are not fully
understood, but two possible configurations based on Svensen et al. (2009) are depicted in
Figure 4.3. Regardless of its depth of production, CO2 is present at shallower depths; Kelley
and Soske (1936) note that CO2 extraction wells were drilled in the late 1920s to a producing
horizon between 400 and 500 ft (123 and 152 m) where pressures were between 200 and 300
psi (1.4-2.1 MPa), somewhat in excess of hydrostatic pressure at these depths.

Sturz et al. (1992) visited the Davis-Schrimpf mud volcanoes in 1985, 1991, and 1992 and
measured mud temperatures between 18 and 32◦C and mud composition (45-70% smectite,
20-35% illite, 10-20% kaolinite). Svensen et al. (2009) deployed temperature probes in two
of the Davis-Schrimpf mud volcanoes and two pools adjoining the volcanoes between De-
cember 18, 2006 and March 19, 2007. This deployment helped establish the recent natural
temperature variability inside the mud volcanoes and demonstrated that there is no corre-
lation between temperature changes and tidal forcing. The minimum temperature recorded
by Svensen et al. (2009) was 37.3◦C, the highest recorded temperature was 69.7 ◦C, and
the standard deviations were 4.0 and 6.4 ◦C for the two features instrumented. There were
no earthquakes of sufficient size during the deployment of Svensen et al. (2009) to produce
changes in temperature at the mud volcanoes. Although the temperatures measured by
Sturz et al. (1992) are remarkably lower than those measured by Svensen et al. (2009), we
cannot speculate as to whether there was a general trend in the mud volcanoes’ temperature
between 1992 and 2006.

Response to earthquakes

Like other hydrologic features, mud volcanoes sometimes respond to earthquakes. Mellors
et al. (2007) found that large mud volcano eruptions in Azerbaijan occur in the two days
following a major earthquake more often than would be expected by chance. Bonini (2009a)
identified several earthquake-eruption pairs among documented eruptions of Sicilian mud
volcanoes. Mud volcanoes (solfataras) very similar in appearance to the Davis-Schrimpf
mud volcanoes near Volcano Lake, Mexico and associated with the Cerro Prieto geothermal
field (Randall , 1974) responded to the 1915 Imperial Valley Earthquake (Beal , 1915) and to
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Mobilized Bubbles?

Permeability Enhancement?

CO
2
 Source Region

Figure 4.3: Schematic of two possible mud volcano plumbing systems, modified from Svensen
et al. (2009). CO2 (red bubbles and pathways) is produced at depth in the Salton Sea
Geothermal System (SSGS) and travels upward through a porous reservoir. The uppermost
200m of the system consist of Colorado River deltaic and lacustrine deposits, the source of
the erupting mud. The dark arrows indicate the path travelled by mud as it is recycled
during mud volcano construction and collapse. Of the two scenarios depicted, Svensen et al.
(2009) favored the model on the right.
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the November 29, 1852 Fort Yuma event (Townley and Allen, 1939). The response of these
mud volcanoes to shaking was accompanied by other dramatic hydrologic responses. The
1852 Fort Yuma event triggered the eruption of a geyser near Volcano Lake whose plume
reached an elevation of 800-1000 ft (244-205 m) (Balderman et al., 1978).

El Mayor-Cucapah Earthquake

The April 4, 2010 El Mayor-Cucapah earthquake occurred on the Laguna Salada fault system
in Northern Mexico. Rupture propagated unilaterally northeastward to a terminus near the
Mexico-California border, producing enhanced shaking in the Salton Trough (Hudnut et al.,
2010). The event accommodated both east-down and right-lateral slip along the Pacific-
North American plate boundary. The earthquake was accompanied by extensive surface
rupture and liquefaction was widespread in the near field (King et al., 2010; Pridmore et al.,
2010). Well-level responses were common throughout the Western United States (Figure
4.4).

4.4 Methods

We measured temperature at each of the mud volcanoes using a thermistor and gas discharge
using a funnel (22 cm diameter) connected to Cole-Parmer gas flowmeters. The stated
accuracy of the flowmeters is ±5% and repeatability is ±0.5%. We used the same equipment
and employed the same division of labor (placing funnel, taking measurements) on each field
trip. Our best estimate of the human error associated with reading the gas flow meters is
±0.5 LPM for measured fluxes less than or equal to 10 LPM and ±5 LPM for fluxes greater
than 10 LPM.

We used a Haake Rheoscope-1 cone-plate rheometer to characterize the material prop-
erties of mud collected from the vents of four of the Davis-Schrimpf mud volcanoes. The
cone has a diameter of 60 mm with a bevel angle of 4◦ and a minimum gap thickness of
139 µm, larger than the particle size of the mud (Figure 4.5). The mud was stored in two
layers of gas-impermeable plastic bag between sample collection and analysis to minimize
desiccation and refrigerated to retard any chemical reactions. We measured the response of
mud under steady shear and oscillatory shear. In the steady shear experiments, we loaded
the mud samples, measured yield strength and measured the applied stress as a function of
strain rate. We measured yield strength using a method suggested by Dubash and Frigaard
(2007), whereby constant stress was applied for 120 seconds and the total strain at the end
of this period was recorded. In the oscillatory shear experiments, we loaded the samples,
pre-sheared them for 10 seconds at a strain rate of 1 s−1, and then deformed them under
oscillatory shear at fixed frequencies of 0.2, 1.0, and 10 Hz while controlling strain amplitude
between 10−4 and 10−2. These strain amplitudes and frequencies are comparable to those
imposed by earthquakes, discussed later and shown in Figure 4.6. For each data point in the
oscillatory shear experiments, the sample was pre-sheared for 3 cycles and then measure-
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Figure 4.4: (right) Map indicating location of wells in the Western United States (green
circles) that responded to the El Mayor-Cucapah earthquake (red star marks epicenter).
Background field is dilatation: red and blue represent expansion and contraction, respec-
tively. (left) Water level records (distance below surface) in wells that showed a response.
Each well’s record has been normalized with respect to its maximum absolute value in the
time interval plotted. Zero time corresponds to time of El Mayor-Cucapah event. Water
level records are sorted bottom to top in order of increasing epicentral distance, and color
indicates whether the well experienced contraction (blue) or expansion (red). Darker colors
indicate a record that showed a decrease in water level (increase in distance below surface),
lighter colors indicate an increase in water level. There does not appear to be a correlation
between the sign of the volumetric strain and the sign of the change in water level.

ments were averaged over 5 cycles. The oscillatory strain experiments allow us to measure
the storage and loss moduli of the mud, assuming that it behaves as a Maxwell viscoelastic
material. We also retained the raw data for stress and strain as a function of time, which
allowed us to confirm that the Maxwell model was appropriate. The equipment and method-
ology used here is identical to that used in Sumita and Manga (2008) and was also used to
characterize mud erupted from the Sidoarjo mud flow in Indonesia (Manga et al., 2009).

We obtained waveforms for the El Mayor-Cucapah event at the Wildlife Liquefaction
Array (WLA, location indicated by green triangle in Figure 4.1), which, at 12.3 km, is the
closest strong motion seismometer to the Davis-Schrimpf location. Waveforms (Figure 4.6)
were obtained from IRIS for two accelerometers at the WLA site - a borehole instrument at a
depth of 100m and a surface instrument. We removed the mean from, de-trended, and then
integrated the seismograms to obtain displacement time series. We applied a high-pass filter
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Figure 4.5: Measured particle size in mud from Davis-Schrimpf mud volcano 12. Blue and
red curves show two measurement runs of the same sample. Particle diameters representing
the 10th, 50th, and 90th percentiles of the cumulative particle size distribution are D10=2.13
µm, D50=24.31µm, D90=63.81 µm.

with a pass band above 0.02 Hz to remove spurious long-period signals. Shear strain can
be approximated from peak ground velocity using the empirical relationship γ ∼ (PGV)/VS

or from peak ground acceleration using γ ∼ 1.2z(PGA)/V 2
S (Wang et al., 2003). Assuming

VS = 500 m/s (typical of unconsolidated sediments), both of these scaling relations yield
estimates for γ on the order of 1%. We also computed displacement gradients (∂uRadial/∂z
and ∂uTangential/∂z) directly using the surface and 100 m-depth records and found a peak
shear strain of 1.2% (Figure 4.6), in good agreement with the scaling relationships. Displace-
ment gradients computed with this method place a lower bound on the true displacement
gradient.

We used Coulomb version 3.1.09 (Lin and Stein, 2004; Toda et al., 2005) to calculate
volumetric strain associated with the earthquake using the moment tensor solution from the
Global CMT Project’s catalog (globalcmt.org, Dziewonski et al., 1981) and fault geometry
from the empirical scaling of Wells and Coppersmith (1994).

The United States Geological Survey (USGS) maintains monitoring stations for ground
water table in several locations, mostly near major cities, in the western United States. We
compiled all of the well water-level data for Arizona, California, Colorado, Idaho, Montana,
Nevada, Oregon, Utah, and Washington and searched manually for a response coincident in
time with the El Mayor-Cucapah event. Of the 154 records obtained, 63 showed a response
(well locations and responses shown in Figure 4.4). Most of the wells have a sampling interval
of 15 minutes except for several that record only twice per hour. The most distant well that
showed a response was 1749 km from the epicenter.
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Figure 4.6: Waveforms from Wildlife Liquefaction Array (green triangle in Figure 4.1), 100
m depth, for El Mayor-Cucapah event. Shear strain in the uppermost 100 m reached a
maximum value of 1.2%. Two strain power spectra are plotted: radial (solid line) and
transverse (dashed line).
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4.5 Results

Field measurements

We measured gas flow at 5 features on 3/13/2010, 8 features on 3/20/2010, 18 locations on
4/6/2010, and 12 locations on 5/12/2010. The average flow per measurement was 7.0 liters
per minute (LPM), 7.6 LPM, 12.5 LPM, and 9.5 LPM, respectively with standard deviations
of 2 LPM, 1.35 LPM, 5.3 LPM, and 3.3 LPM, respectively. Figure 4.7 is a compilation of our
gas flux measurements (tabulated in the electronic supplement), showing increased gas flux
on 4/6/2010. The increase in gas flux is the most robust evidence for a post-seismic response
at the mud volcanoes. The pathways through which gas escapes appear to be stable over
the time period of our study, although this is clearly not the case over year-to-decadal time
scales (Sturz et al., 1992). Estimating the total change in gas flux following the earthquake
is difficult because some gas discharge locations became dangerous or otherwise inaccessible
due to the changing depth of pools and re-configuration of crater rim material. Therefore,
we believe that the change in average discharge per measurement site is the best proxy for
increased gas flux.

We measured temperature at 14 mud volcano vents on 3/13/2010, 7 on 3/20/2010, 16
on 4/6/2010, and 12 on 5/12/2010. The average temperatures were 44.0◦, 56◦, 46.6◦, and
56.9◦ with standard deviations of 11.0◦, 5.6◦, 11.8◦, and 8.6◦. Figure 4.7 is a compilation of
all of the temperature measurements, which are also available in the electronic supplement.
There is no discernible post-seismic temperature response and all of the values measured are
within 3 degrees of the range documented by Svensen et al. (2009) and Sturz et al. (1992).

In addition to the quantitative measures of gas flux and temperature, we also noted the
number of fresh flow features. We can roughly constrain the age of surface flows based on
appearance; Flows that were active on 3/13/2010 and inactive on 3/20/2010 no longer had
moist surfaces. We observed four fresh flows on 3/13/2010, four on 3/20/2010 eight on
4/6/2010, and five on 5/12/2010. The flows observed on 4/6/2010 included one that had
erupted from a new vent, at which we also measured a gas flux of 22 LPM, more than twice
the largest pre-earthquake value at any vent. This vent was extinct on 5/12/2010, with no
measurable or audible gas flux.

Laboratory measurements

We had the grain size distribution in five of our samples measured using a CILAS 1190LD
tri-laser particle size analyzer. We chose three samples from the same crater of mud volcano
12 (Figure 4.1), collected on 3/13/2010, 3/20/2010, and 4/6/2010 and two atypical samples,
one from a very low viscosity pool on 4/6/2010 and a second from the interior of a large,
fresh mud flow on 4/6/2010. The samples were placed in an ultrasonicator for 60 seconds
prior to measurement and were ultrasonicated continuously during measurement to minimize
agglomeration. The grain size distribution, shown in Figure 4.5, was very consistent among
the mud volcanoes. The average 50th percentile particle diameter is 24.31 µm and the peak
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Figure 4.7: Compilation of temperature (top) and gas flux (bottom) measurements made at
Davis-Schrimpf mud volcanoes as a function of time. Symbols correspond to individual mud
volcanoes, as numbered in Figure 4.1. The vertical dashed line indicates the time at which
the El Mayor-Cucapah event occurred. Repeated glyphs on a given day indicate that there
were multiple active vents on the mud volcano and each glyph corresponds to a measurement
made at one of the vents. The mean gas flux increased by about 70% and the maximum
gas flux was 150% larger than any pre-earthquake value. We cannot discern any seismic
response in the temperature data.
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of the grain size distribution is consistently about 50 µm among all of the samples. We
measured the water content of each of the samples for which we analyzed grain size. The
large, fresh mud flow had the lowest water content, 33% by mass, the low-viscosity pool had
the highest, 48%, and the mud in the craters was on average 40% water with a standard
deviation of 1% among six samples.

Our analyses of the erupted muds from the Davis-Schrimpf mud volcanoes indicate that
the mud has a yield strength of 52 Pa at 40 wt% H2O and 294 Pa at 33 wt% H2O and is
shear thinning (Figure 4.8A). The unidirectional shear experiments produced measurements
of effective viscosity that are well approximated by the empirical relationship:

µ = 101.8ε̇−0.82 (40 wt% H2O) (4.1)

µ = 102.3ε̇−0.83 (33 wt% H2O)

where µ has units of Pa-s and ε̇ has units s−1. Figure 4.8B shows the viscosity measurements
for both samples. Under oscillatory shear, the mud experiences a reduction of strength at
shear strains between 10−3 and 10−2 irrespective of frequency (Figure 4.8C), similar to mud
from the Sidoarjo mud flow (Manga et al., 2009).

We used X-ray diffraction to measure the composition of two mud samples. We identified
the minerals kaolinite, muscovite, montmorillonite, dolomite, calcite, and albite in both of
the mud samples. One of the samples contained orthoclase. We were unable to measure the
relative abundances of the various minerals present using this technique.

4.6 Discussion

The epicenter of the El Mayor-Cucapah earthquake was 96.6 km from the mud volcano loca-
tion. Figure 4.9 shows that this earthquake was close enough that a mud volcano response
is not unexpected based on empirical magnitude-distance-triggering relationships developed
for mud volcanoes and other hydrologic features (Wang and Manga, 2010). Our field obser-
vations show that the mud volcanoes did respond to the El Mayor-Cucapah earthquake. To
demonstrate statistically that a response occurred, we divide the gas flux measurements into
two groups: (1) data from 4/6/2010 and (2) all other data. We wish to ascertain whether the
mean or median of group 1 is significantly different from group 2. We used the Shapiro-Wilk
test of normality (Shapiro et al., 1968) and found that we could reject the null hypothesis
that the data is normally distributed. Because both datasets are not normally distributed,
we chose to use the Mann-Whitney U-test (Hollander and Wolfe, 1999, p. 125), the result
of which allows us to reject the null hypothesis that the two groups are independent samples
of identical distributions with equal medians at the α = 0.01 significance level. We now turn
our attention to the mechanism responsible for this response.

Manga et al. (2009) reviewed possible triggering mechanisms: (1) volumetric changes
due to static stress transfer (Walter and Amelung , 2007), (2) dilatancy (Wang et al., 2001),
(3) liquefaction (Wang , 2007), (4) destabilization of gas hydrates (Obzhirov et al., 2004;
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Davis-Schrimpf mud volcanoes are within the range of parameter space where triggering of
mud volcanoes has been previously documented.
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Mau et al., 2007), (5) mobilization of pre-existing bubbles (Steinberg et al., 1989; Sahagian
and Proussevitch, 1992), (6) increasing permeability or opening fractures (Rojstaczer et al.,
1995; Elkhoury et al., 2006; Wang et al., 2004a,b; Brodsky et al., 2003), and (7) enhanced gas
production. We consider (1) unlikely because the Davis-Schrimpf mud volcanoes experienced
volumetric expansion in the El Mayor-Cucapah event (Figure 4.4), which we do not expect
to expel pore fluids, but could enhance permeability, in which case we would treat this
mechanism concurrently with (6). Furthermore, we disfavor this mechanism because the
amplitude of static volumetric strain (10−8) is much smaller than the amplitude of dynamic
shear strain (10−2) at the Davis-Schrimpf site. Mechanism (2) is not applicable in this case
because the Davis-Schrimpf location is not in the near-field of the El Mayor-Cucapah event.
Mechanism (3) is unlikely to have occurred because liquefaction was not observed at the
Wildlife Liquefaction Array (Pridmore et al., 2010). Mechanism (4) may be immediately
removed from further consideration because gas hydrates are not stable in this geologic
setting.

Like their magmatic cousins, mud volcanoes are driven by gas escape. Therefore it is
natural to consider triggering mechanisms involving gas bubbles such as nucleation (Steinberg
et al., 1982), bubble growth (Hsieh, 1961; Sturtevant et al., 1996), and mobilization (Sahagian
and Proussevitch, 1992). Gas bubbles trapped in a yield strength fluid may be mobilized
if seismic shaking temporarily weakens the material. This mechanism was considered for
earthquake triggering of the Sidoarjo mud flow but rejected due to very low strain amplitudes
(Manga et al., 2009). However, the El Mayor-Cucapah event produced dynamic strains larger
than 1% in the Imperial Valley, large enough to weaken mud (Figure 4.8).

In general, a bubble may rise through a yield strength fluid only if the buoyancy force
resulting from its density is sufficiently large to overcome the yield strength (τy). The
measured yield strength of mud from the mud volcano craters is 52 Pa and the yield strength
of mud from the low-water-content flow is 294 Pa. Because the mud is able to erupt and
form flows of finite thickness, we expect the yield strength to limit flow thickness (h ∼
τy/(ρg) ∼ 2.5 mm to 1.5 cm). The measured yield strengths are qualitatively consistent
with the thickness of flows that we observed in the field.

Dubash and Frigaard (2004) studied the conditions necessary to arrest bubbles in a
Herschel-Bulkley (non-Newtonian, yield stress) fluid. The Herschel-Bulkley rheological model
was chosen specifically for application to bubbles in drilling muds. For permanently immo-
bilized, spherical bubbles, Dubash and Frigaard (2004) give the condition τy < ∆ρgR where
∆ρ ∼ 2000 kg m−3 is the density difference between the bubble and mud, g is gravitational
acceleration, and R is a characteristic length scale for the bubble. We define a critical bubble
as the largest bubble whose buoyancy is unable to overcome the mud’s yield strength, and
consider the possibility that a coseismic, transient reduction in yield strength mobilized crit-
ical bubbles. The critical bubble radius RC is between ∼ 2.5 mm (using the lowest measured
yield strength) and 1.5 cm (assuming the highest measured yield strength). The radius of
bubbles bursting in the mud volcano craters is about 10 cm. Assuming that a critical bubble
conserves mass during ascent, the depth at which the critical bubble becomes mobilized can
be calculated. Assuming that Vsurf/V0 = P0/Psurf where the subscript 0 refers to the depth
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of mobilization, we obtain 4 · 106 Pa < P0 < 8 · 108 Pa, corresponding to depths between 200
m and 40 km if ρ = 2000 kg m−3, implying expansion from a source region below the deltaic
and lacustrine deposits (Mazzini et al., 2011). Because the mud source is believed to be in
the deltaic and lacustrine deposits, we interpret the large depth of mobilization as evidence
that bubble coalescence occurs during ascent.

In order to quantify the time scale associated with a mud volcano response due to mobi-
lization of bubbles, we must estimate bubble rise velocity. Mud is non-Newtonian and has a
yield strength, but we can place an upper bound on the true bubble rise velocity by approx-
imating mud as a Newtonian fluid. Bubble ascent velocity is limited not only by rheology
but also by the finite width of the conduits through which bubbles rise. Bubble ascent rate
through an unbounded Newtonian fluid is given by U = R2∆ρg/(3µ) in the creeping (Stokes)
flow regime. At Reynolds number (Re) > 0.1 it is necessary to adopt a parameterization
that accounts for inertia. We use the parameterization given by Clift et al. (1978, p. 206)
for terminal velocity of mm- to decimeter-sized bubbles in a Newtonian fluid:

2Re2 + 6Re [(2 + 3κ)/(1 + κ)]−Ar = 0 (4.2)

where κ = µgas/µliquid is a viscosity ratio, Ar = gρliquid∆ρR3/µ2 is an Archimedes number,
and R is bubble radius. We use the best-fit to our viscosity measurements (Figure 4.8), given
by Equation 4.1. We approximate strain rate as ε̇ = U/R, and assume that µgas = 1.5 · 10−5

Pa-s and ρliquid = 2000 kg m−3. We solved Equation 4.2 numerically for various choices of
R and both parameterizations of µ. Figure 4.10 shows that ascent velocities are vanishingly
small (10−5−10−8 m/s) for 1 cm bubbles but become large (0.1−1 m/s) for decimeter-sized
bubbles.

The time scale associated with the bubble mobilization response mechanism is strongly
dependent on the choice of bubble size and assumed depth of bubbles prior to the onset of
shaking, but in general can be constrained using the maximum radius of bubbles bursting
at the surface (0.1 m) and the thickness of the deltaic and lacustrine deposits (200 m). We
calculated bubble ascent times as a function of initial bubble size and initial bubble depth
using both viscosity parameterizations and using (1) constant bubble radius and (2) allowing
bubble radius to change with pressure (depth) according to V/V0 = P0/P . For a given initial
radius and depth, bubbles ascend most quickly when they expand and viscosity is low (Figure
4.10C) and most slowly when they do not expand and viscosity is high (Figure 4.10B). We use
these two bounding scenarios to test the plausibility of the bubble mobilization mechanism.
In Figure 4.10B-C, we have shaded in light grey the region corresponding to ascent times of
6 hours to 5 days, representing plausible response time scales and we have shaded dark grey
the region corresponding to plausible critical bubble sizes. The lack of overlap between light
and dark shaded regions indicates that the mobilization of critical bubbles cannot produce
an increase in gas flux over the observed response time scale.

If critical bubbles become mobilized and subsequently coalesce, they will ascend more
rapidly than the original critical bubbles. In Figure 4.10C, the dark line marked R0,S indi-
cates the initial radius of bubbles that expand to have a radius of 0.1 m at the surface. This
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curve passes through the light grey region of plausible response times, which indicates that
if coalescence happens quickly, the bubble mobilization mechanism may be viable. The rate
of coalescence of cm-sized buoyancy-driven bubbles in the Stokes flow regime was studied
by Manga and Stone (1995) by solving population dynamics equations and using a coales-
cence rate based on laboratory experiments. The rate of coalescence of cm-sized bubbles
can be greatly enhanced over that of spherical bubbles owing to their interaction-induced
deformation (Manga and Stone, 1994). The magnitude of deformation scales with the Bond
number B = ∆ρgR2/σ, a measure of the relative importance of buoyancy and surface tension
forces. Using a surface tension σ = 7 · 10−2 Pa·m−2 and the critical bubble radii previously
introduced, we compute 1.8 < B < 64. Bubbles smaller than about 4 cm rise at Re< 0.1,
so the Stokes flow assumption is valid for critical and near-critical bubbles. The charac-
teristic timescale for bubble interactions is given by tc = µ/ (∆ρgr0φ0) where r0 is initial
bubble radius and φ0 is initial bubble volume fraction. We adopt a range of viscosities of
106−107 Pa-s, characteristic of the effective viscosities of mud surrounding bubbles that are
slightly larger than critical. Assuming φ0 = 0.01 (a guess), we find 2 · 106 s < tc < 3 · 106 s
(11.5 days < tc < 35 days). The rate of coalescence scales linearly with B. However, the
mean bubble size does not increase significantly within the first tc. It thus appears unlikely
that coalescence of mobilized bubbles can act quickly enough to produce bubbles sufficiently
large to produce the observed response. Furthermore, the bubble coalescence model assumes
that the bubbles exist in an unbounded fluid medium. Conduit boundaries limit the inter-
actions between bubbles and hence will tend to retard bubble coalescence, so our estimate
of tc should be interpreted as a lower bound.

In the above calculations, we assumed that the mud in the subsurface, where bubbles
might be immobilized, has the same water content as the mud erupted at the surface. There
is no reason for this to be true, and the effective viscosity and yield strength of the mud at
depth might vary considerably depending on the water content. Coussot and Piau (1994)
measured the rheology of water-kaolinite mixtures with varying water content and found
order-of-magnitude increases in viscosity when solid fraction increased from 15.4% to 27%.
We measured a 6-fold increase in yield strength when solid mass fraction increased from
60% to 67%. A higher viscosity at depth resulting from lower water content would increase
the response time, reducing further the plausibility of the bubble mobilization response
mechanism.

The exceptionally slow ascent rate of critical-sized bubbles makes it unlikely that mo-
bilization of critical or near-critical bubbles is the triggering mechanism responsible for the
observed change in gas flux. Coseismic strength reduction could also increase the ascent
rate of larger-than-critical bubbles, but the ascent rate would only increase for a short time
during and after shaking. We did not observe any hysteresis in the mud samples when we
performed oscillatory strain runs in immediate succession. Each of the experimental runs
required about 20 minutes, which, if used as an upper bound on the time scale of strength re-
covery, cannot explain the observed increase in gas flux two days after the El Mayor-Cucapah
event.

Coseismic enhancement of fracture permeability by removal of blockage has been inferred
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in bedrock aquifers (e.g. Rojstaczer and Wolf , 1992; Rojstaczer et al., 1995; Wang et al.,
2004b; Brodsky et al., 2003) and laboratory experiments (Elkhoury et al., 2011; Liu and
Manga, 2009). The El Mayor-Cucapah event triggered slip on nearby faults including the
San Andreas and Superstition Hills faults as well as several faults in the Brawley Seismic
Zone (Treiman et al., 2010), and slip may increase fault zone permeability. If the increased
gas flux was facilitated by increased fracture permeability, the permeability increase could
have occurred in the SSGS reservoir, in the shallow lacustrine and deltaic deposits, or both.
The time scale associated with the observed response (less than two days), together with
permeability estimates and knowledge of local geology allows us to critically evaluate this
mechanism. In the subsequent analysis, we assume that gas bubbles and water comprise the
pore fluid in a porous aquifer, whereas when considering the bubble mobilization mechanism
we assumed that gas bubbles were a discontinuous phase in a mud continuum. This assump-
tion and the corresponding analysis are reasonable if the mud source is shallow (e.g. Svensen
et al., 2009) and the permeability enhancement occurs below the mud source depth.

Changes in permeability will result in a redistribution of pore pressure by fluid flow over
a characteristic time scale t ∼ d2/κ where d is a characteristic depth and κ is a vertically-
averaged gas diffusivity in the depth interval [0,d]. The strata in the cap rock unit are
essentially flat-lying, so vertical permeability will be dominated by the least permeable
stratigraphic layer, or by fracture permeability. Ongoing gas escape implies that there is
significant vertical permeability, which we attribute to fracture permeability. We place a
lower bound of 10−6 to 10−4 m/s on the hydraulic conductivity using measured hydraulic
conductivities in the shallow subsurface of the WLA site (Youd et al., 2004), consistent with
intrinsic permeabilities of the types of sediment present. These hydraulic conductivity values
are given for water only, but in fact the SSGS is a multiphase system with both liquid and gas
present. We assume that in this system, water comprises the continuous phase. In general,
the relative permeability of each phase in the system is a function of the volume fractions
of each phase, capillary number of the flow, viscosity ratio of the phases, and flow history
(Adler and Brenner , 1988). In order to quantify the response time scale, we make use of
the hydraulic diffusivity κ = K/SS where K is hydraulic conductivity and SS is the specific
storage. In multiphase systems, each of these parameters is phase-specific. The hydraulic
conductivity (K) and permeability (k) are related by K = kρg/µ. Noting that k represents
only properties of the porous medium and not the fluid occupying its pores, we estimate the
ratio of gas hydraulic conductivity to liquid hydraulic conductivity:

Kgas/Kliq ∼
(100 kg/m3)/(10−5 Pa-s)

(103 kg/m3)/(10−3 Pa-s)
= 10−1 (4.3)

Specific storage is defined as SS = ρfg (α + φfβ) where α is the matrix compressibility,
β is the fluid compressibility, and φ is porosity. Because gases are much more compressible
than liquids, we can neglect matrix compressibility and estimate the ratio of SS,gas/SS,liq as:

SS,gas/SS,liq ∼
(100 kg/m3) · (10−5 Pa−1)

(103 kg/m3) · (10−10 Pa−1)
= 102 (4.4)
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Figure 4.11: Diffusive time scale as a function of diffusion length scale and diffusivity. We
estimate the gas diffusivity in the upper 200 m of the Davis-Schrimpf site as 10−3 − 100

m2/s. The time scale is at most 104 hours.

Therefore, we expect the ratio of diffusivities in identical single phase gas and liquid
systems to be κgas/κliq ∼ (Kgas/Kliq) / (SS,gas/SS,liq) = 10−3. This ratio is an upper bound
on the diffusivity ratio that we would expect in a system where two phases are present and
gas is the dispersed phase, since the relative permeability of the gas phase will be smaller
than the permeability in a gas-only system.

If we adopt standard values of 100 − 103 m2/s for the hydraulic diffusivity of water in
unconsolidated sediments (Roeloffs , 1996), the corresponding gas diffusivities are 10−3− 100

m2/s. The time scale associated with the post-seismic gas response could be almost instan-
taneous or more than a year, assuming a length scale representative of the thickness of the
near-surface river and lacustrine deposits, 200 m (Figure 4.11). Because gas fluxes were
significantly higher on 4/6/2010 than prior to the earthquake, and had returned to within
one standard deviation of the pre-earthquake values by 5/12/2010, we disfavor response time
scales longer than a few days, hence favoring hydraulic diffusivities greater than 10−1 m2/s.
The return of gas flux to the pre-earthquake values could be a result of (1) recovery of per-
meability, or (2) depletion of the gas source region. Our data do not allow us to discriminate
between these mechanisms. Because of the large uncertainty in hydraulic diffusivity, we
cannot constrain the depth at which the response occurred.

Lastly, we note that the mobilization of bubbles from an hypothetical bubble source region
would deplete that region in bubbles, which might produce a period of lower-than-average
gas discharge, depicted in Figure 4.12, while the source region was recharged, an effect that
would allow us to discriminate between this mechanism and a permeability enhancement
mechanism.
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Figure 4.12: Two hypothetical gas hydrographs for the bubble mobilization mechanism
(dashed curve) and permeability enhancement (solid curve) response mechanisms. The bub-
ble mobilization mechanism may cause gas flux to fall below its pre-earthquake value due to
depletion of the gas source region.

4.7 Conclusions

The measured gas flux at the Davis-Schrimpf mud volcanoes was higher two days after the
April 4, 2010 El Mayor-Cucapah earthquake then either one month before or one month
after the event. We interpret the observed increase in gas flux as a triggered change in
activity. The triggered response is not unexpected based on magnitude-distance-triggering
relationships (Figure 4.9). We considered two seemingly viable triggering mechanisms: bub-
ble mobilization and permeability enhancement. Of these, the latter is more likely to be
responsible for the observed response because (1) the time scale associated with the ascent
of the small bubbles that would be mobilized by seismic shaking is too long and (2) the
time scale associated with the response due to permeability enhancement is consistent with
our observations. The rejection of the bubble mobilization mechanism is important because
the strain at the Davis-Shrimp mud volcanoes during the El Mayor-Cucapah earthquake
was large enough that this mechanism could conceivably have been important. We view the
ineffectiveness of the bubble mobilization mechanism in this case study, where mud rheology
and shear strain amplitude were favorable, as evidence for the rejection of this mechanism
in general. The gas discharge had recovered to within one standard deviation of the pre-
earthquake value by May 12, 2010, implying that permeability decreased or that the gas
reservoir was depleted during the period of high gas discharge. It would be possible to
discriminate between these mechanisms by measuring gas pressure at depth.

Future large earthquakes will provide further opportunities to study mud volcano and
hydrologic responses to earthquakes. There have been at least 13 large (MW > 6) earthquakes
in the Imperial and Mexicali Valleys since 1852 (Anderson and Bodin, 1987). Following the
next large earthquake, we will make more frequent gas flux measurements and also sample
gas with a high temporal frequency with the aim of constraining the source of excess gas or
location of increased permeability. We may be able to use the shape of the gas hydrograph
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(Figure 4.12) to further constrain the nature of the response mechanism. In this study, we
measured only localized gas emission, but there is almost certainly diffuse gas emission from
the SSGS and it would be most interesting to see whether it too responds to earthquakes.



CHAPTER 4. RESPONSE OF MUD VOLCANOES TO THE APRIL 4, 2010 EL
MAYOR-CUCAPAH EARTHQUAKE 61

Acknowledgments

We extend our profuse thanks to David K. Lynch for his generosity in introducing us to the
Davis-Schrimpf field site, assisting us with field work on March 13, 2010, and for stimulating
conversations about this work and other work being done in this fascinating and beautiful
part of California. Benjamin Andrews helped with field work on March 13, 2010. Tim
Teague performed the XRD analysis. CILAS Laser Particle Size, Inc. provided us with
the grain size measurements. Amanda Thomas assisted with the preparation of Figure 4.1.
We thank Marco Bonini and an anonymous review for comments that improved the quality
of the manuscript. This material is based upon work supported under a National Science
Foundation Graduate Research Fellowship. This work was further supported by the National
Science Foundation under Grant No. EAR-0909701.



62

Chapter 5

Frequency Dependence of Mud
Volcano Responses to Earthquakes



CHAPTER 5. FREQUENCY DEPENDENCE OF MUD VOLCANO RESPONSES TO
EARTHQUAKES 63

5.1 Abstract

Distant earthquakes can trigger the eruption of mud volcanoes. We document the response
of the Davis-Schrimpf mud volcanoes, California, to two earthquakes and non-response to
four additional events. We show that the Davis-Schrimpf mud volcanoes are more sensitive
to long period seismic waves than to shorter period waves of the same amplitude. Our obser-
vations are consistent with models for dislodging bubbles and particles by time varying flows
produced by seismic waves. Mobilizing trapped bubbles or particles increases permeability
or fluid mobility, increasing discharge.

5.2 Introduction

Changes in crustal stress generated by earthquakes affect geological and hydrological pro-
cesses at distances that exceed several times the length of the ruptured fault. Examples of
triggered phenomena include other earthquakes, the eruption of magmatic and mud volca-
noes, the eruption of geysers, changes in permeability of the crust, and increased discharge
at springs and in streams. A review of these phenomena and compilation of observations are
presented in Wang and Manga (2010).

The eruption of mud volcanoes in response to earthquakes has a long history of being
documented (e.g. Pliny , 79; Chigira and Tanaka, 1997; Manga and Brodsky , 2006; Mellors
et al., 2007; Bonini , 2009a; Rudolph and Manga, 2010). Figure 5.1 shows the relationship be-
tween earthquake magnitude and the distance of the triggered eruption from the earthquake.
There is a clear pattern in that larger earthquakes can trigger eruptions at greater distances.
Also shown in Figure 5.1 is an estimate of the energy dissipated by the seismic waves at
the eruption location (Wang , 2007). Eruptions appear to be triggered for energy densities
as small as 10−1 J/m3. To put this number in perspective, sediments prone to liquefaction
require energy densities > 30 J/m3 (Green and Mitchell , 2004) to liquefy by undrained con-
solidation, the mechanism thought to be responsible for liquefaction in the near-field (Wang ,
2007). Thus, the eruption of previously existing mud volcanoes is not likely to arise from
the processes that create the small mud and sediment eruptions produced by liquefaction of
shallow sediments by undrained consolidation. The mechanism or mechanisms responsible
for mud volcano responses remain uncertain. Possible explanations include an increase in
permeability or fluid mobility resulting from the mobilization of trapped colloidal particles
(e.g. Roberts and Abdel-Fattah, 2009) or bubbles (e.g. Beresnev , 2006) by the time-varying
flows produced by the passage of seismic waves.

Here we investigate whether the frequency of seismic waves, in addition to their am-
plitude, plays a role in triggering eruptions. Our interest in establishing the presence or
absence of a frequency-dependence is that it may be used to distinguish between triggering
mechanisms. With a better understanding of how earthquakes trigger eruptions, it should
be possible to more reliably assess whether any given eruption is the result of an earthquake.
A prominent application is the ongoing eruption of mud at the Lusi eruption in Indone-
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Figure 5.1: Occurrence of liquefaction and triggered eruption of mud volcanoes. Epicentral
distance is the distance between the observation and earthquake epicenter. Magnitude is
moment magnitude. Data tabulated in Wang and Manga (2010). The four open green
triangles indicate the four documented non-responses of the Davis-Schrimpf mud volcanoes.
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seismometer CI.RXH (green triangle), and the epicenters of earthquakes we consider (red
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sia (Davies et al., 2007) that has continued for > 5 years and caused billions of dollars of
economic losses (Richards , 2011). In this case, the eruption has been attributed to an earth-
quake (e.g. Mazzini et al., 2007, 2012), not an earthquake (e.g. Manga, 2007), or to drilling
operations at a gas exploration well (e.g. Davies et al., 2007, 2008).

5.3 Data

Since March 2010, we have been monitoring the eruption of mud and CO2 gas at subaerial
hydrothermal vents in the Imperial Valley, California, at a set of features locally known as the
Davis-Schrimpf mud volcanoes (Lynch and Hudnut , 2008). Figure 5.2 shows the location
of the Davis-Schrimpf seep field and the numbering scheme we use to identify each mud
volcano. Their tectonic context, geochemistry, and geomorphology are described by Lynch
and Hudnut (2008), Svensen et al. (2009) and Onderdonk et al. (2011), respectively. Rudolph
and Manga (2010) documented their response to the 4 April 2010 magnitude 7.2 El Mayor-
Cucapah earthquake and described the grain size distribution and rheology of the erupting
mud. Since then, we have continued to monitor responses to large regional and small local
earthquakes. Table 5.1 lists the earthquakes following which we collected measurements.

We made campaign measurements several times per year and as soon as possible (always
between 1 and 2 days) following local and regional earthquakes that may have produced
shaking strong enough to trigger a response based on the empirical energy dissipation curves
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Date Time (UTC) Magnitude Epicentral distance PGV (cm/s)
April 4, 2010 22:40:42 7.2 96.6 km 14.4
September 14, 2010 10:52:18 4.96 133 km 0.12
December 15, 2010 19:16:47 4.37 18.97 km 0.17
April 2, 2011 02:32:51 2.45 3.19 km 0.07
February 11, 2012 09:46:47 3.0 2.46 km 0.08
February 29, 2012 17:35:55 3.4 2.16 km 0.25

Table 5.1: Attributes of 6 earthquakes for which we document responses

in Figure 5.1 and strain records from the nearby Wildlife Liquefaction Array. During each
visit we measured gas discharge, mud temperature, and counted the number of fresh flows
on the flanks of the mounds of mud. We measured gas discharge using a funnel (diameter 22
cm) attached to a Cole-Parmer gas flowmeter with stated accuracy ±5% and repeatability
±0.5%. The gas discharge was manually read from the flowmeter gauge, with uncertainty
less than 10%. Temperature was measured using a thermistor inserted to depths of ∼ 10 cm.
Rudolph and Manga (2010) show pictures of the mud volcanoes and fresh flows, defined as
being active or having a moist surface appearance, indicating activity within a few days prior
to the field visit. The first two field visits occurred prior to any of the earthquakes; three
visits occurred prior to the start of construction at the nearby Hudson Ranch I geothermal
facility; all visits occurred prior to the plants commissioning on March 9, 2012 (Cichon,
2012).

In order to assess the ground motion, we used data recorded at station CI.RXH, main-
tained by the Southern California Seismic Network, sited 4.5 km ESE from the mud volca-
noes. The instrument is a CMG-3T broadband seismometer with response from 120 s to 50
Hz. Figure 5.2 shows the location of the instrument relative to the mud volcanoes and the
6 earthquakes for which we have gas discharge data. Because the broadband seismometer
at CI.RXH clipped during the El Mayor-Cucapah event, we integrated acceleration data
recorded at station NP.5062, which has a FBA-D instrument, to assess ground motion for
this event only.

5.4 Results

Figure 5.3 shows the measured gas flux and the number of fresh mud flows. We use vertical
lines to indicate the time of earthquakes. At some volcanoes there are multiple data points
as there are sometimes multiple vents. Responses to earthquakes are observed as increases
in gas discharge. The mean discharge measured after the El Mayor-Cucapah and December
15, 2010 earthquakes was more than one standard deviation greater than the mean discharge
computed from measurements collected on all other dates (Figure 5.3). There are no clear
changes after the other four earthquakes. Mud temperature did not change following any of
the earthquakes.
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Figure 5.3: Number of fresh mud flows observed (top) and gas discharge (bottom) measured
at mud volcanoes between March 2010 and March 2012. The legend associates symbols
with individual mud volcanoes (locations shown in Figure 5.2). On a given day, there may
be multiple data points at a given volcano if there are multiple active vents. Earthquakes
that triggered a response are indicated by vertical solid lines and those that did not are
indicated with vertical dashed lines. Dark circles indicate mean discharge on each date.
The solid and dashed horizontal green lines indicate the mean and standard deviation of all
data except those collected immediately following the April 4, 2010 and December 15, 2010
events. Vertical black dashed lines indicate start of construction and commissioning of the
nearby Hudson Ranch I geothermal plant. Note that measurements were collected on two
different dates prior to the 4 April, 2010 event.
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5.5 Discussion

Larger earthquakes produce longer period seismic waves and the duration of shaking is longer
as well. Thus the observation in Figure 5.1 that small earthquakes with large seismic energy
densities do not increase eruption rate implies that short period waves or short shaking
durations are less effective at influencing eruptions than long period waves. This is confirmed
by spectrograms (Figure 5.4) of velocity waveform data. The key feature of the spectrograms
in Figure 5.4 is that the two events to which the mud volcanoes responded have more power at
low frequency than the four events that produced no response. The duration and amplitude of
shaking during the September 14, 2010 event are greater than expected based on empiricisms
(Figure 5.4), highlighting the importance of event-specific information.

The earthquakes that produced responses differ from those that did not in that they
had greater power spectral density (PSD) at low frequencies (0-1.3 Hz). Figure 5.5a shows
that, in general, mean discharge increases with increasing (PSD) in the 0-1.3 Hz band. Low-
frequency PSD was greater for those earthquakes that produced a response than those that
did not by at least 3.5 dB/Hz, corresponding to a difference in amplitude at these frequencies
of 1.5 (Figure 5.5b). There is no correspondence between PSD at higher frequencies and mud
volcano response (Figure 5.5b). Figure 5.5c shows the duration of shaking at low frequency
with PSD greater than 10% of the maximum value. The duration of low frequency shaking
during the September 14, 2010 event, which did not produce a response, was 3 times greater
than the December 15, 2010 event that did produce a response. This argues for frequency,
rather than duration, as the more important factor in determining whether a response occurs.

Our conclusion that long period seismic waves have a greater influence on mud eruptions
is consistent with that reached in Manga et al. (2009) from an analysis of the reported
responses of the Niikappu mud volcanoes in Japan to earthquakes (Chigira and Tanaka,
1997). The present study adds quantitative measurements about the nature of the responses
and the triggering ground motions, which were not available at Niikappu.

Some other geological and hydrological responses to earthquakes also appear to be more
sensitive to long period waves: triggered earthquakes in a geothermal setting (Brodsky and
Prejean, 2005), non-volcanic tremor (Guilhem et al., 2010), and field observations of lique-
faction (e.g. Wong and Wang , 2007; Holzer and Youd , 2007). However, as concluded in a
recent review, the data supporting this conclusion are still extremely sparse (Manga et al.,
2012).

Our primary objective in monitoring the Davis-Schrimpf mud volcanoes is to obtain ob-
servations that might provide insight into the mechanisms that trigger or modify eruptions.
In this light we now assess which mechanisms are sensitive to the period of forcing. We
consider only mechanisms that arise from time varying stress as these were 6 orders of mag-
nitude larger than the static stress changes produced by the El Mayor-Cucapah earthquake
(Rudolph and Manga, 2010). We do not consider the possibility of subcritical crack growth
because the system is already erupting and we document increases in eruption rate, not new
eruptions. We also do not consider bubble pressurization as a mechanism because Ichihara
and Brodsky (2006) have shown that it is not effective, and further, this mechanism is not
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Figure 5.4: Spectrograms of East ground velocity for the 6 earthquakes listed in Table 5.1.
Color scale represents power spectral density (dB/Hz). Spectrograms were calculated using
a window length of 5.12 s, a Hamming mask, and window overlap of 384 samples.
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frequency-dependent (Brodsky and Prejean, 2005).
Dislodging particles and bubbles by fluid flow induced by time-varying stresses are mech-

anisms that depend on the frequency of deformation (e.g. Beresnev , 2006). The pressure
gradients created by inhomogenous poroelastic properties will be proportional to strain am-
plitude. The time available to mobilize particles or bubbles by the flow induced by these
pressure gradients will be proportional to the period of the seismic waves. Thus long pe-
riod waves with a given amplitude should be more effective at mobilizing trapped bubbles
and particles that may be limiting permeability and the otherwise free flow of fluids and
gas. Laboratory experiments confirm that oscillatory flows mobilize particles (e.g. Beckham
et al., 2012) and trapped droplets (e.g. Beresnev et al., 2011).

Our observations do not provide new insight into the Lusi eruption in Indonesia. They
are, however, consistent with previous compilations of observations that relate earthquake
magnitude and distance over which triggered eruptions occur (Mellors et al., 2007; Manga
et al., 2009; Bonini , 2009a). The magnitude-distance relationship shown in Figure 5.1 does
not support an earthquake-trigger for the Lusi eruption.

5.6 Conclusion

The Davis-Shrimpf mud volcanoes, like other mud eruptions, appear to be more sensitive
to long period waves than shorter period waves with similar amplitudes. Mobilization of
particles or bubbles by oscillatory flows induced by seismic waves is consistent with this
observation.
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6.1 Abstract

A mud eruption, nicknamed Lusi, began near Sidoarjo, East Java, in May 2006. It has
discharged ∼ 104 − 105 m3/day of mud ever since. In order to understand the nature of the
eruption and its potential longevity, we develop a model for the coupled evolution of the
mud source and ascent of mud through a conduit to the surface. The ascent of the mud is
driven by overpressure in the mud source and by the exsolution and expansion of dissolved
gases. We assume that erupted fluids originate in the mud source region. Mobilization of
the mud is caused by elastic stresses induced by mud evacuation from the subsurface. We
perform Monte Carlo simulations to explore model outcomes while perturbing the unknown
material properties of the mud and surrounding medium. Using our preferred model, we
calculate a 50% chance of the eruption lasting <41 years and a 33% chance that it lasts
>84 years. Eruptions often end with the formation of a caldera, but longer eruptions are
less likely to form a caldera. Model predictions can be refined with additional, but currently
unavailable constraints: more precise estimates of mud discharge, the yielding behavior of
the materials in the subsurface, total gas content in the mud source, and identification of
any erupted fluids that do not originate in the mud source.

6.2 Introduction

On 29th May, 2006 an eruption of mud and fluids occurred in Sidoarjo, Indonesia, creating a
mud eruption named Lusi (short for Lumpur Sidoarjo). Approximately 104− 105 m3/day of
mud has erupted ever since (Mazzini et al., 2007), displacing >60,000 people (Bayuni , 2009).
The large and active subsidence created by the eruption continues to damage transportation
and communication infrastructure.

The birth and evolution of the Lusi eruption are well documented (Istadi et al., 2009;
Mazzini et al., 2007) providing a special opportunity to study how and why large mud
eruptions occur (Davies et al., 2007). Because the eruption occurred next to a 3 km deep
gas exploration well, we also have unique insight into the subsurface lithology and properties
immediately prior to the eruption. Specifically, we can constrain the source of the mud,
origin of erupted fluids, and the driving mechanism of the eruption.

In this study, we develop a mechanical model for the Lusi eruption that couples mud
transport to the surface through a conduit with the evolution of the mud source at depth.
The model is analogous to those used for magmatic volcanoes in that there is a mud chamber
and a conduit, and dissolved gases play a key role in sustaining the eruption. It differs in
that the volume of mobilized mud (analogous to eruptible magma at a volcano) increases
over time, owing to progressive mobilization of mud in the source region. We begin by
summarizing some of the key observations that guide model development. Next, we describe
the model and governing equations. We end by predicting the longevity of the eruption and
outline how to test and improve the model.
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6.3 Observational Constraints

Microfossils imply a mud source in the upper Kalibeng formation, occurring at depths be-
tween 1220-1860 m, which consists of Pleistocene clay (Sawolo et al., 2009). The observed
clay mineralogy is most similar to mud from 1600-1800 m (Mazzini et al., 2007). Kerogen
compositions of erupted mud are also similar to those obtained from side-wall cores taken
at a depth of 1707 m (Sawolo et al., 2009). Drilling logs indicate that the Kalibeng for-
mation is under-compacted and over-pressured, with porosity of about 30% (Istadi et al.,
2009; Tanikawa et al., 2010). There is some controversy over the porosity of the Kalibeng
formation. Based on density logs from the well Banjar Panji-1 (BJP1) Davies et al. (2011)
estimate low porosities (10-13%), which would necessitate an external water source.

While there is no debate about the source of mud, there is considerable disagreement
about the source of fluid. The water content of the mud during the earliest stages of eruption
was 60-70% (Mazzini et al., 2007; Istadi et al., 2009). This is greater than the porosity of
the Kalibeng formation, ∼ 30%, implying an additional source of fluid. Davies et al. (2007)
suggest that water is sourced from a carbonate aquifer at depths of 3 km. Mazzini et al.
(2007) suggest that the primary source of water is diagenesis and dehydration within the
source region of the erupted mud. The lower concentrations of B, Li, and Cl, as well as
the δ18O enrichment of the water, can be explained by clay dehydration. Carbon isotope
measurements of hydrocarbons and methane in the erupted mud indicate the presence of both
biogenic methane, which could be produced in the source muds, and thermogenic methane,
which, along with heavier hydrocarbons and H2S, must have migrated from greater depths
(Mazzini et al., 2007). The migration could have preceded the eruption.

The reported water content of the erupting mud provides an additional constraint. While
the initial water content was high, 60-70% (Bayuaji et al., 2010), it gradually decreased to
30% over the first year (Mazzini et al., 2007). As this value is similar to the porosity of the
source layer, we assume there is no significant addition of fluids to the mud source during
the bulk of the eruption.

The temperature of the erupting mud is 70-100 ◦C (Sawolo et al., 2009). The geotherm
measured in the BJP1 (∼200 m from the site of the eruption) is 42◦C/km and the mean
annual air temperature is 27◦C (Bayuaji et al., 2010); temperatures of 100 ◦C are reached
at depths of 1700 m (Mazzini et al., 2007). The observed mud temperature does not require
the addition of significant amounts of fluid hotter than the temperature at the source depth
of the mud.

6.4 Model

We develop a model that is motivated and constrained by these observations. The fluids, mud
and gas for the bulk of the eruption are sourced from the Kalibeng formation. Additional
fluids may have played a key role in the initiation (Davies et al., 2007; Tingay et al., 2008)
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Figure 6.1: An illustration of model geometry and how it relates to subsurface lithology,
(left of conduit) and our calculated J2 (second deviatoric stress invariant), right of conduit.
Warmer colors indicate larger values of J2. Stratigraphy is adopted from (Mazzini et al.,
2007) and is based on logs of BJP1.

and during the early stages of the eruption, but will not influence subsequent dynamics,
evolution, and longevity.

Our model is conceptually similar to typical models for magmatic volcanoes in that the
system consists of a “chamber” coupled to a “conduit”. It differs, however, in the nature and
origin of the chamber component as well as the boundary condition imposed on the conduit
at the surface. For magmatic volcanoes and some mud volcano models (Zoporowski and
Miller , 2009), the chamber boundary is a material surface and the chamber volume changes
owing to influx or outflux during the eruption. In our model, an initially spherical chamber
consists of mobilized mud – mud with a rheology that allows it to flow and to erupt. This
chamber is surrounded laterally by mud of the same composition that has not yet become
mobilized. The lateral extent of the mud chamber is therefore defined by a rheological, rather
than a compositional, transition and evolves over time (Figure 6.1). Mud erupts through a
cylindrical conduit, driven by gas exsolution and expansion and by chamber overpressure.
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Mud Chamber

We model the mud chamber as a cylindrical cavity of thickness 600 m centered at a depth
of 1500 m. The edges of the cavity are rounded (Figure 6.1), and the radius of curvature
remains constant as the chamber expands. The details of the assumed chamber geometry
(e.g. radius of curvature of the edges) are less important than the aspect ratio, which exerts
the dominant control on the stress concentration near the lateral boundary of the chamber.
For the purposes of calculating stresses outside the chamber, we assume that the continuum
surrounding the chamber is a linear elastic solid over the time scale of the eruption. Stresses
are governed by

∇ · σ = 0, (6.1)

where σ is the Cauchy stress, related to strain (ε) through the constitutive equation

σij = λεkkδij + 2µεij. (6.2)

Here λ and µ are the Lamé constants. The model domain is subject to stress boundary
conditions at the chamber wall (∂S) and free surface (z = 0):

∆σn|∂S = ∆PC (6.3)

∆σn|z=0 = ∆σt|z=0 = 0. (6.4)

Here σn and σt are the normal and tangential stresses, respectively. ∆PC is equal to the
difference between the current pressure in the mud source layer PC(t) and the initial mud
chamber pressure, PC(0), and obeys the equation of state of the material in the chamber,
described later. We calculate elastic stresses and strains numerically, using the axisymmetric
program mode in FEAP, version 8.3 (Taylor, 2008). We assume a zero initial stress state,
neglecting any effects arising from tectonic stresses.

If we denote the undeformed volume of the cavity V0,C and the deformed volume of the
cavity VC , conservation of mass requires

ρ0V0,C +

∫ t

0

Ṁ(τ)dτ = VC(P )/vS(P ) (6.5)

where Ṁ is the time derivative of chamber mass, which is the opposite of the eruptive
mass discharge, and ρ0 is the in-situ density of the mud at the initial chamber pressure.
The equation of state relates specific volume vS (volume per unit mass) of the 3-phase
mixture inside the chamber to pressure P . We perform Newton-Raphson iteration to obtain
a chamber pressure that is consistent with the deformed volume of the cavity, the equation of
state of the material inside the chamber, and the mass of material remaining in the chamber.

We adopt a von Mises yield stress (and equivalently, strain) criterion for mobilizing
additional mud from the chamber’s surroundings. The von Mises stress is

σv =
√

3J2, (6.6)
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where J2 is the second deviatoric stress invariant. As mud erupts from the chamber, the
chamber deflates and its pressure decreases, producing stresses in the surrounding mud.
Once the von Mises stress in the unmobilized part of the mud layer exceeds a critical value
σy,chamber we assume that additional mud is mobilized and becomes part of the chamber.
We solve for the expanding chamber radius iteratively so that the von Mises stress at the
perimeter of the chamber is everywhere less than the yield stress. The von Mises stress
criterion has been used to model mud yielding in other studies (e.g. Mazzini et al., 2009)
and is the best higher-dimension analogue to the yielding criterion used to study mudflows
in one dimension (e.g. Marr et al., 2002).

Conduit

Mud rises through a conduit towards the surface. The driving force is provided by a com-
bination of mud chamber overpressure, and exsolution of dissolved gas and expansion of
vapor during decompression and ascent. We model conduit processes assuming steady one-
dimensional multiphase flow through a cylinder, subject to conservation of mass and mo-
mentum (e.g. Mastin, 2002; Dobran, 2001):

∂

∂z
(ρmixu) = 0 (6.7)

∂P

∂z
=

−ρmix

(

g + 8µu
ρmixr2

)

1− u2

c2

. (6.8)

In equations 6.7-6.8, u is the mixture velocity of mud plus gas, P is the pressure, g is gravity,
µ is mud viscosity, r is the conduit radius. We note that the term (8µu)/(ρmixr2) can be
interpreted as a friction factor, and any change to conduit geometry (e.g. opening of multiple
vents or widening/collapse of the main vent) would simply change the functional form of this
term. ρmix is the mixture density, given by:

ρmix =

(

n

ρg
+

1− n

ρl

)

−1

(6.9)

with n the mass fraction of gas, ρg and ρl the densities of gas and water plus particles
respectively.

c =

(

∂P

∂ρmix

)1/2

S

(6.10)

is the sound speed of the mixture, calculated numerically to ensure mass conservation.

Equations 6.7-6.8 are solved with a bisection and shooting method and 4th order Runge-
Kutta integration to satisfy two boundary conditions: a one-way coupling to the chamber
pressure evolution at the base of the conduit

P (z = −H) = PC (6.11)
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and an atmospheric pressure boundary condition at the surface

P (z = 0) = Patm (6.12)

We assume that gas bubbles are dynamically coupled to the flow until a critical porosity
(gas volume fraction) of 0.3 is reached (Blower , 2001; Saar et al., 2001), which we take as
a threshold above which all gas is lost. This limits the acceleration of mud in the conduit
and effectively ensures that velocities never approach the sound speed of the mixture. We
also assume that the water and mud particles are dynamically coupled. Tanikawa et al.
(2010) estimate permeabilities of 10−20 to 10−19 m2 in the Upper Kalibeng Formation. As-
suming a driving pressure gradient of 10 MPa/km (estimated from chamber overpressure
and conduit length scale), we compute the pore fluid velocity using Darcy’s equation as
v = −k/(µφ)∇P = 10−12 m/s, many orders of magnitude smaller than the bulk velocity of
the multiphase mixture.

The reservoir (chamber) enthalpy for a given initial temperature (T ) and pressure (P ) is
calculated using the XSteam (www.x-eng.com) implementation of the International Associ-
ation for the Properties of Water and Steam (IAPWS) IF-97 steam tables. We assume that
the ascending mixture experiences isenthalpic decompression during transport (e.g. Lu and
Kieffer , 2009), allowing us to calculate T (z) from conservation of enthalpy and the steam
tables. Once the P-T decompression path is known, we calculate the density and mass frac-
tion of liquid and gas phases, which are functions of T and P, using the CH4-H2O equation
of state developed by Duan et al. (1992a,b) and implemented in HCO-TERNARY (Nieva
and Barragán, 2003) and the online calculator at geotherm.ucsd.edu. It is through this cal-
culation that we account for changes in density due to gas exsolution and expansion, and we
emphasize that the gas solubility is accounted for through the CH4-H2O equation of state
and that the conversion of liquid water to vapor during ascent is limited by conservation of
enthalpy.

6.5 Model Parameters

Our model contains a number of geometric and material properties, some that are well-
constrained and others that are poorly constrained and treated as variables. The following
have enough uncertainty to be treated as variables: failure strength of mud adjacent to
the chamber (σy,chamber), failure strength of the near-surface material (σy,caldera), Young’s
modulus (E), and Poisson’s ratio (ν).

Constants

Mud viscosity µ and conduit radius r affect mud ascent through the grouping µ/r2. Manga
et al. (2009) measured mud viscosity of 105 Pa·s on sample JV07-05 (Mazzini et al., 2007)
of Lusi mud with 43 wt.% water. Water content has a large effect on viscosity. Rifai (2008)
measured viscosity of samples collected from Lusi and found an approximately 80% increase
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in viscosity when water content decreased from 62.5 wt.% to 59.0 wt.%. Rudolph and Manga
(2010) measured a fivefold increase in mud viscosity when water content decreased from 40
wt.% to 33 wt.%. The geometry of the conduit through which the mud rises cannot be
observed directly. The initial fissure, observed within the first few days, was hundreds of
meters long and tens of centimeters wide at the surface (Mazzini et al., 2007). Its burial
by erupted mud does not allow us to determine how the conduit subsequently evolved and
whether discharge became localized, as it does for magmatic fissure eruptions. In March
2007, 10 months after the eruption began, 40 cm diameter concrete balls were able to reach
depths of 1000 m (Mazzini et al., 2007). As these balls had no effect on the eruption rate,
their size provides a minimum estimate of conduit dimensions. For a given dissolved gas
concentration, we choose a combined conduit dimension and viscosity that reproduces the
observed 6 × 104 m3/day mean discharge (Tingay, pers. comm. 2010), emphasizing again
that viscosity and conduit radius enter the problem only through the grouping µ/r2.

The volume ratio of erupted gases is spatially and temporally variable. Mazzini et al.
(2007) measured gas composition at seeps near the crater and sampled steam clouds emanat-
ing from the crater. The seeps discharge 80-85% CH4 and 10-19% CO2. The gas samples from
the steam cloud are more variable, with CO2 comprising 28-74% and CH4 comprising 24-72%
of the gas among three samples. In general, the CO2-enriched samples are also enriched in
CX for X > 1. We interpret these measurements as indicating a methane-dominated gas
composition, following two lines of reasoning. First, CO2 (specific gravity 1.53) and CX,
X> 2 are denser than air while CH4 is lighter than air (specific gravity 0.56). The steam
samples were collected downwind of the crater, and some separation of gases by density may
have occurred during transport. Second, we expect that the local gas seep chemistry, which
is methane-rich, will be dominated by the composition of the erupting fluids. However, sub-
sequent measurements may indicate that the erupting gas composition is CO2-dominated
(Mazzini, pers. comm. 2011). In our model, the gas composition is unimportant. As long as
the discharge at initial chamber pressure fits the observational constraint, the relationship
between chamber pressure and discharge is independent of gas composition. We show this
graphically in Figure 6.2. The only discrepancy in cumulative mass removed (Figure 6.2)
for the model using CO2 and the model using CH4 arises from a small mismatch in flux, less
than 5%, the tolerance that we chose when calculating conduit velocities as a function of
chamber pressure.

Unknowns

The value of σy,chamber for the mud source is not known. Kopf et al. (2009) measured sediment
shear strength in situ in the field (at the Dashgil mud volcano, Azerbaijan) using a Cone
Penetration Test. They found strengths as low as 150 kPa in the conduit and 300-700 kPa
at other locations. We thus consider values of σy,chamber with a mean of 1 MPa for the
pre-mobilized mud, and a standard deviation of an order of magnitude in log-space. Once
the mud loses strength and enters the chamber or flows in the conduit, we treat it as a
viscous fluid. The value of σy,caldera is also unknown, and we assume that it is 10 times
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Figure 6.2: Temporal plots for one model realization showing chamber pressure, chamber
(mobilized region) radius, cumulative mass erupted, and maximum J2 on the chamber bound-
ary (top to bottom). The red dashed lines are from a model in which we used 0.5 mol %
CH4 while the blue curves are for a model with 1 mol % CO2. The two models are oth-
erwise identical. The most important feature of the model results, illustrated here, is that
once yielding begins (indicated by dashed vertical line), there is a drastic change in system
behavior. Chamber radius begins to increase, and chamber pressure is buffered by the incor-
poration of material with higher pore pressure than that of the material filling the chamber
prior to expansion. Like chamber pressure, mass flux is buffered and varies only by about
1% and J2 remains constant at the value of the yield strength (σy,chamber).
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Symbol Value (or Mean) Standard Deviation Description
log10(E (Pa)) 8 1 Young’s modulus

ν 0.15 0.1 Poisson’s ratio
log10(σy,chamber(Pa)) 6 1 Yield strength of mud

source layer
σy,caldera 10 σy,chamber N/A Yield strength of near-

surface material
µ 104 Pa s N/A Viscosity in conduit
r 1.4 m N/A Conduit radius

[CH4] 0.5 wt % N/A CH4 mole fraction
[CO2] 1 wt % N/A CO2 mole fraction

Table 6.1: Summary of the values for model parameters. The means and standard deviations
listed were used in our Monte Carlo simulations.

Prior PDF Shape Gaussian σ boxcar 2σ boxcar
33% Longevity (years) 21 27 14
50% Longevity (years) 40 50 25
75% Longevity (years) 84 >100 52

Table 6.2: Summary of model results for both choices of gas composition and different
assumptions about the distribution of model unknowns. Models with gaussian pdfs use the
means and standard deviations shown in Table 6.1. Models with σ-boxcar and 2σ-boxcar
distributions use mean values and standard deviations (σ) from Table 6.1 and assume a flat
pdf within σ or 2σ of the mean.

larger than σy,chamber. We experimented with values of σy,caldera/σy,chamber as large as 100
but found it to be unimportant. We explore a range of values for E (Young’s modulus) and
ν (Poisson’s ratio) for the surroundings centered about 108 Pa and 0.15, respectively, chosen
to be consistent with the geodetic modeling of Fukushima et al. (2009).

The mean values and range of parameters used in the Monte Carlo simulations are sum-
marized in Table 6.1. We considered three scenarios. In the first, our preferred model, we
give more weight to values of unknown parameters near our preferred mean value by using
gaussian distribution of random numbers. E and σy,chamber have values that are normally
distributed in log-space, i.e. log10 (σy,chamber (Pa)) = 6 ± 1. We also performed the same
suite of Monte Carlo simulations with probability density functions (pdfs) that are constant
in the range [mean− σ, mean+ σ] or [mean− 2σ, mean+ 2σ] and zero elsewhere. We refer
to these as σ-boxcar and 2σ-boxcar, respectively (Table 6.2).
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6.6 Criteria to Terminate Eruption

The factors that cause eruptions to end are, in general, poorly understood. We consider
two possible scenarios. First, the chamber pressure decreases (sometimes below lithostatic
pressure) until there is insufficient potential energy available to drive the eruption. Alterna-
tively, the eruption may end if the near-surface material fails, initiating caldera formation.
The latter condition does not require that the eruption has ended, just that it has entered
a regime in which our model is no longer applicable. Caldera formation occurs if continued
removal of material induces failure of the overlying layers, and becomes more likely as the
chamber grows and deviatoric stresses are concentrated between the surface and regions of
high curvature at the chamber walls. We evaluate J2 (second deviatoric stress invariant)
along a trajectory that begins at the tip of the mud chamber and progresses upward always
in the direction of greatest J2. We then evaluate J2 along this trajectory at half the chamber
depth. If the value at this point is greater than σy,caldera, we assume that a caldera forms.
This method produces a conservative criterion for caldera formation because J2 is greatest
at the free surface and decreases with increasing depth.

6.7 Results

To predict longevity, we performed Monte Carlo simulations in which we perturbed the
four unknown model parameters. We illustrate the evolution of chamber pressure, chamber
radius, total mass removed, and mass flux as a function of time during an individual Monte
Carlo realization in Figure 6.2. Of 2584 simulations, 1223 eruptions ended due to chamber
underpressure, 725 formed a caldera, 397 lasted longer than 100 years (the maximum time
allowed for computational purposes), and 239 produced unbounded chamber growth (which
is not geologically reasonable, as the mud source has finite lateral extent). In general terms,
eruptions that ended due to insufficient chamber pressure never incorporated additional mud
into the chamber because σy,chamber was large; those that produced unbounded growth had
the lowest σy,chamber. Caldera formation was favored by larger E and low σy,chamber. Our
mean E = 108 Pa (Fukushima et al., 2009) and σy,chamber lie close to the line that divides
model outcomes in E-σy,chamber space (Figure 6.3). Poisson’s ratio is unimportant.

Although short eruptions are the most frequent model outcome, the observation that
Lusi has been erupting for more than 4.5 years provides an additional constraint. If we
exclude all eruptions shorter than 4.5 years and give equal weight to all durations greater
than 4.5 years, we obtain the cumulative probability distribution shown in Figure 6.4. The
Gaussian model predicts that the eruption has a 33% chance of lasting <21 years, a 50%
chance of lasting less than 40 years, and a 67% chance of lasting <84 years. The σ-boxcar
and 2σ-boxcar model results are summarized in Table 6.2.
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6.8 Discussion

Eruptions driven by overpressure have approximately exponentially decaying discharge be-
cause the mass removal decreases overpressure (Woods and Huppert , 2003). In contrast, to
date the Lusi eruption has displayed a remarkably uniform discharge, varying only by less
than a factor of ten over the first few years. Eruption rates are difficult to determine accu-
rately and the Lusi eruption is no exception. In the first few months discharge was about
50,000 m3/day and increased to as much as 180,000 m3/day over the next year (Mazzini
et al., 2009). Satellite observations are most consistent with average eruption rates of 90,000
m3/day (Istadi et al., 2009). Our model produces approximately constant eruption rates for
a given conduit size because once the chamber begins expanding, the chamber pressure is
buffered by incorporating additional material. Changes in observed eruption rates could re-
flect evolution of the conduit geometry or opening of new conduits, phenomena not captured
by our model.

Mud volcanoes are known to form calderas (Kopf , 2008). Evans et al. (2008) describe
mud calderas, both on land and submarine, with diameters of 1-2 km. Figure 6.3 shows
that E and σy,chamber are the key variables controlling caldera formation. Figure 6.5 is a
histogram of eruption duration, also showing the breakdown between eruptions that end due
to chamber underpressure and eruptions culminating in the formation of a caldera. Eruptions
that last longer are more likely to end due to chamber underpressure and less likely to form
a caldera. Figure 6.6a is a histogram of caldera radii, which we assume to be equal to the
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chamber radius at the time of caldera formation. The calderas formed by our model most
frequently have radii less than 2 km, although larger calderas can form. Figure 6.6b is a
scatter plot of caldera radius as a function of time of formation. The positive-sloping trend
of this plot implies that longer-lasting eruptions tend to form larger calderas, as expected.

There are two other models for the future of the Lusi eruption. The first, by Istadi et al.
(2009) assumes an eruption rate and uses a GIS approach to account for subsidence and
ponding of mud on the surface. As it does not address the controls of eruption rate and
processes driving the mud to the surface we do not discuss it further. This model does,
however, address a feature of the eruption that we neglect, namely the emplacement and
redistribution of the mud after eruption.

Davies et al. (2011) develop a model that is more similar in approach to our own in
that they model the mechanics of the eruption process and mass transport. The model
differs significantly, however, in the inferred source of the fluids that mix with the mud, the
plumbing system for the fluids and mud, and the driving forces for the eruption. Davies
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et al. (2011) assume that water from a deep artesian carbonate aquifer flows upwards into
the 15 cm-diameter borehole created by drilling operations. At the depths of the mud source,
1.8-1.6 km, the water exits the conduit, mixes with mud in something analogous to our mud
chamber, and then erupts. The driving mechanism is overpressure in the carbonate aquifer,
and water from this aquifer entrains mud and carries it to the surface. Our model thus differs
conceptually in two important respects: the importance of the deep carbonate aquifer, and
the driving forces. We have argued that a source of extra fluid is not needed after the
initial phases of the eruption. Without this additional source of overpressure, our eruption
is sustained by exsolution and expansion of gases derived from the mud source region. We
note that the 50th percentile eruption duration predicted by Davies et al. (2011) is 26 years,
substantially less than we predict without invoking an external fluid source. We expect that
the addition of an external source of fluids (and overpressure) to our model would increase
the duration of our model eruptions.

6.9 Conclusions

In summary, we considered two possible scenarios under which the current eruption may end,
either through the eventual inability of dissolved gases to sustain the eruption, or the for-
mation of a caldera. We made some necessary simplifications in order to develop a tractable
model, most importantly the assumption of constant conduit geometry and uniform mate-
rial properties of the mud source and surroundings. There is also considerable uncertainty
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in mechanical properties such as viscosity, failure strength of the mud, initial gas content,
and origin of additional fluids. However, once we constrain the model to produce the ob-
served eruption rate, uncertainty in viscosity and gas content have little effect on longevity
predictions.

Validating our conceptual model is necessary for its predictions to be relevant and useful
for planning. It should be possible to demonstrate the existence and amount of additional
fluids (Davies et al., 2007, 2011) by sampling fluids from the mud source and deeper aquifers,
and comparing these with samples of the erupted mud. There is also some ambiguity in the
measurements of gas composition, and the collection of gas samples directly from Lusi’s crater
would better inform our model parameters. We have also neglected to include aspects of
regional tectonics that may influence the eruption, particularly if the mud source expands.
Perhaps most important is the role of stresses from the reactivated Watukosek fault that
passes through the eruption source (Mazzini et al., 2009). The spatial correlation of mud
volcano locations with the fault suggests that the fault influences at least the location of the
eruptions. Our treatment of mud rheology and mobilization is simplified, as mud failure and
flow are complicated. Finally, our treatment of the region surrounding the mud chamber as
elastic cannot account for surface cracks and motion on nearby faults, features that suggest
brittle failure or plastic deformation. Despite the uncertainties in material properties and the
model approximations, our modeling framework allows us to make probabilistic estimates of
longevity and to highlight how predictions can be improved in light of better observational
constraints.
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7.1 Introduction

The ongoing eruption of the Lusi mud volcano, East Java, Indonesia (Figure 7.1) offers the
unprecedented opportunity to study a large eruption from its beginning to its eventual end.
This eruption has devastated local communities, displacing more than 60,000 people and
causing >$4B in economic losses (Richards , 2011). Despite significant efforts to understand
the eruption and predict its longevity (Istadi et al., 2009; Davies et al., 2011; Rudolph et al.,
2011), the spatiotemporal evolution of the source feeding the eruption is not well understood.
Here we combine new observations of ground deformation and a model relating subsurface
dynamics to ground deformation to show that Lusi will stop erupting much sooner than
previously anticipated (Istadi et al., 2009; Davies et al., 2011; Rudolph et al., 2011), and
that the evolution of mud chamber geometry and pressure reflect progressive mobilization of
mud. Progressive mobilization has never been directly observed and is a process that may
play an important role during large mud volcano eruptions (Rudolph et al., 2011) as well
as caldera-forming supervolcano eruptions (Karlstrom et al., 2012). Previous assessments of
the hazard posed by Lusi relied upon estimates of discharge during the first three years of
the eruption (Mazzini et al., 2007; Tingay et al., 2008; Istadi et al., 2009), concluding that
the eruption will last 23-40 years (Istadi et al., 2009; Davies et al., 2011; Rudolph et al.,
2011). We find that the pressure driving the eruption is decreasing exponentially and that
discharge will decrease to 10% of the present rate in 6 years.

Like magmatic volcanoes, Lusi erupts a three-phase mixture of solid particles, liquid, and
gas. The three phases may all come from the location or multiple reservoirs may be involved
in the eruption (Davies et al., 2011; Rudolph et al., 2011). Microfossils, temperature, mud
composition, and kerogen compositions (Mazzini et al., 2007; Sawolo et al., 2009) indicate
that the erupting mud comes from the Upper Kalibeng formation, between 1200 and 1800
m depth (Figure 7.2).

7.2 Methods

We measured ground deformation near Lusi using interferometric processing (Berardino
et al., 2002) of 46 L-band radar images acquired by the ALOS satellite between October
8, 2006 and April 21, 2011. We list the dates of acquisition in Table 7.1 and details of
the processing procedure in Section 7.5. The cumulative displacements during the period of
study are shown as contours in Figure 7.1 and intermediate displacements in Figure 7.3.

We calculated radial profiles of vertical displacement from the observations by averaging
azimuthally between 1750 and 4000 m from the main vent location (Figure 7.1) with azimuths
between 67.5◦ and 202.5◦ measured clockwise from North. Other azimuths are affected by gas
extraction from a nearby well. Displacements at distances closer than 1750 m are complicated
by disruption of the land surface and mud flow emplacement.
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Figure 7.1: Contour plot of cumulative vertical displacement showing subsidence due to Lusi
and a nearby well between October, 2006 and April, 2011. The inset shows Lusi’s location
in East Java.

7.3 Discussion

We attribute surface displacements to pressure changes in a disc-shaped mud chamber. Be-
cause the source of mud is unambiguous, we assume that the chamber is located between
1200 and 1800 m depth (geometry illustrated in Figure 7.2). The model is purely kine-
matic and makes no assumptions about the time evolution of any aspect of the eruption;
the radius of the chamber and the pressure change are the only free parameters. At each
of the 45 timesteps, we minimized the misfit between observed and modeled displacements
to determine the best-fit chamber radius and pressure (Figure 7.5). We plot the misfit in
Figure 7.4.

The best-fitting model has three phases (indicated in Figure 7.5). First, the chamber
radius remained close to 0.7 km while pressure decreased. Second, chamber radius increased
between March and June 2007 to 1.3 km. During the second phase, chamber pressure
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Figure 7.3: Cumulative vertical ground displacement since October 8, 2006.
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Year Month Day Path Frame Year Month Day Path Frame
2006 10 8 92 3770 2009 2 11 91 3770
2007 1 8 92 3770 2009 2 28 92 3770
2007 3 24 91 3770 2009 5 14 91 3770
2007 4 10 92 3770 2009 5 31 92 3770
2007 5 9 91 3770 2009 8 14 91 3770
2007 5 26 92 3770 2009 10 16 92 3770
2007 6 24 91 3770 2009 11 14 91 3770
2007 8 9 91 3770 2009 12 1 92 3770
2007 8 26 92 3770 2009 12 30 91 3770
2007 9 14 91 3770 2010 2 14 91 3770
2007 10 11 92 3770 2010 4 1 91 3770
2007 11 9 91 3770 2010 4 18 92 3770
2007 12 25 91 3770 2010 5 17 91 3770
2008 1 11 92 3770 2010 6 3 92 3770
2008 2 9 91 3770 2010 7 19 92 3770
2008 2 26 92 3770 2010 10 19 92 3770
2008 3 26 91 3770 2010 11 17 91 3770
2008 5 28 92 3770 2010 12 4 92 3770
2008 8 28 92 3770 2011 1 19 92 3770
2008 10 13 92 3770 2011 2 17 91 3770
2008 11 11 91 3770 2011 3 6 92 3770
2008 11 28 92 3770 2011 4 4 91 3770
2009 1 13 92 3770 2011 4 21 92 3770

Table 7.1: Acquisition dates, paths, and frames corresponding to the ALOS PALSAR data
used in our study.

increased. Third, after reaching a radius of 1.3 km in June 2007, the mud chamber stopped
expanding and pressure decreased exponentially with an e-folding time scale of 2.8 years.

We interpret the three phases of Lusi’s eruption in the context of a conceptual model for
mud volcanoes (Rudolph et al., 2011) in which mud is drawn from a chamber whose lateral
boundaries are defined by a yield surface (Figure 7.2) separating mobilized from unmobilized
mud. When material is removed from the mud chamber, its surroundings deform elastically
and stresses are produced in unmobilized mud adjacent to the chamber. When these stresses
become sufficient to overcome the unmobilized muds yield stress, mobilization occurs and
the yield surface expands outwards as new material is incorporated into the mud chamber.
There is direct observational evidence for such a transition occurring at depth after Lusi
began erupting. Prior to the eruption, the well Banjarpanji-1 was installed without casing in
the Upper Kalibeng, indicating that the material had sufficient strength to prevent collapse
(Tingay et al., 2008). After the initiation of the eruption, relief wells were unable to penetrate
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the Upper Kalibeng due to sidewall collapse (Sutrisna, 2009), indicating that a rheological
transition had taken place.

During the first phase of the eruption, between October 2006 and March 2007, pressure
decreased, as is expected when material is removed from a chamber with fixed spatial bound-
aries (Woods and Huppert , 2003; Zoporowski and Miller , 2009). The mud chamber did not
expand during this phase because stresses produced in the surrounding unmobilized mud
were insufficient to overcome the materials yield stress.

The second phase of the eruption began when the yield stress of mud surrounding the
chamber was exceeded. The mud chamber expanded spatially as mud was progressively mo-
bilized and incorporated into the chamber. Chamber pressure increased during this phase,
the expected behavior when material with pore pressure in excess of the chamber pressure be-
comes mobilized. Pore pressure in the unmobilized mud adjacent to the chamber is expected
to remain very close to its pre-eruptive value owing to very small hydraulic conductivity
(Tanikawa et al., 2010).

The third phase of the eruption is characterized by stable chamber geometry and ex-
ponentially decreasing pressure. The maximum radius probably reflects structural control
(Roberts et al., 2011). Seismic reflection profiles (Sawolo et al., 2009) reveal several faults
that offset the Upper Kalibeng formation within 2 km of Lusi that could serve as physical
barriers to expansion.

The evolution of radius and pressure bear striking resemblance to models of crystal-rich
silicic magma chambers in which magma is progressively mobilized during the course of an
eruption (Karlstrom et al., 2012). Like mud, sufficiently crystal-rich magmas have a yield
stress. The withdrawal of magma from a rheologically-locked magma chamber results in the
same progressive mobilization and pressure-buffering that we infer to have occurred in Lusi
(Rudolph et al., 2011). Because this process is only likely to be important in the largest
explosive volcanic eruptions in the geologic record, Lusi provides a unique opportunity to
study progressive mobilization in an analogous mud volcano system.

7.4 Implications for Longevity

Discharge from Lusi was initially 105 m3/day in 2006 (Mazzini et al., 2007) and has sub-
sequently decreased to 104 m3/day (Mazzini et al., 2012). Since reaching a steady radius,
chamber pressure has been decreasing exponentially, implying a 10-fold decrease in discharge
to < 103 m3/day by 2018+7

−2 years, assuming that mud viscosity, gas content, and conduit
geometry remain unchanged. The exponential pressure decay inferred from our model is
corroborated by principle component analysis of the deformation data. The first principal
component, whose spatial pattern is shown in Figure 7.6, accounts for 90% of the variance
in the deformation time series. The temporal coefficient for this spatial pattern is well ap-
proximated by an exponential function with an e-folding time scale of 2.95+1.0

−0.6 years (Figure
7.6), in good agreement with the exponential fit to the pressure time series recovered from
our kinematic model.
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Figure 7.6: Results of principle component analysis of ground deformation data. (left)
Spatial pattern associated with first principal component. (right) Temporal weighting coef-
ficient (black) and a best fit exponential curve (red). Both positive and negative values are
expected because the deformation described by PCA is measured relative to the temporal
mean displacement. The first principle component accounts for 90% of the variance in the
dataset.

The anticipated longevity based on geodesy presented here is much shorter than the pre-
diction made in Chapter 7, based on a probabilistic model for Lusi. The ground deformation
time series presented here constitutes an important observational constraint that was not
available when the study presented in Chapter 7 was carried out. Hence, while we do find
compelling evidence favoring the conceptual model presented in Chapter 7, the longevity pre-
diction based on the probabilistic model is likely less reliable than the prediction presented
here. The new geodetic observations allow us to rule out some proposed scenarios and imply
a much shorter-lived eruption than previously anticipated (Istadi et al., 2009; Davies et al.,
2011; Rudolph et al., 2011).

7.5 Supplementary Methods

To generate a time series of the surface deformation field for over Lusi, we employ a multiple-
master SAR interferometry approach following earlier works (Berardino et al., 2002). Given
21 and 25 SAR scenes acquired during 2007-2011 in descending orbit mode (Azimuth = 188◦

and Incidence angle = 34.3◦) of ALOS PALSAR satellite, we generated 400 interferograms.
The geometrical phase is estimated and subtracted using satellite precise ephemeris data
and a reference SRTM digital elevation model of 90 m resolution (Franceschetti , 1999). To
obtain an unambiguous phase observation from modulo 2π phase change measured in each
interferogram, we use a 2D phase unwrapping operator (Chen and Zebker , 2001) and apply
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it to high quality pixels in the image (Costantini and Rosen, 1999). The algorithm for
identifying high quality pixels is based on maps of coherence (Costantini and Rosen, 1999).
Then, each data set is inverted using a linear unbiased estimation approach (Bjerhammar ,
1973) to generate the time series of the displacement field. By applying a temporal high pass
and spatial low pass filter we reduce the effect of atmospheric delay on the displacement time
series (Ferretti et al., 2001).

Our finite element model for ground deformation is axisymmetric and assumes homoge-
nous and isotropic linear elastic behavior. We used elastic moduli E = 1010 Pa and ν = 0.25.
Our model has a free surface and the mud chamber boundary has no shear traction and a
normal traction equal to the chamber pressure. We performed the numerical calculations
using FEAP (Taylor , 2011).

The residuals shown in Figure 7.4 are measures of the misfit between observed (o) and
modeled (m) displacements. The modeled and observed displacements are represented as
vectors whose entries are displacements at discrete points ri between radii r = rmin and
r = rmax. We define the discrete displacement residual as the 2-norm of the misfit weighted
by an area element dAi

dAi = π(r2i+1/2 − r2i−1/2) (7.1)

residual =

√

∑

i
[(oi −mi)dAi]

2

√

∑

i
dA2

i

(7.2)

We also define a normalized residual representing the misfit normalized by the observed
displacements:

normalized residual =

√

∑

i
[(oi −mi)dAi]

2

√
∑

i
(oidAi)2

(7.3)
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8.1 Abstract

In order to probe the subsurface dynamics and plumbing of geysers, we measured ground
deformation at Old Faithful Geyser of Calistoga, CA. We present a physical model in which
recharge during the period preceding an eruption is driven by pressure differences relative to
the aquifer supplying the geyser. The model predicts that pressure and ground deformation
are characterized by an exponential function of time, consistent with our observations. The
geyser’s conduit is connected to a reservoir at a depth of at least 42 m, and pressure changes
in the reservoir can produce the observed ground deformations through either a poroelastic
or elastic mechanical model.

8.2 Introduction

Geysers are features that episodically discharge water and steam. There are only about 103

such features on Earth, numbering far fewer than fumaroles and hot springs, features that
continuously discharge steam and water, respectively. Geysers have attracted interest from
geophysicists because of the improbability of circumstances necessary to achieve episodic
discharge (Ingebritsen and Rojstaczer , 1996), their extreme sensitivity to the passage of
seismic waves (e.g. Husen et al., 2004; Silver and Valette-Silver , 1992), climatic forcing
(Hurwitz et al., 2008), and strains induced by solid earth tides (Rinehart , 1972) and for their
potential as analogs to volcanic systems (Kieffer , 1984; Kedar et al., 1996).

Despite significant interest, important aspects of the geyser process remain poorly un-
derstood. Eruptions involve decompression boiling of water initially close to the hydrostatic
boiling curve, but opinions differ as to whether eruptions are triggered by a near-surface
processes or by processes occurring deeper in the geyser system (Steinberg and Merzhanov ,
1981; Dowden et al., 1991). After erupting, a geyser’s plumbing system fills with water
which could come from a single source (Ingebritsen and Rojstaczer , 1993, 1996) or multiple
reservoirs of hot and cold fluid (Steinberg and Merzhanov , 1981). The spatial and temporal
evolution of pressure at depth during an eruption cycle depends on the processes that con-
trol recharge as well as the geometry and transport properties of the geyser’s deep plumbing
system. In turn, pressure changes at depth may produce observable ground deformations.

We present the results of a field campaign at Old Faithful Geyser of Calistoga, CA (Figure
8.1), subsequently referred to as Calistoga Geyser. During the field campaign, we measured
ground deformation with a borehole tiltmeter. We present a physical model to interpret the
observed ground deformation during the period preceding an eruption. Our model predicts
that recharge and hence the interval between eruptions is controlled by hydraulic transmis-
sivity in a zone around the base of the geyser conduit and that eruptions initiate from a
shallow (near-vent) process. The insights gained from our model may be applicable to some
natural geysers and highlight the potential gains in understanding that we can expect from
future multi-instrument field studies of natural geysers.
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Figure 8.1: (left) Aerial photo (USGS 6-inch orthophoto) showing geyser and instrument
locations. (right) Picture of Calistoga Geyser erupting, looking to the SE.

8.3 Field Observations

Calistoga Geyser is an abandoned well, drilled in the late 1800s to an unknown depth, which
at the time of our study erupted with a period of 4.6 minutes. Calistoga Geyser has been
monitored previously, and its interval between eruptions is sometimes bimodal and appears
to be affected by seasonality and by distant earthquakes (Silver and Valette-Silver , 1992).
We carried out a multi-instrument geophysical study of Calistoga Geyser on May 6, 2010.

We measured ground deformation using a Pinnacle 5000 series borehole tiltmeter (1 nR
resolution and 10 degree range) installed at a distance of 16.8 m from the geyser’s vent
(Figure 8.1). Figure 8.2 shows the radial tilt time series (filtered to remove diurnal and
longer-preiod signals), as well as the stacked (Figure 8.2B) radial tilt record with standard
deviations. Stacking was performed by identifying local minima in a smoothed tilt timeseries.
The stack contains tilt records from 22 eruptions recorded between 19:14 and 22:13 (UTC)
on May 6, 2010. The borehole tiltmeter was sampled once every 5 seconds.

We captured water flowing through a weir (the only outlet from the geyser’s pool) and
weighed the water using a portable scale during one eruption cycle to provide estimates of
discharge. The discharge measured using this technique was nearly constant at 0.68 ± .04
l/s. Discharge was also estimated using Manning’s equation, V = R2/3S1/2/n where V is
mean velocity in m/s, R is the hydraulic radius, and S is the channel slope, with n = 0.02,
yielding discharge of 0.75 l/s. Based on the discharge estimates, the volume erupted is
1.9− 2.1× 10−1m3.
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Figure 8.2: (A) Borehole tilt time series (black) and normalized single pixel infrared intensity
(blue) for several eruptions beginning at 19:14:45 (UTC) on May 6, 2010. (B) Stacked
borehole tilt record (black) and standard deviation (dashed red). Blue curve is stacked
infrared intensity. (C) Same as (B) but showing model fit (red) to tilt data (black).
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Eruption timing was measured using an (IR) sensor manufactured by ElectroOptical
Systems connected to a simple Keplerian telescope (aperture 25.4 mm, f-ratio 1). The IR
sensor operates at wavelengths of 7-18µ, with temporal sensitivity between DC and 10 Hz.
The sensor’s field of view (area 1.8 m2) was positioned just above the geyser outlet. The IR
sensor was sampled once every 5 seconds.

We filmed vent activity using an array of digital video cameras with 1080p resolution
at 60 frames per second (fps) and with a FLIR A320 thermal imaging camera (320x240
pixels, 30 fps). Video recordings of vent activity were used for Particle Image Velocimetry
(PIV) using the OpenPIV (www.openpiv.net) software package. The maximum exit velocity
measured using PIV was 10-20 m/s, consistent with the sound speed in water-steam mixtures
at 1 bar with 0.1-1% steam by mass (Kieffer , 1977), with corresponding specific enthalpy
in the range 420-440 kJ/kg (Wagner et al., 2000). The infrared video indicated that boiling
temperatures are reached at the geyser vent during the initial, liquid-dominated, phase of
the eruption.

8.4 Physical Model

We develop a physical model of the geyser motivated by the observational constraints, specif-
ically 1) regular eruption interval, tilt pattern, and discharge and 2) decreasing rate of tilt
leading up to eruption (Figure 8.2). We seek constraints on the size and location of the
region in which pressure changes during an eruption cycle. Because we measured ground
deformation at a single point, we assume homogenous, isotropic, and axisymmetric material
properties and geometry.

We model the geyser conduit as a cylinder of radius r and length d (Figure 8.3A). We
assume based on distant observations and photographs that the internal diameter of the
conduit r is between 5 cm and 7.6 cm, though it may be somewhat narrower at depth
owing to scale deposits. We assume that the conduit is connected at its base to a water-
saturated porous medium. We use a pore pressure diffusion length scale R =

√
DT to define

a “reservoir” (Figure 8.3) where D is a hydraulic diffusivity and T is the interval between
eruptions. The reservoir is the region in which pore pressure changes significantly during an
eruption cycle. We assume that far from the geyser conduit, pore pressure P∞ is uniform.
Water flows into the reservoir at a rate given by:

Q(t) =
2πkδ

µ
[P∞ − P (t)] (8.1)

where k is an effective permeability, µ is fluid viscosity (assumed constant), δ is reservoir
thickness, and P∞ and P (t) are far-field and reservoir pressures, respectively. We assume
a single fluid phase in the reservoir and surroundings. We note that the far-field pressure
is not known and may, in general, be in excess of hydrostatic. Equation 8.1 can be viewed
as a zero-dimensional version of the groundwater flow equation. We have adopted a zero-
dimensional model because we do not know how pressure changes as a function of space
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Figure 8.3: (A) Our conceptual model of Calistoga Geyser has three components: conduit,
reservoir, and surroundings. The conduit fills during the interval between eruptions and the
water at the base of the conduit is at the same pressure as the water in the reservoir. The
far-field source of water constant pressure and temperature. The surroundings are treated
as a linear elastic medium that deforms in response to pressure changes in the reservoir. (B)
The reservoir is modeled as either part of a linear poroelastic medium (left) or as a cavity
in an elastic medium (right).
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and time during an eruption, a prerequisite to impose an initial condition when modeling
the recharge phase. The pressure in the reservoir is assumed to be uniform and hydrostatic
(P (t) = ρgh(t)), where h is the conduit fill level (Figure 8.3A). The recharge rate into the
reservoir Q is related to pressure P according to

dP/dt = ρgQ/(πr2), (8.2)

where r is the conduit radius. We combine Equations 8.1-8.2 to obtain the temporal evolution
of reservoir pressure

P (t) = (P0 − P∞) exp

(

−
2kρgδ

µr2
t

)

+ P∞ (8.3)

where P0 is the pressure in the reservoir at time t = 0. The form of Equation 8.3 is a common
feature of geyser models in which recharge is driven by pressure differences (Steinberg and
Merzhanov , 1981; Kedar et al., 1998)

We model surface displacements resulting from pressure changes at depth using two
models, chosen to be analogous to different conceptual models for geysers in which the
reservoir is assumed to be either a cavity (e.g. Steinberg and Merzhanov , 1981) or a porous
medium (e.g. Ingebritsen and Rojstaczer , 1993), as illustrated in Figure 8.3B. The first model
considers the possibility that the reservoir and its surroundings behave as an homogenous
isotropic linear poroelastic material. Pressure changes in the reservoir (Figure 8.3A) produce
volumetric strains and deform the surroundings elastically. In the second model, we assume
that there is a cavity at depth, conceptually similar to a magma chamber, and pressure
changes within the cavity cause the elastic surroundings to deform.

The constitutive equation for the poroelastic model is

σij = 2Gεij +
2Gν

1− 2ν
εijδij − αpδij (8.4)

where G (measured in Pa) and ν (dimensionless) are the shear modulus and Poisson’s ratio
and α is the Biot coefficient. We solve the momentum equation ∇ · σ = 0 using an im-
plementation of the finite element formulation described in Zienkiewicz and Taylor (2005,
chapter 6). We used bilinear rectangular elements for both displacement and pressure on
a non-uniformly spaced grid. We assume for the sake of simplicity that α = 1.0, which is
equivalent to assuming that the solid phase is incompressible (Wang , 2000). The domain
has a free surface and we compute tilt (ψ) directly from the displacement field. We evaluate
the computed tilt at the location x of the borehole tiltmeter and compare with the observed
radial tilt. We note that in our model, tilt is linearly proportional to pressure change:

ψ(t) = kψ(ν,α, R, d, δ, x)
P (t)

G
(8.5)

where kψ is a coefficient relating changes in pressure to changes in tilt and R, d, δ are the
effective reservoir radius, depth, and thickness. Values for the parameters are listed in



CHAPTER 8. MECHANICS OF CALISTOGA GEYSER FROM GROUND
DEFORMATION 108

Table 8.1. Laboratory values of the shear modulus G for sedimentary and volcanic rocks
are typically in the range 0.4 − 4 × 1010 Pa and Poisson’s ration ν is typically 0.2 − 0.25
(Turcotte and Schubert , 2002). The effective value of the in-situ shear modulus may be at
least an order of magnitude lower than the laboratory values (Davis , 1986). The modeled
tilt is inversely proportional to the shear modulus G.

Parameter Description Value or Range Considered
r Radius of geyser conduit 2.5-3.84 cm
d Depth to reservoir 40-100 m
δ Thickness of reservoir 0.5-10 m
R Radius of reservoir 1-50 m
ρ Fluid density 1000 kg/m3

G Shear modulus 4× 109 Pa
α Biot coefficient 1.0
ν Poisson’s ratio 0.25

Table 8.1: Summary of parameters entering the mathematical model

For the elastic model, we computed displacements using the axisymmetric program mode
of FEAP v8.3 (Taylor , 2011). As for the poroelastic model, both displacement and tilt are
linearly proportional to pressure change. The tilt-pressure coefficient kψ for the elastic case
depends on the same variables as for the poroelastic case except for the absence of the Biot
coefficient α.

Equation 8.3 predicts that tilt during the recharge phase is described by an exponential
function of time. We fit an exponential curve to the stacked borehole radial tilt record (90-
195 s in Figure 8.2). The length of the temporal window used for curve fitting was chosen
by maximizing the coefficient of determination R2 while varying the starting point of the
window between 0 s (the time of minimum tilt) and 195 s (the time of eruption onset inferred
from the IR sensor). The exponential fit of the form ψ(t) = kψ [(P0 − P∞) exp(−K1t) + P∞]
allows us to directly constrain only the exponential decay constant K1 = 2kρgδ/(µr2) (best-
fit value 2.95± 0.2× 10−2 s−1).

8.5 Discussion

We can place some bounds on the range of permissible values of kψ and consequently on
the range of the parameters R, d and δ that describe reservoir geometry. The removal of
the volume erupted in a cycle (0.19 m3) would lower the water level in the conduit by 42-97
m for the range of conduit radii considered. The corresponding pressure changes during an
eruption cycle are 4.1×105-9.5×105 Pa. The range of tilt during an eruption cycle is 2.0 µrad,
so the tilt coefficient kψ should have a value between 2.1 × 10−12 and 4.9 × 10−12 rad/Pa.
We show isosurfaces for these values of the tilt pressure coefficient for both the poroelastic
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Figure 8.4: Isosurfaces of tilt coefficient kψ (Equation 8.5) calculated using (a) poroelastic
and (b) elastic deformation source models (Section 8.4). Blue surface corresponds to kψ =
2.1·10−12 rad/Pa and red surface to kψ = 1.4×10−11 rad/Pa. kψ depends on tiltmeter position
in addition to the quantities on the three axes shown, hence no axes can be eliminated
through non-dimensionalization. The isosurfaces shown depend on E, ν, and α, with values
given in Table 8.1

model and the elastic model in R, d, δ space in Figure 8.4. For any point lying between the
blue and red isosurfaces in Figure 8.4, there exists a choice of the permeability k that will
produce the observed tilt amplitude and exponential timescale. In other conceptual models
of natural geysers, the component analogous to our reservoir is either a cavity (Steinberg
and Merzhanov , 1981) or a porous medium (Ingebritsen and Rojstaczer , 1993). Because
we can explain the observed tilt signal using either type of reservoir, we cannot distinguish
between these two possibilities, but future studies using additional tiltmeters may allow us
to distinguish between these two end-member options.

Despite the significant ambiguity in source location and transport properties, our model
satisfies all of the available observational constraints. The surface deformations support a
conceptual model for Calistoga geyser in which a vertical pipe is fed by recharge from a single
hot liquid water reservoir at a rate that depends on the fill level in the pipe and the far-field
pressure P∞. Seasonal variations in groundwater recharge may lead to changes in P∞, and
hence affect the interval between eruptions (Silver and Valette-Silver , 1992). In the model
of the geyser process proposed by Steinberg and Merzhanov (1981), water is drawn from the
hot source at a constant rate irrespective of the geyser’s chamber pressure whereas water is
drawn from the cold reservoir at a rate proportional to the pressure difference between the
cold water reservoir and the geyser chamber. If water flowed into Calistoga Geyser’s reservoir
and conduit at a constant rate irrespective of fill level h, we would expect h, P , and ψ to
vary linearly in time during the recharge phase. We see no evidence for such behavior. Based
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on the observed exit velocity and temperature, the fluid entering the base of the conduit has
a specific enthalpy in excess of the boiling-curve enthalpy at atmospheric pressure. Hence,
as the plumbing system is filled, the fluid in the upper portion of the conduit remains near
the boiling curve and the removal of some overburden will lead to decompression boiling
(Kieffer , 1989).
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In Chapters 2-3, we addressed questions pertaining to the thermal evolution of icy moons:

• How deep can downward-propagating fractures penetrate in planetary ice shells?

• Is it possible to detect active fracture formation using thermal emissions from fractures?

• Under what conditions does Crystallographic Preferred Orientation (CPO) develop in
ice mantles?

• Does CPO affect heat transport or surface topography?

• Is CPO likely detectable by the proposed ESA JUICE spacecraft?

We found that fracture penetration depth is controlled to first order by a balance between
hyrdostatic compression and tensile stresses, which are limited in magnitude by the tensile
strength of ice. CPO development has a strong effect on the anisotropy of ice viscosity, and
hence on heat transport within planetary ice shells. However, variations in grain size have
a still larger influence on isotropic viscosity and hence exert the dominant control on heat
transport by convection. Chapters 2 and 3 highlight the importance of understanding the
physical and mechanical properties of planetary materials. Some useful constraints can be
provided by laboratory experiments. For instance, recent ice fracture toughness experiments
performed under Titan-like temperature conditions support high O(106) Pa values of tensile
strength and increasing strength with decreasing temperature (Collins et al., 2012). Other
advances in understanding can only come from improved constraints on the morphology of
surface features, icy satellite internal structure, composition, and grain size, that can only
be provided by new missions to the outer solar system.

In Chapters 4-5, we addressed several questions related to the mechanics of mud volca-
noes, response of mud volcanoes to earthquakes, and remote sensing of mud volcano and
geyser ground deformation:

• Why do mud volcanoes sometimes erupt in response to earthquakes?

• How does a large mud volcano like Lusi function?

• How long will Lusi continue to erupt?

• What can geyser ground deformation tell us about geyser source processes?

It is well known that mud volcanoes respond to earthquakes, though less is known about the
mechanism or mechanisms by which responses occur. In Chapter 4, we showed that mobiliz-
ing bubbles trapped in mud (which has a yield strength) is unlikely to have been responsible
for the triggering of the Davis-Schrimpf mud volcanoes during the El Mayor-Cucapah earth-
quake. We favor instead frequency-dependent mechanisms that enhance permeability, such
as removal of bubbles trapped in pore throats. New observations of ground deformation
near Lusi indicate that the rate of deformation is currently decreasing exponentially in time,
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which is the expected behavior when material erupts from a reservoir of fixed size in an
elastic medium at a rate set by overpressure. However, before pressure began decreasing
exponentially in time, the evolution of radius and pressure indicate that the boundaries of
the mud source region expanded in time. This expansion could have been due to progressive
mobilization of mud that was initially solid prior to the initiation of the eruption. If the
present exponentially decreasing trend continues, Lusi’s discharge will fall below 103m3/day
by 2018.
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