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ABSTRACT 

Long-term visual experience shapes neural representations of faces 

by 

Puneeth Nallan Chakravarthula 

Face recognition is a ubiquitous task that humans are adept at. Recent research has estimated 

that adult humans typically view faces for about 20% of every waking hour (Oruc et al., 2019). 

Although the behavioral and neural signatures of face processing have been well studied, little 

is known about how long-term visual experience shapes them. The incoming visual 

experience of faces is thought to have a changeable component (such as expression and gaze 

direction) and an invariant component (such as the configuration of features, see Haxby et al., 

2000). One claim that is often made is that the aspects of the visual experience that are 

invariant influence the underlying neural computations and, consequently, the perception of 

faces(Diamond & Carey, 1986). However, we do not fully understand the scope of this 

influence and the computational mechanisms by which this influence is exerted. This thesis 

aims to address this knowledge gap. Specifically, we examined two well-established kinds of 

invariance in our visual experience of faces: one arising from the prolonged use of a consistent 

oculomotor strategy to view faces (Peterson & Eckstein, 2012), and the second arising from a 

preponderance of viewing faces in an upright configuration (Yin, 1969).  

Earlier research has shown that humans land their first fixation around a consistent 

point on the face, known as the preferred fixation location (PFL). Human performance in 

various common perceptual tasks like person-identification, gender categorization, and 

emotion recognition are shown to be tuned to the PFL (Peterson & Eckstein, 2012). However, 

not known is whether other perceptual effects in faces are also tuned to the PFL. Chapter I 
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studied how the long-term oculomotor strategy of moving the eyes to the PFL shapes two 

well-studied perceptual effects: the Composite Face effect (CFE, Young, et al., 1987)  and the 

Face Adaptation Effect (FAE, Webster, et al., 2004).  For this, we compared the strengths of 

these effects in two groups of observers: one with a PFL close to the eyes (upper lookers) and 

the other with a PFL lower on the face around the nose region (lower lookers). We found that 

the PFL modulates both effects. On the one hand, the CFE was smaller for the lower lookers. 

On the other hand, the FAE was more fixation position-specific for observers whose PFL was 

farther away from the eyes. These findings extend the scope of the influence of visual 

experience on face perception to the CFE and the FAE. 

Humans view upright faces disproportionately more often than inverted faces. The 

perceptual consequence of this predilection is the well-known face inversion effect(FIE, Yin, 

1969). Tsank (2019) related the FIE to visual experience using a Convolutional Neural 

Network (CNN). However, the mechanism by which the tuning to upright faces as a result of 

visual experience to upright but not inverted faces develops is unknown. Recent research has 

suggested that the face inversion effect arises due to spatial summation in higher-level visual 

regions in the brain (Poltoratski et al., 2021).  Therefore, we hypothesized that visual 

experience influences the spatial summation ability for upright and inverted faces. To study 

this, we used a spatial summation task where observers had to identify upright or faces covered 

by apertures of different sizes.  Our results revealed that as long as the apertures are not too 

small, humans’ spatial summation efficiency increases with aperture size for upright faces but 

reduces for inverted faces. We then used a convolutional neural network (CNN) that was 

trained on full upright or inverted faces to show that the network developed superior spatial 

integration abilities only for the orientation of faces it was trained on. Moreover, the 
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divergence in spatial integration efficiency for upright vs. inverted faces only appears when a 

network with a large receptive field is used, supporting the hypothesis that higher visual areas 

in the brain mediate the FIE. 

Our results extend our understanding of the role of prolonged use of a consistent 

oculomotor strategy to view faces in shaping perceptual effects in faces. We also illustrate the 

utility of model observers in constraining hypotheses about computational mechanisms 

driving perceptual effects. Together, this research furthers our understanding of the unique 

perceptual and computational consequences of visual experience to faces. 
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I. Introduction 

A. Background 

Are faces special? Most people would perhaps answer yes, while some may ask an 

additional clarification question, such as “in what way?”. While there is no doubt that faces 

are special historically, functionally, and socially (Pernet, 2006; Rivers, 1994; Zebrowitz, 

2018), many cognitive scientists have been embroiled in a debate of how faces are special for 

the past 50 years. Spurred on by modern measurement techniques fMRI, EEG, and single-cell 

recordings, this debate has triggered a “golden age” of face recognition research (Bruce & 

Young, 2013). To better situate the purpose and contributions of this thesis, it is helpful to 

understand the landscape of the existing literature on this topic. 

What has been said about how face processing is special in the past fifty years? Figure 

1 shows a 5-year moving window average of the number of publications that featured some 

common keywords used in conjunction with face processing today. The figure shows us that 

research on facial expression dominated the study of face perception fifty years ago and still 

continues to be an important research direction in face research. However, the graph also 

reveals that several other research terms entered the discussion of face perception in recent 

years, gaining popularity rapidly. For example, domain specificity and expertise have been 

associated with face recognition in the literature since the 70s. Likewise, the term fusiform 

started being increasingly associated with faces starting in the mid-90s. While our 

understanding of the mechanisms of face perceptions has evolved significantly in the past 50 

years, the issue of how and why our ability to process faces is special still remains an active 

area of debate. 
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Taking a birds-eye view of the debate, we can place all the points that have been made 

into a space with the following four broad categories: (A) the holistic vs. parts-based 

processing, (B) domain-specificity vs. domain generality, (C) configural vs. featural coding, 

and (D) innate vs. learned representations. Figure 2 depicts this landscape as a mindmap. It 

shows each of these axes and sample references that provide empirical evidence for or against 

a hypothesis along the axis. Note that the references provided in this mindmap are a mix of 

reviews and original research papers. The intention is not to provide an exhaustive list of 

references on the topic of face processing but to show that each category has been explored in 

detail both individually and in relation to the other categories.  

Figure 1. 5-year moving window average of the number of publications having co-occurrence 
of various keywords with the word ‘faces’ in journals in the fields of Psychology, Cognitive 
Science, Neuroscience, Artificial Intelligence/Computer vision journals. The chart shows that 
several terms have been added to the discussion in the past 50 or so years. 
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 The holistic processing hypothesis states that faces (but not other stimuli) are 

processed as units, such that the perception of one part of the face influences the perception 

of the other part (Richler et al., 2012). In behavioral experiments, holistic processing is 

operationalized in one of two ways: a reduction in performance when the task is to judge a 

Figure 2. A mind map depicts the landscape of the research on face processing. The four 
yellow boxes depict central themes that the research efforts on face processing usually align 
with. The pink boxes denote different techniques that have been used to collect evidence for 
or against a particular theory. The green boxes are short comments explaining the nature of 
the empirical study. The light blue boxes contain references. The references in this mind map 
are not exhaustive but rather provided as examples of research aiming to characterize various 
relationships in this space. The solid lines depict connections of ideas related to one theory, 
whereas the dotted lines represent connections between theories. 
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face part, or an enhancement of performance when the task is to judge a part within the whole 

face rather than by itself. The domain specificity hypothesis (Kanwisher, 2000) states that 

separate neural mechanisms are involved in upright face and object processing. These 

mechanisms are affected differently by stimulus manipulations, like inversion or breaking the 

stimulus into parts. In experiments, this is usually operationalized as a region in the brain or a 

neuron showing stronger neuronal activation for upright faces but not for inverted faces or 

other objects. The opposing domain generality hypothesis states that the same neural 

mechanisms process faces and objects. The concept of configural coding refers to the priority 

given to distances between features (like eyes, nose, and mouth) rather than their shape 

(Diamond & Carey, 1986). It is hypothesized that faces rather than other objects show 

configural coding. Finally, the innate vs. learned representations hypothesis states that infants 

have an innate preference for face-like configurations but not for inverted faces or other 

configurations (Morton & Johnson, 1991). The opposing theory is that face processing is 

acquired through visual experience.  

B. Contributions of this thesis 

Despite the large volume of research on face recognition, we still do not have a complete 

picture of face recognition mechanisms in humans. Collating ideas from various reviews from 

scientists that have studied this problem for a long time, we have identified three main 

challenges. The first one is a technical challenge. Significant advances in our understanding 

of face recognition have come in the early 2000s due to the introduction of fMRI to study face 

perception (Kanwisher, 2017). However, several researchers have noted the limitations of 

fMRI in resolving the activities of small subpopulations of neurons mediating specific face 

recognition functions (Dubois et al., 2015). As Miller describes in his reflective piece, 
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progress in cognitive science often depends on discoveries made in other fields (Miller, 2003). 

This highlights the importance of bringing in state-of-the-art tools from various disciplines to 

aid research on face recognition. The second factor is a semantic one. There has been a lack 

of consensus on various meanings and measures of perceptual effects in face recognition 

(Richler et al., 2012). This has resulted in elaborate debates on methodological factors 

(Rossion, 2008), the validity of measurements (Richler & Gauthier, 2014), disagreements on 

the exact wording of working definitions (Piepers & Robbins, 2012), and ultimately divergent 

results from different paradigms trying to measure the same effect (Rezlescu et al., 2017). 

Such disagreements can be avoided by the use of computational models (Heinke & 

Mavritsaki, 2009). The use of computational modeling forces us to create testable theories 

that can be proven or disproven based on the outcomes of simulations (Guest & Martin, 2021). 

Finally, researchers have acknowledged the lack of a reliable way to manipulate the visual 

experience of faces (Gauthier, 2020). While there is a consensus that visual experience shapes 

visual object perception, considerable challenges (Op de Beeck & Baker, 2010), we don’t 

understand how it does so due to the dearth of studies that systematically manipulate the visual 

experience of faces (Gauthier et al., 2010). Together, these three challenges have significantly 

impeded progress in the field of face recognition.  

 A novel technique to manipulate visual experience to faces has emerged recently due 

to progress in understanding oculomotor strategies to faces. The human visual system is 

foveated with a high fidelity region at the center and a progressively lower resolution with 

increasing eccentricity (Curcio et al., 1987). It was shown that human eye movements to faces 

land at a consistent point on the face called the preferred fixation location (PFL). Fixation at 

this location modulates performance in many face tasks like person-identification, gender 
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categorization, and emotion recognition (Peterson & Eckstein, 2012). Additionally, stable 

individual differences in the PFL (Peterson & Eckstein, 2013) that extend to the real world 

(Peterson et al., 2016) have also been demonstrated. More recently, Tsank ( 2019) showed 

using a Convolutional neural network (CNN) trained on faces foveated at a specific location 

on the face develops tuning to that position, similar to humans. This suggests that visual 

experience mediated by long-term consistent oculomotor strategies shapes the tuning of 

human face recognition to the PFL. Taken together, these findings provide the basis for the 

premise that visual experience to faces can be manipulated by varying the position of the PFL, 

provided the faces are large enough such that varying the fixation location on the face leads 

to sufficiently different visual input. Oruc et al. (2019) found that the typical face size 

encountered in natural settings is 6-10° wide. This size is comparable to the size of faces used 

in Tsank (2019), increasing the validity of the claim that the PFL is a proxy for manipulating 

the visual experience of faces. This thesis extends the influence of the PFL to other well-

studied face tasks like the Composite Face Effect (CFE) and the Face Adaptation Aftereffect 

(FAE). 

Additionally, we demonstrated the role of spatial integration in the face inversion effect. 

For this, we calculated the efficiency of spatial integration for upright and inverted faces as 

viewed through apertures of various sizes. Our experimental design is distinct from earlier 

research comparing efficiencies in processing upright and inverted faces. For example, Yang 

et al. (2014) calculated the efficiency of full upright and inverted faces with varying overall 

face sizes.  Gold et al. (2012) computed the relative efficiency of the whole face compared to 

face parts. Our experiment design was inspired by earlier research demonstrating spatial 

summation in an upright vs. inverted face detection task (Tyler & Chen, 2006). However, we 
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used a face identification task instead. Further, we also trained CNNs on this task and 

compared their spatial integration efficiency for each aperture size to that in humans. Using 

different aperture sizes, we were able to control the spatial extent of the task-relevant 

information, which allowed us to assess the role of increasing receptive field sizes on the face 

inversion effect.  

C. Significance 

As discussed earlier, one significant challenge to progress in face recognition is to find a 

reliable way to experimentally manipulate the visual experience of faces. The gold-standard 

experiment one can do to investigate this would involve a regulated rearing study with strict 

control of the amount of visual experience to faces. Such studies are impossible in humans 

and impractical in animals. In the absence of such evidence, researchers have turned to indirect 

ways to manipulate visual experience to faces: to study within-subject variability for familiar 

vs. unfamiliar faces or to study a stimulus set for which there exist individual differences in 

visual experience. The former has been advocated for by Burton (2013). While human face 

recognition performance for faces is superior for familiar than unfamiliar faces, there is a 

saturation effect for familiar faces. The interstimulus variability of experience for familiar 

faces does not modulate measurable factors enough to measure correlations(Megreya & 

Burton, 2006). While on the one hand, some researchers have tried to use sets of novel objects 

where they can train participants on one set and leave the other set unfamiliar (Gauthier & 

Tarr, 1997), on the other hand, some others have pointed to the stimuli being too different or 

too similar to faces (Kanwisher, 2000). This arbitrary distinction prevents us from answering 

questions like “is processing is domain-specific?” with conviction.  
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The other method is to look for individual differences in the visual experience of faces. 

Many researchers have used individual differences research to inform theory in cognitive 

science (Yovel et al., 2014). Perhaps the most striking example of this is the Other Race Effect 

(ORE). Early research on the ORE suggested that holistic processing is exclusive to own-race 

faces (Michel, Rossion, et al., 2006). However, more recent research has found the opposite. 

(Harrison et al., 2014; Horry et al., 2015). Gauthier (2020) suggests that race manipulation 

may be too weak, with the average population already being experts at all kinds of faces. Thus, 

manipulating the race may not affect measures like holistic processing much. Given these 

challenges, a reliable way of manipulating the visual experience of faces is the need of the 

hour.  

We propose a novel method to quasi-experimentally manipulate the visual experience of 

faces based on a recently-established measure that shows reliable individual differences: the 

landing point of the first saccade to faces (Peterson & Eckstein, 2013; Peterson et al., 2016). 

Our research dovetails with the recent research showing fixation-specific tuning for faces in 

both neural responses (Issa & DiCarlo, 2012; Stacchi et al., 2019) and behavior (Tsank, 2019). 

Importantly, this thesis aims to relate this body of research to the mainstream conversation of 

the neural and computational basis of face recognition in humans.  

We also demonstrate the utility of the cutting-edge tool of deep learning to aid arguments 

and constrain the computational theories of face recognition. Our use of CNNs for face 

recognition is by no means novel. At the time of this writing, several sophisticated and 

powerful deep learning architectures exist that are capable of detection (Sun et al., 2018), 

alignment (Kowalski et al., 2017), and recognition (Ghazi & Ekenel, 2016) exist. However, 

the goal of these networks is to achieve or surpass human face recognition abilities in a real-
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world setting. By contrast, we use small and simple CNNs to test hypotheses arising from a 

theoretical framework computationally. Following the deep learning boom in the last decade, 

its value has only recently been recognized in forcing theory-building in psychological science 

(Guest & Martin, 2021). To our best knowledge, this is the first time deep learning has been 

used in conjunction with spatial integration efficiency measurements to test theories of holistic 

processing. 

D. Organization of the thesis 

 Chapter II demonstrates a novel psychophysical paradigm that exploits inter-subject 

variability in oculomotor strategies to manipulate the PFL in lieu of visual experience. This 

experimental design is based on the premise that humans have a foveated visual system where 

visual information gradually decays in quality with eccentricity. Therefore, in the long term, 

different eye movement strategies on faces could ultimately culminate differences in the visual 

experiences of faces. While this is not guaranteed, several recent results strengthen this 

hypothesis (see section B). These are discussed in chapter II. The role of visual experience as 

mediated by the PFL has been established for face identification and gender recognition but 

not for other face tasks.  We used modified versions of two classic paradigms to demonstrate 

the efficacy of this paradigm: the composite face effect (CFE) task and the face adaptation 

effect (FAE) task.  

 Chapter III discusses another approach to establish the role of long-term visual 

experience in the face inversion effect: by comparing the efficiency of humans with that of 

model observers on a spatial summation task that used upright and inverted faces covered by 

an aperture of varying sizes. We used an adaptive staircase procedure for both agents to 

estimate the contrast thresholds for each condition. To calculate the efficiency, we compared 
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the performance of a human or the model observer to that of an ideal observer. This method 

has been used often in vision science to benchmark an observer's performance relative to the 

theoretical optimum performance given the underlying statistics of the stimulus (Geisler, 

2011). The model observer was a Convolutional Neural Network, which is a deep learning 

algorithm.  The last decade has seen a massive boom in deep learning algorithms (Alom et al., 

2018). Deep learning algorithms are a class of machine learning algorithms that can categorize 

visual stimuli by learning the statistical regularities underlying images belonging to different 

categories. Here, we use them to test whether holistic processing for upright rather than 

inverted faces can be explained by more efficient use of information distributed spatially 

across the extent of upright faces. Bearing in mind various limitations in treating CNNs as a 

model for the visual system (Borowski et al., 2019; Lindsay, 2021), we offer possible 

mechanisms by which visual experience may shape the perception of upright and inverted 

faces.  
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II.  The prolonged visual experience is a common factor 

modulating holistic processing and face identification 

A. Abstract. 

 Recent research has shown that humans face processing is tuned to a unique preferred fixation 

location (PFL) on the face. Across various face tasks like face recognition, gender recognition, 

and emotion identification, humans perform best when they fixate their PFL, and this PFL 

varies moderately across subjects. However, not known is the role of the PFL in other face 

tasks. Here we examine how the Composite face effect (CFE) and the Face adaptation 

aftereffect (FAE) are modulated by the PFL. Experiment 1 compared the strength of the CFE 

for two groups of observers that were screened to have their preferred first fixation location 

either close to the eyes or closer to the nose tip. The premise for this manipulation was that 

consistent differences in the visual experience of faces over a prolonged period would shape 

neural circuits responsible for face processing differently in these two groups. We found that 

the location of the PFL modulated the magnitude of the CFE such that observers whose PFL 

was lower on the face had a weaker CFE. In experiment 2, we again compared two groups of 

observers screened similarly as in Experiment 1 with PFLs either closer to the eyes or to the 

noise tip on a gaze-contingent Face adaptation aftereffect (FAE) task. Observers adapted to a 

face while fixating either their own group’s mean PFL or of the other group. The test stimulus, 

a morph between the adapter and another face, flashed either at the same location or the 

alternate fixation location. We measured the strength of the adaptation aftereffect in each 

condition. We found that the location of the PFL modulated the FAE such that observers 

whose PFL was higher on the face showed a higher reduction in the FAE when fixating farther 
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away from their PFL. Taken together, the results from these two experiments suggest that 

prolonged visual experience to faces through the use of a consistent oculomotor strategy of 

landing the first fixation on a face at the PFL modulates both the CFE and the FAE. 

B. Introduction 

A quick look at a face allows us to glean a lot of socially relevant information like identity, 

gender, mood, attractiveness, and even trustworthiness. In the past half-century, there has been 

a lot of interest in understanding the mechanisms by which humans are able to achieve this 

feat (Bruce & Young, 2013). This interest in the mechanism of face processing has led to the 

discovery of many peculiar perceptual effects that occur in face judgments on stimuli that 

have been manipulated or doctored in ways that are uncommon or non-existent in nature. 

Notable examples of such effects are the face inversion effect (Yin, 1969), the Thatcher 

illusion (Thompson, 1980), the composite face effect (Young et al., 1987), the parts vs. wholes 

effect (Tanaka & Farah, 1993), and the face adaptation after effect (Webster et al., 2004). 

While these effects are not ecologically valid in the sense that they don’t have a functional 

role in real-life face recognition settings, their study has been central in our theoretical 

understanding of how humans process faces. Therefore, these visual tasks are an important 

testbed for the study of face recognition.  

Recently, it was shown that across a variety of common face tasks like person, gender, 

and emotion recognition,  humans consistently land their first saccade at a below the eyes ( 

Peterson & Eckstein, 2012). This location, hereby referred to as the Preferred fixation location 

(PFL), varies moderately across individuals ( Peterson & Eckstein, 2013), and these variations 

generalize to the real world (Peterson et al., 2016). This point of fixation plays a functional 

role in the aforementioned tasks, such that when observers fixate away from the PFL, there is 
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a reduction in the task performance. This variation has been explained in terms of an 

interaction between the foveated nature of the visual system and the distribution of task-

relevant features (Peterson & Eckstein, 2012). More recently, it was shown that the internal 

representations of faces in humans are tuned to the PFL in these tasks (Tsank, 2019). These 

observations are consistent with research showing that human face processing is optimized 

for the face diet that we encounter during the course of our life (Oruc et al., 2019; Yang et al., 

2014). This is because the act of consistently moving one’s eyes to a preferred location on the 

face can bias their internal representations to stimulus features accessible when fixating at the 

PFL, given peripheral information loss. While this body of research has largely focused on 

common face tasks, we do not understand how the PFL modulates perceptual effects in tasks 

that are doctored to produce perceptual effects. As noted earlier, such research has the 

potential to elucidate constraints and mechanisms by which the long-term oculomotor strategy 

of consistently moving one’s eyes to a PFL on the face can shape face perception. In this 

chapter, we consider how the PFL modulates two popular face effects: the composite face 

effect (CFE), and the face adaptation aftereffect (FAE). 

The discovery of the CFE by Young et al. (1987) is an important landmark in the evolution 

of an influential hypothesis that upright faces are processed as units (Piepers & Robbins, 

2012). In the CFE, the top (or bottom) halves of two faces, although identical, are perceived 

as being different when the bottom (or top) halves of the faces are different (Young et al., 

1987). Over the years, the CFE has been studied extensively (see Murphy et al., 2017; 

Rossion, 2013, for a review). Figure 3 shows the general stimulus design for testing the CFE. 

Note that the reader may not experience the CFE equally strongly for both halves.  
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At its core, the CFE represents an inflexibility of the visual system (presumed to be expert 

at face processing) to discount an irrelevant part of a face, while it does comparatively better 

for other non-face objects (Cassia et al., 2009; Robbins & McKone, 2007). Typically, this 

effect is attributed to holistic face-processing, i.e., a mode of computation that considers all 

the parts at once(Richler et al., 2012). There are several other examples of tasks where 

observers also show such inflexibility in adjusting for unfamiliar manipulations to features or 

viewing conditions. These include the inability to recognize inverted faces (Yin, 1969), 

diminished recognition performance with other-races (Cross, Cross, & Daly, 1971), atypical 

illumination directions (Braje, Kersten, Tarr, & Troje, 1998),  diminished recognition for too 

small or too large faces (Yang, Shafai, & Oruc, 2014 ), and diminished recognition when 

fixating away from the preferred first fixation location (Peterson & Eckstein, 2012). Thus, the 

CFE can be interpreted as an inability to flexibly use learned internal representations of full 

faces on a task that demands judgments based on partial use of incoming face information. In 

this general framework, we examine the role of long-term learned representations of faces as 

mediated by the PFL on the CFE. 

Figure 3. The top and bottom half CFEs. In a sequential face-half matching task, the 
irrelevant half affects the performance of the relevant half more when the faces are aligned 
as compared to when they are misaligned. 
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The FAE is related to a well-known property of the visual system: visual adaptation 

(Webster, 2015). The FAE has been used extensively to characterize the relationship between 

the physical features of faces and the internal representations of faces(Webster et al., 2004). 

The FAE is demonstrated by making an observer fixate a face for a certain period (typically 

500 msec – 4000 msec) and then presenting an ambiguous test face that looks midway between 

the person that saw earlier (say face A) or a different face (say face B).  In the context of 

having seen face A, observers tend to report that the ambiguous face as face B more often. 

Thus, even though the task is a standard face recognition task, the FAE captures a temporal 

dependence of the current perception on a previously viewed face. This temporal influence is 

usually attributed to neuronal fatigue arising from strong activation of neurons coding for face 

A following prolonged exposure, resulting in a weaker representation of face A than face B in 

the ambiguous face. Given the close relationship of the FAE with acquired internal 

representations, we picked this effect to investigate the role of visual experience mediated by 

the PFL in face processing. 

For this, we implemented gaze-contingent versions of the classic CFE and FAE tasks, 

where we quasi-experimentally manipulated the PFL on the face. We screened observers 

whose PFL was either high up on the face close to the eyes or lower on the face close to the 

nose tip. We hypothesized that if the PFL modulates these effects, there would be a main 

effect or an interaction effect of the observer group on the strengths of these effects.  
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C. Experiment 1: The Composite face effects task 

1. Participants. 

a) Prescreening Task. 

 A total of 126 observers participated in a short free eye movement face identification 

screening task. These participants were students at the University of California, Santa Barbara, 

and participated in the study either for course credit or for a small monetary reward. After 

consent for participation in the study and for future contact were obtained, each participant 

was given instructions on how to perform the task. The experimental paradigm was identical 

to the standard free eye movements face identification task described in the Experiment 

Design section, except that it was a 1-in-5 face identification task using an in-house dataset of 

Caucasian faces instead of the composite faces from figure 3. The actual stimuli used are 

shown in figure 4a. The dimensions and alignment of the Caucasian faces were matched to 

the composite faces. We measured the mean first fixation location on the face across trials 

when initiating a saccade from a peripheral location.  

b) Composite Face Tasks.  

To select upper-lookers and lower-lookers, we invited 15% of the participants of the 

prescreening experiment from the top and bottom ends of the distribution (about 18 

participants from each group) for the full study. Three upper lookers and one lower looker 

were unavailable to continue with the study. Thus, we had 15 upper lookers and 17 lower 

lookers. The upper looker group consisted of 14 females and one male with ages ranging from 

18-24. The lower looker group consisted of 12 females and six males with ages ranging from 

19-25. All participants were students at the University of California, Santa Barbara, and 
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participated in the experiment in exchange for an hourly monetary compensation for a total of 

7-10 hours. All participants had a normal or corrected-to-normal vision.  

2. Stimuli. 

a) Prescreening task.  

We used a set of 5 Caucasian male frontally photographed faces for the prescreening task. 

These faces were a part of an in-house dataset. These faces were standardized by rotating, 

cropping, and resizing to align the eyes and the chin across the stimuli. We also matched the 

luminance and contrast energy to ensure that low-level features don’t drive eye movements. 

The faces were about 12.6° x 9.2° in size. The images were presented in full original contrast 

(see Figure 4a). 

b) Composite Face tasks.  

We selected two Caucasian male faces photographed frontally for generating composite faces. 

These faces were part of an in-house dataset of faces. These faces were first standardized by 

rotating, cropping, resizing them such that the eyes and chin were centered and aligned. These 

standardized faces were then converted to an 8-bit grayscale format and embedded in a mask 

that only revealed frontal facial features. Both the luminance and contrast energy were 

matched so that variations in skin color or texture cannot be used to judge the identity. The 

faces were then split into two halves along the vertical dimension, and these halves were 

placed at a gap of 0.11°, as shown in Figure 4b. Different combinations of the top and bottom 

halves of these faces were assembled to create composite faces. They will be referred to as 

AA, AB, BA, and BB, with the first letter denoting the top half and the second letter denoting 

the bottom half (see figure 4a). The faces were about 12.1° x 9.9° in size (see Figure 4b). 
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Another corresponding set of four misaligned faces was formed by displacing the bottom half 

to the right by 2.4°. The stimuli were presented at 30% of the original contrast to avoid ceiling 

effects in task performance. These settings are based on piloting to have an average 

identification performance of around 80%. Various other measurements between features in 

the face are shown in figure 4b.  

Figure 4. (a) The left panel shows the five faces used in the 1-in-5 free fixation face-matching 
task used for pre-screening. The right panel shows the four composite faces used in the main 
study (represented by AA, AB, BA, and BB). (b) Stimulus dimensions for the stimuli used in 
the prescreening task (left panel) and the composite face tasks 
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3. Apparatus 

The stimuli were presented on a Barco monitor with a resolution of 1280 x 1024 and a 

refresh rate of 60 Hz. The monitor was calibrated linearly with a maximum luminance of 114.7 

cd/m2. The screen was placed at 75 cm from the participant’s eyes, such that each pixel on the 

monitor subtended a visual angle of 0.021° on their eyes. The stimulus display was controlled 

by software written using PsychToolbox-3 (Brainard, 1997) running on MATLAB 2018.  

An Eye Link 1000 Plus desktop portable eye tracker was used for tracking the left eye of 

each participant. The sampling rate of the tracker was 250 Hz. A 9-point calibration procedure 

was used at the beginning and repeated periodically to ensure accurate gaze data recording. 

Standard algorithms from the EyeLink toolbox were used to identify saccade and fixation 

events from the gaze data.  

4. Experiment Design.  

We present data from 2 kinds of experimental paradigms in this chapter: the free 

fixation face identification task and the enforced fixation sequential face-part matching task. 

The basic trial design for these two paradigms was the same across different experimental 

conditions.  

a) Free fixation face identification task.  

This task was used to measure an observer’s preferred first fixation location on a face during 

face identification. To get an accurate measurement of the preferred first fixation location, 

each observer performed a total of 320 trials split across four blocks of 80 trials each. Within 

each block, the initial peripheral fixation location was varied across eight different peripheral 
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locations around the screen. All participants completed the free fixation face identification 

task before we started running them on the enforced fixation task, which is described next. 

b) Enforced-fixation sequential face part matching task.  

This task was used to measure the composite face effect (CFE) for the top half and the bottom 

half of faces while observers maintained their gaze at a specific location on the face (which 

was manipulated). We measured the CFE by comparing the performance on the matching task 

in the misaligned condition with that in the aligned condition. Each observer completed 2 (top 

half/bottom half) x 2 (aligned/misaligned) x 2(fixation positions) x 256(repeats) = 2048 trials. 

The trials were distributed into 16 blocks with separate blocks for top half/bottom half 

judgments and aligned/misaligned conditions. Thus, there were four unique blocks, and each 

block was repeated four times. Within each block, there were 128 trials, and observer fixation 

was enforced in two different locations with equal probability. This task was completed in 

several sessions, usually over 7-10 days.  

Within each block, half the trials were same trials, and the remaining half were different 

trials. Figure 4b shows the design of composite faces for these two trial types.  Note that the 

stimuli for same and different trials depend on whether the judgment is of the top half or of 

the bottom half. 

5. Trial design 

a) Free fixation face identification. 

 In this task, the initial fixation-cross appeared in one of 8 possible peripheral fixation 

locations (either 25° or 19° away from the center of the screen). Participants were instructed 

to maintain their gaze on the fixation location and hit a key to indicate readiness. After the 
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keypress, the program checked on the fly whether the participant maintained their fixation on 

the cross for a variable period of 500 msec. – 1500 msec. If the observer’s fixation drifted 

more than 1° from the center of the fixation cross, the trial was aborted and restarted. If the 

participant successfully maintained fixation for the variable delay period, the cross 

disappeared, and a noisy contrast-reduced face appeared at the center of the screen and stayed 

on for 1500 msec. This face was chosen randomly from the set of faces used for the 

experiment. During this period, participants could freely move their eyes and examine the 

face. After 1500 msec., the face disappeared and was replaced by a Gaussian white noise mask 

of matched mean luminance and a standard deviation of ~6.4 cd/m2 for 500 msec. This was 

followed by a response screen containing all faces from the dataset so the participant could 

select the face that was presented. The screen stayed on until the observer indicated which 

face they saw through a mouse click. After the response, the experiment progressed to the 

next trial. No feedback was given. See figure 5a for a schematic of the events within a trial. 

b) Enforced-fixation sequential face part matching task.  

In this task, the initial fixation-cross appeared at two possible locations along the centerline 

of the face. The locations were chosen to be the average PFLs of the two groups (upper and 

lower lookers). Like in the free fixation face identification condition, observers were 

instructed to maintain their fixation on the initial fixation location and hit a key to indicate 

readiness at the beginning of the trial. After the keypress, the program verified if the observer 

maintained their fixation on the cross for a variable delay period of 500 msec to 1500 msec.  

The trial was aborted if there was an instance where the gaze drifted more than 1° from the 

center of the fixation cross. If the observer successfully maintained fixation on the cross 

through the delay period, a contrast reduced composite face embedded in white noise with a 
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standard deviation of ~6.3 cd/m2 was presented for 200 msec. Note that we added white 

Gaussian noise to the images during the presentation for the purposes of modeling, the results 

of which are not discussed in this chapter. After the presentation of the first face, a white 

Gaussian noise mask with mean luminance matched to the face and standard deviation of ~6.3 

cd/m2 was presented for 500 msec. This was followed by the second noisy, contrast-reduced 

composite face (chosen based on the current trial) for 200 msec. After this, a response prompt 

was shown that asked the observer to indicate with a keypress whether the half of the face 

being tested is the same or different between the two faces. This screen stayed on until a 

response was made. After the response, no feedback was given, and the next trial was initiated. 

In half of the blocks, faces were misaligned. After the initial delay period, the fixation-cross 

persisted throughout the trial (overlaid on the faces and mask) but with reduced contrast, 

helping the observer maintain fixation. The observer was instructed to maintain their gaze on 

the fixation cross throughout the trial after indicating readiness with a keypress. If their gaze 

drifted away by more than 1° from the fixation cross at any point during the trial, the trial was 

aborted and repeated. Figure 5b shows the trial schematic for this task. 
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6. Procedure. 

The experiments were administered by trained graduate or undergraduate researchers 

in accordance with protocols approved by the Institutional Review Board (IRB) of The 

University of California, Santa Barbara. Participants were first briefed about the nature of the 

study and compensation agreements. After obtaining consent to be a part of the study, they 

were given instructions about the task. The main experiment consisted of 2 tasks: the free 

fixation face identification task and the enforced fixation sequential part matching task. The 

two tasks were always performed in the same order, i.e., the free fixation task followed by the 

Figure 5. This figure shows the schematics of the two tasks. (a) depicts the free fixation face 
identification task. Observers initiated the trial fixating one of the eight possible peripheral 
locations. A face is then presented in the center of the screen, and observers can freely move 
their eyes while studying the face. In the next screen, they are required to indicate which face 
was shown using a mouse click. (b) depicts the enforced fixation sequential face part matching 
task. On each trial, observers initiate the trial at one of the two possible fixation locations that 
differed by 1.56°. Then two faces are flashed briefly, separated by a noise mask to wash out 
lingering percepts. While the faces are flashed, the gaze position observers were prevented 
from drifting their gaze from the fixation location by more than 1°. After viewing the two 
faces, observers were required to respond to a question asking them to match a given half of 
the face (depending on the block). 
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enforced fixation task. This was to verify that the participant had a consistent PFL for the 

composite faces that matched their PFL as measured in the prescreening task and to make the 

participants familiar with the four composite faces used in this experiment. Note that these 

tasks were conducted in parallel – as soon as a participant finished the free fixation task, they 

could start with the forced fixation task, and this timeline was separate for each participant. 

Each task was further divided into blocks that took 15-20 minutes to complete. Participants 

were encouraged to take breaks between sessions and were not allowed to spend more than 

1.5 hours per session to avoid the effects of fatigue. We recalibrated the eye tracker between 

blocks and whenever a participant took a break to maintain eye-tracking quality throughout 

each session. 

7. Analysis 

a) Preferred fixation location.  

The preferred first fixation location is defined as the first location inside the face that 

an observer’s foveal region lands on when they make an eye movement to a face from a 

peripheral fixation location. For each observer, following the completion of all blocks of the 

free fixation task, the preferred first fixation location was estimated as the mean fixation 

location across all the first fixations on the face across trials. The vertical coordinates of the 

first fixation location on the face were used to analyze the dependence of CFE on the gaze 

position. 

b) Power Analysis. 

 The choice of the number of subjects per group was made based on apriori power 

analysis done using data from a pilot experiment where we measured the effect of 
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manipulating the enforced fixation position by 5.4° on the CFE. Effect sizes of 1.19 and 0.05 

were obtained for the top and bottom-half CFE, respectively. It was thus reasonable for us to 

focus our power analysis on the top-half CFE. For a (1 – β) rate of 0.95, we would require a 

sample size of 12 (assuming a fixation manipulation of 5.4°). We also conducted a power 

analysis to check how many participants would need to be screened to have a reasonable 

chance of finding two groups of participants that have the required distance between the mean 

vertical coordinates of the PFLs of each group. For this, we used an in-house database of PFLs 

measured on 186 participants. The PFLs were normally distributed, as evidenced by a 

Kolmogorov-Smirnov test (p = 0.09). The estimated mean and standard deviation were 7.27 

and 0.85, respectively. For different selected values of the mean difference between PFLs, we 

simulated samples of mean PFLs for different sample sizes drawn from the fit normal 

distribution 10,000 times and counted the fraction of cases where the difference between the 

top and bottom 20 participants in the distribution of PFLs was at least equal to the selected 

mean difference. This analysis gave us the probability of finding two groups of 20 participants 

each as a function of the required distance between PFLs and the number of participants to be 

prescreened (see Figure 6). We estimated that ~120 participants would have to be screened 

for the mutual distance of the PFLs of the groups to be 2.1°.  
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Figure 6. This plot shows the results of the power analysis conducted using an in-
house database of PFLs to estimate the number of participants required to be screened 
to find two groups of observers that differ in their mean vertical coordinate of their 
PFLs by a given distance. The X-axis shows the expected number of observers to be 
screened. The Y-axis shows the probability of finding samples with the mean 
difference indicated by the colormap shown to the right of the plot. The upper and 
lower dotted lines represent 80% and 1% chance, respectively. The chart suggests that 
screening, we could expect to find groups with their PFLs separated by about 2° with 
>80% chance if we screened about 120 participants. (b) The panel shows the actual 
distribution of the vertical coordinates of the PFLs obtained from 126 screening 
participants. We selected the top and bottom 15% of the participants and invited them 
for further experiments. The upper lookers are depicted in green, and the lower lookers 
are depicted in pink. Those that were unavailable or not selected (due to poor quality 
data) are depicted in brown.  
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c) Quantifying the CFE. 

 The strength of the CFE was measured as the difference in match task performance 

between the misaligned and the aligned version of the composite faces for a given condition. 

Thus, the strength of the CFE will be reported in % points. For example, if the strength of the 

CFE is 10%, that means the performance of the participant in the misaligned condition was 

10% higher than that in the aligned condition. While this is the classic method to test the CFE, 

some recent studies (Richler et al., 2008) have shown that a signal-detection approach that 

yields sensitivity (d’) and bias (λ) metrics by considering the hits and false alarms in the 

reporting a match on same and different trials is sometimes superior. We repeated our analyses 

using these metrics and found no qualitative differences.  

8. Results 

a) Prescreening Task.  

The distribution of the vertical coordinate of the PFLs of the 126 observers in the prescreening 

task is shown in figure 7. A Kolmogorov-Smirnov test revealed that these values were 

normally distributed (p= 0.1). It was slightly skewed towards locations lower on the face 

(sample skewness = 0.7). The upper and lower lookers were selected from the 15-percentile 

tails of the distribution shown in purple and green, respectively. Thus, we selected about 18 

participants from each group. This was done to maximize the chances of observing a 

significant effect of manipulating the PFL across groups. Some of the selected participants 

did not continue with the study, resulting in a final tally of 15 upper lookers and 17 lower 

lookers. 
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b) Free Eye Movements face ID task.  

The first fixations on each trial of one upper looker and one lower looker are shown 

in the left panel of Figure 4a. The PFLs of the two groups are shown in the right panel of 

Figure 4a. The PFLs of the upper and lower looker groups were significantly different (t 

(30) = 12.8, p << 0.05). The average PFL for the upper lookers was 0.54° below the eye 

level, and that of the lower lookers was 2.1° below the eye level (see figure 8). There was no 

significant difference in face identification performance across the two groups (t (31) = 0.73, 

p = 0.47, PCupper-lookers = 87.04% PClower-lookers=83.98%). The two fixation positions for the 

enforced fixation task were chosen to be the average PFLs of the two groups (see right panel 

of figure 8).  

Figure 7. The panel shows the actual distribution of the vertical coordinates of the PFLs 
obtained from 126 screening participants. We selected the top and bottom 15% of the 
participants and invited them for further experiments. The upper lookers are depicted in 
green, and the lower lookers are depicted in pink. Those that were unavailable or not selected 
(due to poor quality data) are depicted in brown. 
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c) Enforced Fixation sequential face part matching task. 

 The strength of the CFE was defined as the difference in face part matching task 

performance between the misaligned and aligned conditions. To characterize the variation of 

CFE in our experiment, we conducted a 3-way mixed factor ANOVA with looker type (upper 

vs. lower), half being judged (top vs. bottom), and fixation position (average PFL of upper 

lookers vs. that of the lower lookers) as factors. There was a significant main effect of the half 

being judged (F (1,29) = 21.13, p << 0.05), and a significant interaction effect of the half 

being judged and the fixation position (F (1,29) = 5.07, p = 0.03) The interaction between 

looker type and half being judged approached significance (F (1,29) = 4.0, p = .054). No other 

main or interaction effects were significant. The strengths of the CFE in various experimental 

Figure 8. The left part of this panel depicts the landing positions of the first eye 
movements of an upper and lower looker across 320 trials. Their PFLs are shown with 
green and pink crosses, respectively. The right half of the panel shows the PFLs of the 
upper and lower lookers that participated in this study in green and pink crosses, 
respectively. The mean PFLs of these groups are shown with a white circle and square, 
respectively. The fixation position while viewing the faces in the enforced fixation 
sequential face-part matching task was varied between these two spots across trials for 
both groups. 
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conditions are plotted in Figure 9. Significant posthoc contrasts using Tukey’s HSD 

comparisons across all possible pairs of conditions are also indicated for reference.  

 
 

The ANOVA revealed that the CFE for the top half is significantly stronger than for 

the bottom half (μTopHalf  = 9.9%, μBottomHalf = 3.1%). This is in agreement with several earlier 

Figure 9. This figure shows the results of the face part matching task. The Y-axis shows 
the strength of the CFE, which was calculated as the difference between the accuracy in 
the misaligned and aligned conditions. The box plot shows the strengths of the top and 
bottom CFEs for each participant at the two fixation locations. The filled and unfilled 
boxes represent the top and bottom half CFEs, respectively. The boxes themselves depict 
the 95% confidence interval. Green and pink colors are used to represent upper and lower 
lookers, respectively. Finally, circles and squares represent conditions where observers 
fixated the mean PFL of the upper lookers and that of the lower lookers, respectively. 
The results of various post hoc Tukey’s HSD contrasts performed after the 3-way 
ANOVA discussed in the text are depicted in the panel above the box plot. 
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reports of the CFE (Rossion, 2013). In his review, Rossion argues that the CFE should just be 

assessed for the top half since that is the measure of holistic processing that gives a higher 

signal-to-noise ratio, improving the likelihood of finding significant effects. Given the 

precedent for treating the CFE for these two effects as qualitatively different, we implemented 

the above ANOVA on the top and bottom half CFEs separately. Each time, we ran a mixed 

factor 2-way ANOVA with looker type (upper vs. lower) and fixation position (upper vs. 

lower) as factors. From the ANOVA on the top half CFE, found a significant main effect of 

looker type (F(1,30)= 5.00,  p = 0.032) and a significant main effect of fixation position (F 

(1,30) = 6.38, p = 0.017).  There was no significant interaction effect. ANOVA on the bottom 

half CFE yielded no significant main or interaction effects. A post-hoc Tukey test to further 

characterize the effect of looker type revealed that upper lookers had a significantly higher top 

half CFE compared to lower lookers (μupper = 13.1%, μlower = 6.7%, p = 0.032). This suggests 

that the proximity of the PFL to features on the upper half of the face results in a larger CFE. 

For the bottom half CFE, no significant difference was found between the two groups.  

The ANOVA also revealed a main effect of fixation position. A post hoc Tukey test 

revealed that the top half CFE was stronger at the mean PFL of the upper lookers compared 

to that of the lower lookers (μupper = 11.1%, μlower = 8.7%, p = 0.017). This suggests that the 

CFE is stronger when the point of fixation is closer to the features in the top half, for both 

upper and lower lookers.           

9. Discussion 

Our goal in this study was to test whether individual differences in learned internal 

representations (mediated by different oculomotor strategies) modulate holistic processing. 

For this, we compared the strength of the CFE for two groups of observers with distinct 
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Preferred Fixation Locations (PFLs) on the face while they fixated either close to their own 

PFL or close to the other group’s PFL. While many measures of eye movement preference 

have been used successfully, like fixation density maps (see Mehoudar et al., 2014), scan path 

analysis, and Hidden Markov Models (see  Hsiao et al., 2021), we picked the PFL because it 

has been shown to play a functional role in a variety of face tasks when tested at different 

fixation locations on the face (Peterson & Eckstein, 2012). Besides, variations in PFL have 

been linked to variations in learned representations of faces (Tsank, 2019). Our data show that 

the PFL relative to the features of the face modulates the CFE for the top half but not the 

bottom half.  

We found that the strength of the top half CFE for faces was influenced by the PFL in 

two ways. Firstly, observers with a PFL farther away from the top half showed a lower top 

half CFE, irrespective of the actual fixation location. Secondly, members of both upper and 

lower looker groups showed a stronger CFE when fixating the mean PFL of the upper lookers, 

although this trend was stronger for the upper lookers. These results indicate that both the 

location of the PFL and the actual gaze position relative to the features of the face modulate 

the top half CFE. However, these factors don’t modulate the bottom half CFE.  

The lack of variation of the bottom half CFE may be caused by the low overall strength 

of the CFE (9.9% on average for the top half compared to 3.1 % for the bottom half). The 

asymmetry in the strength of the CFE between the two halves agrees with previous findings 

(Heering et al., 2008; Rossion, 2013; Young et al., 1987). Some researchers have noted that 

the reduced CFE for the bottom half can be remedied by matching the difficulty (of 

identification) of the two halves (C-W Shyi & Wang, 2016). We did not match the difficulty 

of the halves in our study. The bottom half judgments were significantly easier than the top 



 

33 

half. It is possible that the modulation of the CFE might extend to bottom half judgments if 

we had matched the difficulty. However, matching the difficulties using artificial means can 

make the faces look unnatural, which we wished to avoid when designing the experiment. 

Recently, Kurbel et al. (2021) reported that the CFE is equally strong whether the two halves 

appear natural and homogenous or unnatural and strongly segregated. This finding opens up 

the possibility of using composite faces with difficulty-matched halves to study if the PFL 

also modulates the CFE for the bottom half. 

In our stimuli, the midpoint of the top half coincided with the position of the eyes on 

the face. The finding that the top half CFE reduces as the PFL away from the midpoint of the 

top half corroborates well with research showing the importance of the eye region in holistic 

processing. Itier et al. (2007) showed that the N170 EEG signal, which is commonly 

associated with holistic processing, is abolished when the eyes are removed from the face. 

Similarly, it has been noted that acquired prosopagnosia strongly affects the usage of eye 

information on faces (Caldara et al., 2005). Interestingly, prosopagnosia selectively impairs 

holistic perception (Ramon et al., 2010), but not other judgments on faces (Jiang et al., 2011; 

Quadflieg et al., 2012; Van Belle et al., 2011). Accordingly, it has been shown that patients 

with prosopagnosia fixate more on the mouth rather than the eyes (Orban de Xivry et al., 

2008). This paper discusses an interesting theoretical framework that they credited to Caldara 

et al. (2005) to explain the pattern of observations. They suggest that the eye region is densely 

packed with fine details, which calls upon higher-level visual processing that can integrate 

these features into a whole. When the higher-level face processing areas are compromised, as 

in the case of acquired prosopagnosia, the observers fail to integrate these fine parts into a 

whole. However, this impairment reflects the strongest at the eye region, simply because there 
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are more features to be integrated. Therefore, prosopagnosics naturally tend to increase 

reliance on the mouth region for face perception. This theoretical framework lower lookers 

process faces in a less holistic manner because there are fewer features that need to be 

integrated near their PFL compared to the upper lookers. This would be reflected as the 

reduced strength of the CFE. Our results are in-line with the predictions of this theory.  

In summary, we suggest that long-term learning of the statistical variations in the 

incoming visual information from faces at the PFL can partially account for variations in the 

CFE. 

D. Experiment 2: The Face Adaptation Effect 

1. Participants 

a) Prescreening Task.  

A total of 234 observers participated in a short free eye movement face identification 

screening task. These participants were undergraduate or graduate students at the University 

of California, Santa Barbara, and participated in the study either for course credit or a small 

monetary reward. The experimental paradigm was identical to the prescreening task used in 

Experiment 1. 

b) Main study.  

We used a more stringent thresholding procedure in this study to only select two groups 

whose mean PFLs were 3.6° apart on the face on an average. This amounted to inviting only 

the top and bottom 4% of the prescreening participants. We found a total of 7 upper lookers 

and 6 lower lookers during the prescreening. All the upper lookers were female, with ages 

ranging from 19-23. The lower looker group consisted of 3 males and 3 females with ages 
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ranging from 20-25. The participants completed the study in exchange for hourly monetary 

compensation. The whole study took 9-14 hours to complete and was completed by 

participants in multiple 1.5 hour-long sessions across a span of 1-2 weeks.  

2. Stimuli. 

a) Prescreening task.  

The prescreening task used the same stimuli as in the composite face experiment (see Figure 

4a).  

b) Main study.  

The main study consisted of a free-eye movements face ID task and an enforced fixation face 

adaptation task. We selected 4 Caucasian male faces from an in-house dataset of frontally 

photographed faces for the face ID task (see figure 10a). These faces were first standardized 

by rotating, cropping, resizing them such that the eyes and chin were centered and aligned. 

These standardized faces were then converted to an 8-bit grayscale format and embedded in a 

mask that only revealed frontal facial features. Both the luminance and contrast energy were 

matched so that skin color or texture variations cannot be used to judge the identity. A mask 

was applied to the faces that covered all external features, i.e., the hairline and the ears. The 

faces were 12.6° tall x 9.9° wide (see figure 10b).  

We selected two out of the four faces (say A and B, see figure 10a) used in the face 

ID for the main face adaptation task. We created eight morphs of intermediate faces such that 

the morphs contained 15%,25%,35%,45%,55%,65%,75%and 85% of face B blended with 

face A (see figure 10c). To do this, we first used a state-of-the-art deep learning-based face 

landmark registration algorithm to fit 60 landmarks to the two faces, outlining the various 
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features (Bulat & Tzimiropoulos, 2017). The images were then divided into triangles using 

Delaunay Triangulation. A parametrized affine transform was applied to each of these 

triangles to generate morphs with the required levels of A and  B. One of the original faces 

was used as the adapter, while the various morphs were used as test faces. 

 

3. Apparatus 

The stimuli were presented on a Barco monitor with a resolution of 1280 x 1024 and a 

refresh rate of 60 Hz.  The monitor was calibrated linearly with a maximum luminance of 

114.7 cd/m2. The screen was placed at 75 cm from the participant’s eyes, such that each pixel 

Figure 10. Various face stimuli used for the adaptation experiment. (a) shows the faces used 
in the free fixation face ID task. The first two faces in this panel were also used as adapter 
faces in the subsequent enforced fixation matching task. (b) shows the dimensions of the 
faces used in this study. (c) shows the morph faces used as test stimuli in the enforced 
fixation matching task. 
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on the monitor subtended a visual angle of 0.021° on their eyes. The stimulus display was 

controlled by software written using PsychToolbox-3 (Brainard, 1997) running on MATLAB 

2018.  

An Eye Link 1000 Plus tower mount eye tracker was used for tracking the left eye of each 

participant. The sampling rate of the tracker was 250 Hz. A 9-point calibration procedure was 

used at the beginning and repeated periodically to ensure accurate gaze data recording. 

Standard algorithms from the EyeLink toolbox were used to identify saccade and fixation 

events from the gaze data.  

4. Experiment Design. 

The full experiment consisted of two tasks: the free fixation face identification task and 

the enforced fixation face adaptation task. The design of the face ID task was identical to that 

in the composite face effect experiment, except that we used a different set of 4 faces (see the 

section Stimuli above). We now describe the enforced fixation face adaptation experiment.  

a) Enforced-fixation face adaptation task.  

We used this task to measure the Face adaptation after effect while observers 

maintained their gaze at a specific location on the face (which was manipulated). The two 

fixation locations were chosen on the vertical midline of the face, corresponding to the 

average PFLs of the two groups (upper and lower lookers). Each observer completed 3 

(adapter conditions) x 2 (test face conditions) x 8 (morph levels) x 48 (repeats)= 2304 trials. 

The trials were distributed across 24 evenly sized blocks. The three adapter conditions were: 

no adapter, adapter at the own group’s mean PFL, and adapter at the other group’s average 

PFL. Likewise, the test face could be shown at the average PFL of the observer’s own group 

or that of the other group. The test face was sampled from one of the eight possible morphs. 
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The fixation positions on the adapter and the test face were fixed within a block, while the 

test face was chosen uniformly from one of the eight possible morphs.  

5. Trial design.  

The trial design for the free fixation task was identical to that in the composite face 

effect experiment (see figure 11, upper panel). We now describe the events that occurred 

within each trial in the face adaptation experiment.  

 In this task, the initial fixation always occurred at the center of the screen. The fixation 

cross was black and overlaid on a gray background (luminance ~ 57 cd/m2) which remained 

unchanged throughout the block. At the beginning of the trial, the observer maintained their 

gaze at the fixation cross, indicated readiness by a keypress. After the keypress, the program 

verified if the observer’s gaze stayed within 1° of the fixation cross for a variable delay period 

of 500 msec to 1500 msec. If the gaze drifted beyond the 1° threshold, the trial was aborted. 

If the observer successfully maintained their gaze through the delay period, the trial 

progressed. There were 3 (no adapter/ adapter at PFL/adapter at other groups PFL) x 2 (test at 

PFL/test at other group’s PFL) = 6 unique conditions in this experiment. Within a block, the 

observer would only see one condition. If the trial had an adapter, an adapter face was 

displayed on the screen. The position of the adapter was adjusted such that the observer’s 

fixation (which they maintained at the center of the screen) fell on the average PFL of their 

own group or that of the other group, based on the condition. The adapter was presented at 

full contrast for 4 seconds. The fixation cross was lightened and overlaid on the face as a 

reference for the observer. During the 2 seconds, the program checked the gaze of the observer 

to prevent eye movements. If the gaze position drifted beyond 1° from the fixation cross, the 

trial was terminated. After adaptation, a test face that was uniformly sampled from the eight 
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morphed faces was flashed for 200 msec. The position of the test face was also adjusted based 

on the condition (test face at own group’s average PFL or the other group’s average PFL). 

After that, a white Gaussian mask with the mean luminance matched to the background and a 

standard deviation of 11.2 cd/m2 was flashed for 500 msec. The purpose of the mask was to 

wash out any lingering percept of the test face. Then a response screen with the two original 

faces used for the adaptation experiment appeared. The screen stayed on till the observer 

indicated which test face was shown with a mouse press. After the response, no feedback was 

given, and the next trial was initiated. See the lower panel of Figure 11 for the trial schematic. 
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The experiments were administered by trained graduate or undergraduate researchers in 

accordance with protocols approved by the Institutional Review Board (IRB) of The 

University of California, Santa Barbara. Participants were first briefed about the nature of the 

study and compensation agreements. After obtaining consent to be a part of the study, they 

were given instructions about the task. The main experiment consisted of 2 tasks: the free 

fixation face identification task and the enforced-fixation face adaptation aftereffects task. The 

two tasks were always performed in the same order, i.e., the free fixation task followed by the 

enforced fixation task. This was to verify that the participant had a consistent PFL on faces 

Figure 11. This figure shows the schematics of the two tasks. (a) depicts the free fixation face 
identification task. Observers initiated the trial fixating one of the 8 possible peripheral 
locations. A face is then presented in the center of the screen, and observers can freely move 
their eyes while studying the face. In the next screen, they are required to indicate which face 
was shown using a mouse click. (b) depicts the enforced fixation matching task. Observers 
initiated the trial fixating at the center of the screen. On adaptation blocks, an adapter face 
appeared such that the fixation was either at the observer’s own group or other group’s PFL. 
After that, a test face appeared either at the observers' own group’s or other group’s PFL. 
After a brief noise mask, observers were tasked to indicate which test face they saw. On one-
third of the blocks, there was no adapter, and the test face was shown directly. 
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used in the adaptation experiment that matched their PFL as measured in the prescreening 

task. Note that these tasks were conducted in parallel across observers – as soon as a 

participant finished the free fixation task, they could start with the forced fixation task. This 

timeline was separate for each participant. Each task was further divided into blocks that took 

15-20 minutes to complete. Participants were encouraged to take breaks between sessions and 

were not allowed to spend more than 1.5 hours per session to avoid the effects of fatigue. We 

recalibrated the eye tracker between blocks and whenever a participant took a break to 

maintain eye-tracking quality throughout each session. 

6. Analysis 

a) Preferred fixation location.  

The preferred first fixation location is defined as the first location inside the face that an 

observer’s foveal region lands on when they make an eye movement to a face from a 

peripheral fixation location. For each observer, following the completion of all blocks of the 

free fixation task, the preferred first fixation location was estimated as the mean fixation 

location across all the first fixations on the face across trials. The vertical coordinates of the 

first fixation location on the face were used to analyze the dependence of FAE on the gaze 

position. 

b) Strength of adaptation 

We first calculated the fraction of times the observer responded to each morph level as 

face B. We had 48 responses for each morph level in each condition. Thus the smallest 

difference in response rate we could measure was ~ 0.2%.  For each condition, we fit a 

psychometric function of the form  
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( ; , , , ) (1 ) ( ; , )x F xψ γ λ µ σ γ γ λ µ σ= + − −  … (1) 

where x is the % morph level, γ is the guess rate, λ is the lapse rate, µ and σ are 

parameters of the fitting distribution(Wichmann & Hill, 2001). The accuracy of the fitting was 

ensured by using the least absolute residual (LAR) method and further by manually examining 

the fits in each condition to remove any poorly fitted data. The point of subjective equality 

(PSE), defined as the strength of the stimulus that elicits both possible responses with equal 

probability, was computed from the fit equation for each condition. The strength of adaptation 

was then calculated as the difference between  PSE with adaptation and the PSE  with no 

adaptation, all else being equal.    

c) Power analysis. 

The choice of the number of subjects per group was made based on apriori power analysis 

done using data from a pilot experiment, where we measured the effect of manipulating the 

enforced fixation position by 3.6° on the face. In the pilot experiment, we did not use a 

between-subjects design.  The pilot experiment revealed a strong interaction between adapter 

position and test position (Cohen’s f = 1.03) and a weaker within-subjects main effect of 

adapter position (Cohen’s f = 0.95). We estimated that we would need around six subjects per 

group to capture within-subjects effects with a (1-β) rate of 0.95, assuming the distance 

between the PFLs of the two groups was 3.6°. Based on the power analysis for the composite 

face effect (see figure 6), we estimated requiring to screen around 300 participants to find two 

groups with the requisite mean distance between PFLs. We also conducted a post hoc power 

analysis to compute the achieved power, the results of which are described in the results 

section.  
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d) Statistical Testing. 

We used a 3-way mixed factor ANOVA for analyzing the trends in the adaptation strengths 

from different conditions. In addition, a non-parametric bootstrap analysis was carried out to 

validate the outcomes. The bootstrap analysis aimed to test if the change in adaptation strength 

between the own group’s PFL and the other group’s PFL was significantly different for upper 

and lower lookers. For this, we first calculated the relevant difference (ΔFAE = FAEPFL – 

FAEnon-PFL) for each observer. Then we divided the observers into upper and lower lookers 

and created 5000 bootstrap samples with replacement for each group. We then estimated the 

95% confidence intervals of the difference between the two groups. The results are visualized 

using Gardner Altman plots with the help of software adapted from Ho et al. (2019). 

7. Results 

a) Prescreening task. 

The distribution of the vertical coordinates of the PFL’s of 286 observers in the 

prescreening task is shown in Figure 12. The distribution was skewed towards lower locations 

on the face (sample skewness = 1.04). The upper and lower lookers were selected from the 4 

percentile tails of the distribution shown in purple and green, respectively. We selected 8 

participants from each group. This was done to maximize the chances of finding a significant 

effect of manipulating the PFL on the face adaptation aftereffect. One lower looker was 

excluded because we could not replicate their lower looking behavior in the main experiment. 

One lower looker and one eye looker could not continue with the study, resulting in a final 

tally of 5 lower lookers and 7 upper lookers.  



 

44 

 

b) Free eye movements face ID task. 

First fixations across trials of one upper looker and one lower looker are shown in the left 

panel of Figure 13. The PFLs of the two groups are shown in the right panel of Figure 13. The 

PFLs of upper and lower lookers were significantly different (t(10) =  p <0.05). The average 

PFL of the upper lookers was 0.8° below the eye level, while that of the lower lookers was 

4.4° degrees below the eye level. There was no significant difference in the face identification 

performance between the two groups (stats). The two fixation locations in the enforced 

fixation task were chosen to be the average PFLs of the two groups (see right panel of figure 

13).  

Figure 12. The panel shows the actual distribution of the vertical coordinates of the PFLs 
obtained from 234 screening participants. We selected the top and bottom 2.5% of the 
participants and invited them for further experiments. The upper lookers are depicted in 
green, and the lower lookers are depicted in pink. Those that were unavailable or not selected 
(due to poor quality data) are depicted in brown 
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c) Enforced fixation face adaptation task. 

To characterize the strength of the adaptation, we extracted the PSEs for each condition 

by fitting a psychometric function to the responses of the observer to different morph levels. 

The strength of the FAE for a condition was calculated as the shift in the PSE between 

conditions with and without the adapter, all else being the same.  The fits for one eye looker 

and one lower looker are visualized in figure 14. 

 

 

 

 

 

Figure 13. The left panels show the first fixation of an example upper and lower looker. 
The right pane shows the PFLs upper and lower lookers as green and pink crosses, 
respectively. The white circle and square represent the mean PFLs of the two groups, which 
were chosen as the points of fixation on the face for the enforced fixation face-matching 
task. The distance between these two fixation positions was 3.6°.  
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The strength of the face adaptation effect (FAE) was defined as the difference in the PSEs 

between conditions with and without the adapter, all else being the same. Figure 17 illustrates 

the procedure of calculating the PSE from the psychometric function fits for one upper looker 

and one lower looker. To characterize the variation of the FAE in our experiment, we 

conducted a 3-way mixed factors ANOVA with looker type (upper vs. lower), adapter 

position (adapter at PFL/adapter at non-PFL), and test position (PFL vs. non-PFL) as factors 

on the strength of adaptation in each condition. Here, non-PFL refers to the other group’s PFL 

(see Experiment Design). Data points that had a median absolute deviation higher than 1.5 

Figure 14. This figure shows the psychometric fits for various conditions for one upper looker 
and one lower looker. The first, second, and third subplots within each plot represent the no 
adapter, the adapter at the own group’s PFL, and the adapter at the other group’s PFL 
conditions, respectively. The green and purple traces represent the test at the own group’s PFL 
and the test at the other group’s PFL conditions, respectively. The X and Y-axis denote the 
percentage of face B in the test face and the probability of responding with face B for the test 
stimulus. The PSE was calculated as the abscissa of the psychometric curve at which there 
was an equal probability of responding as A or B. The strength of the FAE for a given adapter 
position was calculated as the difference between the PSE of that condition and an equivalent 
condition with no adapter 
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within each condition were treated as outliers and removed. We found two outliers and 

removed them. Keeping or removing the outliers did not qualitatively change the results of 

the analysis. There was homogeneity of variances in the within-subjects factors, as assessed 

by Levene’s test of equality of variances (p > 0.05). Mauchly’s test of sphericity indicated that 

the assumption of sphericity was valid (𝜒𝜒2(5) = 9.22, p = 0.10). The ANOVA showed no 

significant main effects, although the main effect of adapter position tended towards 

significance (F(1,9) = 5.03, p = 0.052). There was a significant adapter position x test position 

interaction effect (F(1,9) = 58.47, p  <0.005), and a significant adapter position x looker type 

(F(1,9)= 7.55, p =0.023). No other effects were significant. Figure 15 shows the adapter 

strengths for various conditions. 

 
The strong adapter position x test position interaction suggests that the adaptation was 

stronger when the adaptation and testing occurred at the same retinotopic location than when 

Figure 15. This figure shows the strength of the FAE for different conditions. The green 
and pink data points represent upper and lower lookers, respectively. The columns with 
filled boxes denote conditions where the adapter was at the observer's own group PFL 
whereas the columns with unfilled boxes represent the conditions where the adapter was at 
the other group’s PFL. Likewise, Circle and square markers denote the conditions where 
the test was at the own group’s PFL or the other group’s PFL, respectively. The boxes 
indicate 95% confidence intervals. 
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the location was different. Planned post hoc contrasts revealed this trend. When adaptation 

happened at the PFL, there was a significant difference in adaptation strength between the two 

testing locations (t (9) = 5.92, p <0.0005). This was also true when adaptation happened at a 

non-PFL (t (9) = - 4.08, p <0.005).   

The adapter position x looker type interaction tells us how variation in the PFL affects the 

FAE. Planned post hoc contrasts revealed that there was a significant difference between the 

FAE when adaptation happened at the observer’s own group PFL compared to the other 

group’s PFL (averaged across both test positions) for the upper lookers (t(8) = 3.49, p = 

0.0082). This comparison was not significant for lower lookers (t(8) = 0.026, p = 0.73). This 

shows that the upper lookers had a higher cost to the FAE of adapting to faces farther away 

from their PFL than lower lookers.  

Even though we verified various underlying assumptions of the ANOVA, to allay the 

concerns of having a small sample, we repeated the analysis using a non-parametric bootstrap 

test (see analysis section for details). The bootstrap analysis revealed that the change in the 

adaptation strength across positions was significantly greater for upper lookers than for lower 

lookers (ΔFAEUpper = 6.69%, ΔFAELower = -0.75%, 95% CI of difference = [2.26% 12.2%], 

Cohen’s d = 1.51). The results of the bootstrap sampling are visualized in Figure 16.  
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A post hoc power analysis revealed an achieved (1-β) power of 0.60 for between-subjects 

factors and 0.37 for within-subjects factors. Thus, the experiment may be underpowered to 

detect some weaker effects. However, the experiment was able to reject the null hypothesis 

for the effects of interest at this sample size. 

8. Discussion 

Our goal in this study was to test whether visual experiences of faces (mediated by eye 

movement strategies) modulate the face adaptation aftereffects (FAE) for identity. For this, 

we measured the FAEs for upper and lower lookers (see methods for precise definition) while 

manipulating the position of the adapter and test stimuli to fall at either the mean preferred 

fixation location (PFL) of their group or that of the other group. Our results showed that the 

FAE was stronger when adaptation and testing occurred at the same retinal location for both 

Figure 16.  Non-parametric bootstrap analysis to establish the significance of the adapter 
position x looker type interaction effect. In this Gardner -Altmann chart, the green dots denote 
upper lookers, while the pink dots denote lower lookers. The Y-axis is the difference between 
the FAE at own group PFL and that of the other group. This suggests that the upper lookers 
had a higher cost of fixating away from their PFL compared to lower lookers.  
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groups. We also found that upper lookers showed a greater reduction in the FAE than lower 

lookers when the adaptation happened at their own group’s PFL vs. that of the other group’s 

PFL. In other words, upper-lookers were more sensitive to changes in the adapter position 

than lower-lookers.  

 Adaptation aftereffects have been referred to as the psychophysicist’s electrode 

because they allow us to test if the same neuronal population mediates two effects (Webster, 

2015). These aftereffects arise from the gradual but temporary desensitization of neurons 

when activated by features they are tuned to. Hence, by comparing adaptations effects, one 

can infer whether the same neuronal populations are active. Firstly, our finding a strong 

adapter position x test position interaction suggests that different subpopulations of neurons 

mediate face recognition at the PFL and a non-PFL. This is in agreement with earlier results 

showing that neuronal representations of faces are tuned to typical the retinotopic position of 

faces (Issa & DiCarlo, 2012; Stacchi et al., 2019). Secondly, our finding of a significant 

adapter position x looker type interaction showed that the FAE varied more with a change in 

adaptation position from PFL to non-PFL for upper lookers compared to lower lookers. We 

interpret this to mean that neural representations of faces in upper lookers are more tuned to 

the PFL than in lower lookers. In other words, the neural representations of lower lookers are 

more invariant to fixation position relative to the PFL.  

 While fMR-Adaptation based paradigms (Grill-Spector & Malach, 2001) have been 

used extensively in research on face processing, fewer studies have studied the locus of the 

FAE itself (Cziraki et al., 2010; Furl et al., 2007; Kovács et al., 2008). Most research has 

focused on the role of two areas: the Fusiform Face Area (FFA) and the Occipital Face Area 

(OFA). On the one hand, Kaiser et al. (2013), Rotshtein et al. (2004) showed that the FFA is 
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involved only in identity after effects, while on the other hand, Xu et al. (2009) maintain that 

the FFA encodes the physical features (in the absence of an identity change) of the person 

also. Finally, Tsantani et al. (2021) show that both the FFA and OFA encode identity 

information: the FFA is involved more in high-level aspects of identity, while the OFA is 

involved in lower-level features. The FFA and OFA are thus the most likely loci for the face 

identity after effect. Kovács et al. (2008) manipulated the position of the face horizontally 

with respect to the fixation position and found that the adaptation effects in FFA are position 

invariant, while those in OFA are position-specific. However, in our experiment, we 

manipulated the adaptation and test locations on the face vertically. Given earlier literature 

suggesting that horizontal and vertical dimensions of faces are processed differently (Dakin 

& Watt, 2009; Goffaux & Rossion, 2007), we cannot relate our findings to the results of 

Kovács et al., (2008). 

Our results also add to the ongoing discussion on whether the FAE is retinotopic. Some studies 

have reported that the FAE is position invariant, while the others maintain that the FAE is 

position-specific (Zimmer & Kovács, 2011). For example, Leopold et al. (2001) manipulated 

the position of the test stimulus on the retina relative to that of the adapter. Subjects adapted 

at different locations on the midline of the face and made a saccade to the mid-point of the 

eyes when they heard a beep to indicate the onset of the test stimulus. They found that the 

adaptation transferred in saccades up to 6° long. Afraz & Cavanagh (2008) also obtained a 

similar result. Whether there is transfer across retinal locations or not is also based on the 

duration of adaptation: Kovács et al. (2007) snd Xu et al. (2008) found no transfer across 

retinal locations in a face expression adaptation task. Our results also suggest that while the 

FAE is largely retinotopic, and more so for lower lookers than upper lookers. Thus, the PFL 
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of the observer should also be considered in the debate of position specificity of the FAE. 

Evidence is also emerging that the position specificity of the FAE is also related to the 

adaptation time (Kovács et al., 2007, 2008). Adaptation for shorter time scales (~500 msec) 

may make the FAE more position invariant compared to longer time scales (>2 seconds) 

which may make the FAE more position-specific(Zimmer & Kovács, 2011). Our finding of a 

low level of retinotopic transfer across retinal locations (as indicated by the strong adapter 

position x test position interaction) may thus be due to the use of a long adaptation time of 4 

seconds. 

E. General Discussion 

The goal of this chapter was to test if long-term differences in visual experience 

mediated by differences in oculomotor strategies of viewing faces modulate face effects like 

the composite face effect (CFE) and the face adaptation after effect (FAE). The role of the 

first fixation position on the face (preferred fixation position, PFL) in common face tasks like 

face recognition, gender identification, and expression recognition has already been 

established (Peterson & Eckstein, 2012; Tsank, 2019). Here we aimed to learn more about the 

mechanisms driving face perception by testing if the PFL modulates these well-studied face 

effects. 

We found that the location of the PFL modulates both the CFE and the FAE, as 

evidenced by interaction effects with the looker type variable. The top half-CFE was found to 

reduce with the distance of the PFL to the eyes. While the magnitude of the FAE itself was 

not different for upper and lower lookers, we found that the FAE was more position-specific 

to the actual adaptation location on the face for the upper lookers. On the other hand, for the 

lower lookers, the strength of the FAE was more invariant to the adaptation location. These 
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results highlight the role of visual experience in day-to-day face tasks and in influencing the 

outcomes of tasks designed to understand the mechanisms underlying face processing. 

What do these findings tell us about the role of visual experience in shaping face 

processing mechanisms? First, we discuss the CFE. As noted in the introduction, the CFE 

represents an inflexibility of the visual system to process only a part of the face when the full 

face is available. Our finding that the CFE is stronger at the PFL than at the non-PFL adds to 

an increasing body of literature that this inflexibility can be related to learned internal 

representations when the faces are viewed in a familiar context. For example, the CFE is 

abolished or diminished when tested on inverted faces (Fernando et al., 2013), other-race faces 

(Michel, Caldara, et al., 2006),  faces viewed at a distance of 24 meters (Ross & Gauthier, 

2015, familiarity with size), and stereo distortion (Taubert & Alais, 2009). Further, the finding 

that upper lookers have a stronger CFE than lower lookers suggests that the content of the 

learned representations also matters for the CFE. One possible explanation for this is that 

upper lookers need to pool a larger area at their PFL to integrate all identity-relevant features. 

The CFE is designed so that the line separating the two halves cuts through this region of the 

processing. A larger portion of the stimulus features processed by upper lookers falls in the 

irrelevant half, compared to lower lookers. Therefore, the interference of the irrelevant half is 

larger for upper lookers. More research is needed to establish the exact mechanism by which 

this variation occurs. However, our findings establish that the the contents of the learned 

representations of face features at the PFL also modulate the CFE. 

Now, we turn our attention to the results of the FAE task. Our finding that the FAE is 

more position-specific for upper lookers than for lower lookers suggests that the learned 

internal representations of upper lookers are more tuned to the PFL than those of the lower 



 

54 

lookers. Position specificity of the FAE has been investigated often with varying outcomes 

(Zimmer & Kovács, 2011). The emerging consensus seems to be that both position-specific 

and position-invariant neural mechanisms mediate the FAE. An influential model of face 

processing suggests that these mechanisms may be involved in processing changeable and 

invariant aspects of faces (Haxby et al., 2000). Changeable aspects include gaze direction, 

mouth shape, eyebrow to eye distance, etc. Invariant aspects can be face shape, the 

configuration of facial features, skin tone, etc. This sets up our interpretation of the role of 

prolonged visual experience on the FAE: upper and lower lookers may differ in the degree of 

position-invariance of the FAE based on the distribution of changeable and invariant features 

around their PFL. However, it is unclear at the moment whether learning more changeable 

features leads to a greater or lesser degree of position invariance of the FAE. Further research 

is required to clarify the exact mechanisms by which the FAE is modulated.  

In summary, our results further extend the evidence that differences in the visual experience 

of faces resulting from long-term use of different oculomotor strategies to view faces 

mediate face perception not only in day-to-day face tasks but also in face tasks designed to 

investigate various possible mechanisms underlying face perception.   
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III. The role of prolonged visual experience in the face inversion 

effect: evidence from a spatial summation task  

A. Abstract 

It is well-known that humans are worse at recognizing inverted faces than upright faces. 

Literature suggests that the poorer performance for inverted faces is due to the disruption of 

holistic processing, a mode of information processing that pools information from the whole 

face. Further, this disruption has been linked to an individual’s visual experience: typically, 

humans see upright faces far more often than inverted faces. However, not known is how 

experience can bring about holistic processing in upright faces. We hypothesized that holistic 

processing arises from the visual system’s ability to integrate information efficiently from a 

larger area. To study this, we compared the efficiency of information processing for upright 

and inverted faces viewed through an aperture of varying sizes. We show that face processing 

is more efficient for upright faces compared to inverted faces only for larger apertures but not 

for small apertures. To further understand how this may occur in the visual cortex, we 

measured the efficiency of a Convolutional Neural Network trained on full upright faces on 

the upright and inverted faces behind apertures. We found a similar divergence between 

efficiencies of the network for upright and inverted faces, such that upright faces were 

processed more efficiently as the size of the aperture increased. However, if we restricted the 

effective receptive field size of the CNN by reducing the number of layers, the divergence in 

efficiency with increasing aperture size was abolished. Therefore, the network’s ability to 

integrate information from larger spatial areas is linked to the origin of the face inversion 

effect. To establish the role of visual experience in shaping this relationship, we repeated this 
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analysis with a CNN that was trained on full inverted faces and tested on upright or inverted 

faces behind apertures. We still found a divergence of efficiencies with increasing aperture 

size, but this time the pattern was flipped: inverted faces were processed more efficiently than 

upright faces for larger aperture sizes. Taken together, our results show that long-term visual 

experience shapes our preference for upright vs. inverted faces by selectively improving the 

visual system’s efficiency in pooling information across space for upright faces.  

B. Introduction 

Inverted faces are hard to recognize. This fact was perhaps known for a long time but did not 

garner much attention from the scientific community. This changed when Yin (1969) 

demonstrated that the inversion effect is larger for faces than for other objects and suggested 

that there much be something special about faces. He reported that his subjects mentioned 

being unable to see the face as a whole when it was inverted. He speculated that the ability to 

see upright faces as wholes distinguishes them from objects. Further, this occurs because we 

usually see faces as mono-oriented (mostly upright). This paper triggered three new lines of 

research. In no particular order, these are the debate of domain specificity of face processing 

(Kanwisher, 2000), the role of expertise in face and non-face processing (Gauthier, 2020), and 

holistic processing of upright faces (Richler et al., 2012). While each of these research areas 

has been richly explored in the past 50 years, an integrative account of why upright faces but 

not inverted faces are processed holistically and how visual experience brings gives rise to 

this domain-specific mechanism is lacking.  

 Poltoratski et al. (2021) recently showed that holistic processing arises due to the 

spatial summation of information in face-selective regions. They mapped population-

receptive fields (pRFs) of various brain regions to upright and inverted faces and showed that 
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the pRFs for regions higher up in the visual hierarchy (like FFA) but not for lower regions 

shrank for inverted faces when compared to upright faces. This result provides a strong 

unifying link between domain specificity and holistic processing. Holistic processing occurs 

because the brain is able to pool information from a larger spatial extent for stimuli that 

activate the FFA, a region that has been implicated repeatedly in face processing (Kanwisher 

& Yovel, 2006). While Poltoratski et al. (2021) discuss the implications of this finding for 

how visual experience might shape holistic processing, they do not present evidence 

supporting any related claims. Our aim in this chapter is to provide evidence for this link.  

 To do this, we implemented a spatial summation experiment similar in design to Tyler 

& Chen (2006). They demonstrated that observers display a larger region of spatial summation 

relative to inverted faces in a face detection task. We aimed to replicate the results with a face 

identification task. For this, we used an adaptive staircase procedure to measure the contrast 

thresholds of humans on an upright or inverted face identification task where apertures of 

different sizes covered the faces. The efficiency of spatial processing was estimated by 

comparison with a Bayesian Ideal Observer. We hypothesized that as the aperture size 

increases, humans would continue to efficiently process upright but not inverted faces. We 

repeated the above comparisons using Convolutional Neural Networks (CNNs) to show the 

role of experience in shaping such an effect. Here, we hypothesized that the training set 

modulates the relationship between the efficiency and aperture size for upright and inverted 

faces. If the network is trained on upright faces, the efficiency must improve with increasing 

aperture size for upright but not inverted faces. Likewise, if the network is trained on inverted 

faces, the efficiency must improve with aperture size for inverted but not upright faces. 
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Finally, we test whether the degree of pooling in the CNN modulates the divergence in 

efficiency between upright and inverted faces as the aperture size increases.  

C. Methods 

1. Participants 

A total of 8 observers (2 male and 6 females, mean age = 21.6) participated in an enforced-

gaze position adaptive staircase face identification task. These participants were all 

undergraduate or graduate students at the University of California, Santa Barbara, and 

participated in the study either for course credit or monetary reward. All participants had 

normal or corrected-to-normal vision. 

2. Stimuli 

a) Face stimuli 

We used an in-house dataset of 5 Caucasian male frontally photographed faces. These 

faces were standardized by rotating, cropping, and resizing to align the eyes and chin across 

stimuli. We also matched the luminance and contrast energy across all faces to ensure that 

low-level features don’t drive identification performance. The full faces were 10.5° x 8.4° in 

size, but during the experiment, they were presented behind smooth apertures of varying sizes. 

In the experiment, the faces would appear either in the upright orientation or the inverted 

orientation.  

b) Apertures 

We created circular apertures to cover different degrees of visual information from the 

face. All apertures were centered at the midpoint of the face, which was a point on the nose 
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for each face. To create the apertures, we first created binary circular masks of diameters 

0.88°, 2.42°, 3.96°, and 5.50°. Next, we applied a radial linear-decay filter that attenuated the 

visual signal linearly as a function of the distance from the center of the mask at a specified 

rate of 80% per degree of eccentricity beyond the perimeter of the mask. We did this to avoid 

any cropping artifacts. We used a linear-decay filter instead of a Gaussian filter because the 

monitor was calibrated linearly (more details in the apparatus section below). These apertures 

revealed 2.0%, 15.2%, 40.7%, and 78.5% of the face when applied. Figure 17 shows all the 

stimuli as viewed through these apertures. 

  

Figure 17. Various stimuli used in this study. Each column depicts increasing aperture sizes. 
The same set of stimuli were inverted for use in the inverted face condition. Note that these are 
noise-free full contrast versions of the stimuli. These stimuli had added white Gaussian noise 
during the actual task, and their contrast was varied adaptively within each block based on the 
observer’s responses 
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3. Apparatus 

We used a Barco monitor with a resolution of 1280 x 1024 and a refresh rate of 60 Hz. 

The monitor was calibrated linearly with a maximum luminance of 114.7 cd/m2. Linear 

calibration ensures that a unit change in the pixel value amounts to approximately the same 

change in absolute luminance on the monitor across the dynamic range of the monitor. This 

is an important assumption for calculating the Bayesian Ideal Observer (BIO) performance, 

which assumes independence of white Gaussian noise in terms of luminance (rather than just 

in pixel values).  The experiment took place in a dark room with minimal ambient light. The 

screen was placed 75 cm from the participant’s eyes, such that each pixel on the monitor 

subtended a visual angle of 0.021° on their eyes. The stimulus display was controlled by 

software written using PsychToolbox-3 (Brainard, 1997), running on MATLAB 2020.  

An EyeLink 1000 Tower mounted eye tracker was used to monitor the left eye of each 

participant during each trial to prevent eye movements. The sampling rate of the tracker was 

1000 Hz. A 9-point calibration procedure was used at the beginning and repeated periodically 

to ensure the validity of gaze measurements.  

Convolutional neural networks were trained on an NVIDIA Tesla V100-SXM2 GPU with 

16 GB ram.  

4. Experiment Design 

We used a gaze-contingent adaptive staircase procedure to measure the 70% contrast 

threshold for participants on a 1-in-5 match to sample task. For each observer, we estimated 

4 (aperture sizes) x 2 (upright/inverted face) x 4 (repeats) = 32 contrast thresholds. To measure 

each contrast threshold, we used QUEST+ (Watson, 2017). The details of the fitting method 

are described in the Procedure section. We estimated one contrast threshold per block, which 
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consisted of 64-128 trials based on the participant’s responses. The actual experiment also 

used an additional watches condition (not reported in this chapter). Thus, participants 

completed a total of 48 blocks. The block order was randomized across participants. The 

experiment was completed across several sessions, usually over 7-14 days. 

5. Trial Design 

To begin a trial, participants maintained fixation on a central cross and hit a key to indicate 

readiness. After the keypress, the program checked whether the participant maintained their 

fixation on the cross for a variable period of 500-1500 msec. We used a variable period to 

prevent the participant from anticipating stimulus onset time. If the observer’s gaze position 

drifted more than 1° from the fixation cross during this interval, the trial was aborted and 

restarted. If the participant successfully maintained fixation for the variable delay period, the 

cross disappeared, and a noisy contrast reduced stimulus consisting of either an upright or 

inverted face as viewed through an aperture of one of four possible sizes depending on the 

condition appeared at the center of the screen and stayed on for 200 msec.  The face was 

chosen randomly from the set of five faces used for the experiment. During this time, 

observers were instructed to avoid making eye movements. After the stimulus disappeared, a 

Gaussian white noise mask of matched mean luminance and standard deviation of ~6.4 cd/m2 

was displayed for 500 msec. This was followed by a response screen containing noise-free 

full contrast versions of all the five faces as viewed from the same aperture as the stimulus. 

The response screen stayed on until the participant indicated which stimulus they saw through 
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a mouse click. After the response, the experiment progressed to the next trial. No feedback 

was given. A schematic depicting the events within each trial is shown in Figure 18. 

6. Procedure 

The experiment was administered by trained graduate or undergraduate researchers in 

accordance with protocols approved by the Institutional Review Board (IRB) of the University 

of California, Santa Barbara. The main task consisted of 48 blocks to be completed across 

multiple sessions. Each block took between 8-20 minutes to complete, based on the speed and 

accuracy of the participant. At the beginning of each session, after the participant was seated 

comfortably, an initial eye tracker calibration was performed, and then the participant started 

the task. The eye tracker was recalibrated whenever there were too many aborted trials due to 

broken fixations. The participant was encouraged to take a break between blocks to prevent 

eye discomfort and were not allowed to spend more than 1.5 hours per session to avoid the 

effects of fatigue.  

Figure 18. Trial schematic for the spatial integration task. Observers initiated the trial by 
fixating at a cross and pressing a key. After a variable delay of 1000-1500 msec, a noisy 
contrast reduced face as viewed through an aperture was flashed for 200 msec. Then a 
response screen was shown containing full contrast faces as viewed through the same aperture. 
The contrast was adjusted using a staircase procedure (QUEST+) over 64-128 trials to yield 
an estimate of the contrast threshold for the condition. 
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a) Adaptive Staircase.  

To measure the contrast threshold, an adaptive staircase procedure based on QUEST+(see 

Watson, 2017 for the full derivation) was used. The implementation of the algorithm was 

adopted from (Jones 2018). For each participant, we assumed the psychometric function ψ 

based on a Weibull CDF (Watson & Pelli, 1983): 

( , , ) (1 )1
x
ax a e

β

ψ β γ γ λ
 
 
 = + − − −  …  (2) 

where x is the multiplicative stimulus contrast, a  and β are free parameters fit to each observer, 

sampled from [0.002,1], and [1,4],  in discrete steps of 0.002 and 0.1, respectively. γ and λ 

were the chance performance (20%) and the expected mechanical error rate (5%), 

respectively. Initially, we assumed a uniform prior probability across all possible (a, β). On 

each block, we started with an initial guess of x = 0.2. Based on the response of the participant, 

the probability of each possible outcome r (correct or incorrect response) on the next trial is 

computed. The joint posterior probability density of the parameters a and β is also updated 

using the Bayes’ Theorem applied with the prior distribution and the likelihood of seeing the 

responses till that trial. The expected entropy of the outcome r at a chosen stimulus x is then 

estimated for each possible value of x. The value of x that minimizes this entropy is chosen 

for displaying the next trial. As the experiment progresses, the estimates of a and β improve. 

The minimum number of trials in each staircase procedure was set to 64. The adaptive 

staircase process was terminated either at a maximum of 128 trials or when the entropy of the 

outcome r was less than 8, whichever happened first. This choice was made based on pilot 

experiments to determine a criterion to have a sufficiently accurate estimate of the contrast 

threshold while keeping the experiment short.  
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7. Analysis and Modelling 

a) Determining the contrast threshold 

The 70% contrast threshold was computed for each observer by solving equation (1) by 

setting ψ (x, a, β) = 0.70 and substituting the estimates of a and β obtained from the data from 

each adaptive staircase.  

b) Bayesian Ideal Observer (BIO) 

Ideal observers are hypothetical devices that are designed to perform optimally in a 

perceptual task given task-relevant information. Ideal observers have been used in many ways 

in vision research (see Geisler, 2011 for a review). Here, we used the BIO as a benchmark 

against which we will compare humans and CNNs on the occluded face identification task. 

We present a conceptual derivation of the BIO here.  

In this task, there is no variation in the signal location within a block. Each stimulus was 

500x500 pixels in size. The ideal observer is provided with exact templates of these stimuli. 

On each trial, an independently drawn sample of white Gaussian noise is added to the stimulus. 

This variation causes statistical variation in the stimulus across trials which limits the 

performance of the ideal observer. The decision that the ideal observer makes is determined 

using the maximum likelihood principle applied to the five possible responses for each trial 

(see the derivation below). The average performance is assessed by simulating 10,000 such 

trials and computing the fraction of correct responses.  

c) Convolutional Neural Networks 

Convolutional neural networks can be treated as model observers that are loosely 

based on the architecture of the visual system in animals. These models take in an image input 
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and iteratively apply a set of convolution filters to the image, rectify the outputs, and then pool 

the resulting “feature maps” to generate responses that may be considered similar to the 

responses of cells in the visual pathway (Lindsay, 2021). After some number of iterations of 

the above steps, the output feature map is passed through fully connected layers that learn the 

weights to be assigned to various features for a given image. The final fully connected layer 

consists of as many units as there are categories, which allows the network to output a category 

label for an image. In CNNs, as successive iterations of convolution and pooling are applied, 

the size of the theoretical receptive field of the units in the deeper layers becomes larger(Luo 

et al., 2016). In other words, each unit’s response is affected by a larger patch of the image. 

We use this property of CNNs to manipulate the region of spatial summation allowed within 

the model.  

(1) Architecture.  

We aimed a create a set of CNNs with progressively increasing receptive field (RF) 

sizes that mimic RFs in humans. For this, we used 5 CNNs. We will refer to them as CNN-1, 

CNN-2, CNN-3, CNN-4 and CNN-5. The CNN architectures are shown in figure 22. CNN-4 

was the deepest architecture with four convolutional layers. CNNs 5, 4, 2, and 1 were 

progressively shallower neural networks, each created by removing a pair of convolutional 

and max-pooling layers from the previous CNN. CNN-3 was created by changing the stride 

of the first convolutional layer from 3 to 2. Figure 19 shows the schematics of these CNN 

architectures.  In each network, the extracted features after the cascade of convolutional and 

max pooling operations we flattened and connected with a dense layer with 32 units. Up to 

this layer, we used the ‘ReLU’ activation function for each layer. The dense layer then further 

connected with a final 5-unit that used a softmax activation function to return a categorical 
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output reflecting the decision of the CNN. The receptive fields of the four CNNs were 0.80° 

(CNN1), 1.95° (CNN 2), 2.8° (CNN 3), 4.22° (CNN 4), and 10.26° (CNN 5) in size 

respectively.  

Figure 19. This figure shows the architectures for different neural networks used in this 
chapter. Architectures 1, 2, 4 and 5 were created by successively stacking convolutional and 
max-pooling layers. CNN 3 had a similar architecture, except that it had a lower stride in the 
first convolutional layer, resulting in an intermediate RF size between CNNs 2 and 4 
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(2) Receptive Field Size Estimation. 

 Receptive field (RF) estimation was done using the technique of gradient-based RF 

estimation with the help of code developed by Krzysztof Kolasinski, available free under 

GPL-3 License.  

(3) Training and Testing Datasets.  

We created training datasets by adding Gaussian noise equivalent to the noise level in 

the stimuli human and ideal observers were shown. The primary training of the CNNs 

happened on a 7,500-sample dataset of either full (without aperture) upright or full inverted 

faces. The dataset contained 1,500 samples of each of the five faces used in this study. xA 

separate dataset with 600 images/class was used for validation. The faces were generated by 

adding white Gaussian noise with zero mean and standard deviation equal to 14 gray levels. 

Since we needed to estimate the neural network’s contrast threshold, we used different levels 

of multiplicative contrast uniformly sampled from the range 0.002 to 1 in discrete steps of 

0.002. This step allowed the units to learn features in full-face images relevant for face 

identification at various contrasts, like how humans perform the task (Geirhos et al., 2018). 

For transfer learning, we created smaller datasets with 300 images/class for each face 

condition (upright/inverted) and each aperture (4 levels). These retraining datasets also used 

varying levels of contrast like the primary training dataset. The validation dataset consisted of 

150 images/class. For testing, we created a dataset that consisted of noise-added faces at full 

contrast consisting of 300 images/class. The actual contrast of the images was manipulated by 

multiplication with a scalar while fitting the contrast threshold (see details of fitting below). 
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(4) Training.  

All CNNs were trained on 7500 noisy samples of full (without aperture) upright and 

inverted faces separately. We used the Adam optimizer with an initial learning rate of 0.001, 

trained for a maximum of 100 epochs, stopping earlier if the validation loss did not reduce 

after 20 epochs. We used a dropout layer that randomly dropped 20% of the nodes while 

training to improve training robustness.  

(5) Transfer Learning. 

 Even though the preponderance of human experience to faces consists of full faces, we can 

flexibly use this learning on faces covered with apertures. A face stimulus covered by an 

aperture activates neurons across different stages of visual processing based on their feature 

tuning. These activations form the basis for the decision made by humans.  However, this 

property does not automatically translate the CNNs. If a CNN is trained on full faces and 

tested on a face covered with apertures, it is most likely to perform at chance level. To model 

the human ability to flexibly use stimulus features at different stages of visual processing to 

make identity judgments, we need to limit the CNN’s ability to use feature maps learned 

during training on full faces and retrain it to perform categorization on stimuli masked by 

apertures. For this, we used the technique of transfer learning. For this, we created a fresh 

CNN with the architecture chosen from one of the 4 CNNs we are studying. We copied the 

weights of the corresponding layer from the largest network (CNN 5) into this architecture 

trained on upright or inverted full faces. For the case of CNN 3, we copied weights from the 

full architecture trained on full faces. Then the weights of all the copied layers were frozen. 

The dense layer was initiated randomly. This network was then retrained separately on each 



 

69 

condition (upright/ inverted faces) x (4 apertures). All other hyperparameters were set 

identical to the primary training paradigm. 

d) Fitting the contrast thresholds 

We fit 70% contrast thresholds for the ideal observer and the CNN. The contrast threshold 

for the ideal observer and the CNNs were determined by a staircase procedure. The procedure 

started with an initial guess for the contrast threshold. The testing of the model observer was 

done with the contrast reduced multiplicatively by the guess contrast. If the ideal observer's 

performance was greater than 70%, then guess contrast was reduced by half, and if it was 

lower than 70%, it was increased by half of its distance to the upper threshold, which was set 

to be 1. Based on the outcome, the lower or upper threshold was updated to the previous guess 

threshold, and the algorithm progressed to the next step. This procedure was repeated until the 

performance of the model observer eventually converged to 70% with a permissible difference 

threshold (0.5% for the ideal observer and 2% for the CNN). The final guess contrast was 

taken as the contrast threshold for the condition.  

In the inverted face condition, CNN 1 reached a peak performance of only 62%. For this 

condition, to compare the performance profile of CNN 2 with other CNNs, we used a 50% 

contrast threshold instead.  

e) The efficiency of an observer or model 

To benchmark the performance of a human or model observer, we use a measure known 

as efficiency (Barlow, 1980), which is the ratio of the squared contrast thresholds of the ideal 

and human observers for a chosen performance level.  

2

2
ideal

observer

cEfficiency
c

η= =    (2) 
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Since we estimated the contrast thresholds for the human and model observers at 70% 

accuracy, we performed a binary search to compute the contrast threshold at which the BIO 

performed at 70% and used that contrast threshold in equation (2) to compute the efficiency 

of the human and CNN observers. The efficiency always lies between zero and 1. A higher 

efficiency indicates that the observer is able to use a larger fraction of the stimulus information 

to perform the task.  

8. Results.  

a) Results for human observers.  

To establish the variation of human efficiency with aperture size and face orientation, we 

conducted a 2-way ANOVA with aperture (4 levels) and orientation (upright/inverted) as 

factors. The results indicated a main effect of aperture size (F(3,248) =  83.06, p <<0.05), and 

a main effect of face orientation (F (1,248) = 92.69, p << 0.05).  The interaction effect was 

also significant (F (3,248) = 28.19, p << 0.05). Post-hoc Tukey’s HSD contrasts revealed that 

the efficiencies of human observers were not significantly different for upright and inverted 

faces for the first and second aperture sizes. Crucially, human efficiency for upright faces was 

significantly higher than inverted faces for larger apertures. We also found that human 

efficiency for inverted faces increases slightly but significantly for larger apertures (p = 0.005, 

see figure 20). 
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b) The role of effective receptive field size 

To understand how prolonged exposure to faces spatial summation in CNNs, we plotted 

the efficiency of the CNNs that were trained on full upright faces as a function of the mask 

area fraction (Figure 21). Our results show the efficiencies of CNNs 1, 2, and 3 for upright 

and inverted faces are approximately equal with increasing aperture size. CNN 4 shows poor 

spatial summation for the smaller apertures, but as the aperture size increases, its spatial 

summation capability for upright faces beats that for inverted faces. CNN 5 shows similar 

efficiency for upright and inverted faces for smaller apertures but shows superior integration 

efficiency for upright rather than inverted faces as the aperture size increases. 

Figure 20. The variation of spatial integration efficiency with aperture size for upright and 
inverted faces. The efficiency of humans initially reduces with aperture size for very small 
apertures. However, as the apertures become larger, human efficiency for upright faces 
increases while that of inverted faces continues to reduce. 
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Figure 21. These charts show the efficiency of the 4 CNNs in various conditions. The red, 
blue, and green squares simply represent three placements of the receptive field overlaid on 
the image as an aid to visualize the spatial extent of the RF at different locations on the image. 
The top row shows the sizes of the RFs for these CNNs. The plots show the efficiency of 
CNNs trained on full upright faces on a task of categorizing upright or inverted faces viewed 
through apertures of increasing sizes. Blue, red, green, black and orange traces represent 
CNNs 1, 2, 3, 4, and 5 respectively. The dotted and dashed lines represent testing on upright 
and inverted faces, respectively. 

9. Discussion 

We implemented a spatial summation task on upright and inverted faces to understand 

how possible computational mechanisms behind the Face Inversion Effect (FIE). Specifically, 

we aimed to understand why holistic processing, i.e., a mode of information processing that 

considers all the parts together as a unit, occurs only for upright but not inverted faces. 

Possible mechanisms behind the face inversion effect have been proposed from a variety of 

approaches like developmental psychology (Cashon & Holt, 2015); psychophysics, (Diamond 

& Carey, 1989; Yin, 1969), computational modeling (Loftus et al., 2004); neuroscience 

(Yovel & Kanwisher, 2005), cognitive science (Rakover, 2013; Rossion, 2009), and 

computational neuroscience (Wallis, 2013). When we consider all the proposed theories, three 
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factors are dominant. Firstly, the inversion effect has been linked to overtraining for upright 

orientation of faces, but not for inverted (Wallis, 2013). Secondly, it has been linked to using 

a larger perceptual field in the upright orientation compared to inverted (Rossion, 2009). 

Finally, the inversion effect has been connected to higher-level face-sensitive regions 

(primarily the Fusiform face area, or FFA) in the ventral cortex (Yovel & Kanwisher, 2005). 

Over the last 20 years, various novel techniques to measure these factors have been developed 

and used to test these theories. Here, we provide evidence linking these factors to the face 

inversion effect by applying two new techniques that have never been applied together in this 

context: spatial efficiency measurements and deep learning.  

Our results indicate that humans can integrate information across a larger spatial extent 

for upright compared to inverted faces. This result is broadly in agreement with the perceptual 

field hypothesis. Our results are also consistent with the findings of Tyler & Chen (2006), who 

reported a larger region of spatial summation for upright vs. inverted faces on a detection task. 

Their study was based only on four individuals, and the effects did not reach statistical 

significance. We demonstrated a much larger effect size (f = 0.61) of inversion on the 

efficiency for face identification at a sample size of 8 individuals. This indicates that face 

identification (but not face detection) elicits stronger spatial summation in upright faces than 

inverted faces. 

Recent research has shown that the population receptive fields (pRFs) of higher-level face-

sensitive areas like the FFA in the ventral stream shrink in response to the face inversion. This 

results in reduced spatial integration of features in these areas, ultimately manifesting 

behaviorally as the face inversion effect (Poltoratski et al., 2021). While this result elucidates 

the neural mechanism underlying the face inversion effect, it does not reveal the connection 
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to the third factor listed above: the role of long-term visual experience in shaping this 

mechanism.  

We demonstrated this connection by using five Convolutional Neural Networks (CNN) 

trained on upright and inverted faces and testing their efficiency at the spatial summation task. 

CNN 1, with a small receptive field, showed reducing the efficiency with increasing aperture 

size irrespective of its training. This result is consistent with the idea that lower visual areas 

do not mediate the face inversion effect. The size of the theoretical receptive field was 

approximately 0.8° x 0.8°. In contrast, CNN 5 with larger receptive fields trained on full 

upright faces showed a similar pattern of spatial summation as in humans: the efficiency of 

spatial summation was similar for upright and inverted faces for smaller aperture sizes, but 

superior for upright rather than inverted faces for larger aperture sizes.  

What aspects of upright faces allow humans (and CNNs with sufficiently large RFs) to 

acquire superior spatial integration capabilities? To answer this, we draw inspiration from an 

influential model of face processing (Haxby et al., 2000), which postulates that faces have 

changeable and invariant features. Examples of invariant features are feature configuration, 

the position of the jawline, skin tone, etc. Based on this model, prolonged exposure to faces 

allows the brain to optimize for invariant features making it more efficient at integrating 

information from these features. Since these features are spread out on the face, the neurons 

in higher regions with larger RFs are recruited for processing faces. These neurons show 

superior efficiency when the features of the incoming stimulus are aligned with their preferred 

features. On the other hand, they are also more inefficient at representing stimulus features 

that they are not tuned to.  Our research provides preliminary evidence supporting the idea 

that visual experience mediates the face inversion effect by increasing the spatial summation 
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capability in regions of the brain with larger receptive fields. However, more research is 

needed to identify the exact mechanism of this influence. One possible direction is to explore 

the roles of changeable and invariant features during training in bringing about superior spatial 

summation abilities neural network. 

Bearing in mind the risk of inappropriate inference when using CNNs as models of the 

visual system (Borowski et al., 2019), we do not suggest that our models completely capture 

all elements of how experience shapes face perception. Rather, we are using this model to 

establish a specific claim that the preferential use of efficient spatial summation mechanisms 

in humans can be linked to biases in long-term visual experience. The value of such efforts 

for psychological science has been recognized and emphasized (Guest & Martin, 2021). 

Therefore, our results suggest that the face inversion effect in humans occurs as a result of 

superior spatial integration efficiency for upright rather than inverted faces. Our results also 

suggest a possible mechanism by which such superior spatial integration efficiency may arise 

in regions higher up in the visual processing hierarchy as a result of long-term visual 

experience of full upright rather than inverted faces.  
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IV. General Discussion 

This thesis aimed to explore the role of the visual experience of faces in shaping face 

perception mechanisms in humans. The emergent picture is that prolonged exposure to faces 

such that the features occur in a fixed configuration around an observer’s preferred point of 

fixation on the face may allow the learning of larger feature templates. These templates are 

efficient in most real-life face recognition scenarios where the incoming face information is 

formatted to match the learned templates. However, efficient processing may break down in 

some contrived and unfamiliar situations, resulting in peculiar perceptual effects that appear 

to be unique to faces. We presented empirical evidence supporting the hypothesis that the 

visual experience of faces shapes these perceptual phenomena in humans and model 

observers.  

Recent results showed that the visual experience of faces as mediated by the PFL plays a 

functional role in task performance across face tasks like person, gender, and emotion 

recognition.(Peterson & Eckstein, 2012; Tsank, 2019). Chapter II extended these results by 

demonstrating that the PFL also modulates two well-studied face effects: the Composite Face 

Effect (CFE) and the Face adaptation effect (FAE). For this, we compared groups of upper 

and lower-lookers on a Composite Face Effect (CFE) task and a Face adaptation effect (FAE) 

task. We found that the location of an individual’s PFL influenced the outcomes of both tasks. 

Upper lookers generally showed stronger CFEs than lower lookers. The second task revealed 

that upper lookers were more position-specific in their adaptation effects, such that adapting 

away from their PFL reduced the strength of the FAE irrespective of the testing location. On 

the other hand, the FAE for the lower lookers was more position invariant. These results form 

the basis for the central argument in this thesis: long-term visual experience of faces shapes 



 

77 

the underlying neural mechanisms of face processing, which gives rise to efficient face 

processing and other perceptual effects commonly reported with faces.  

Here we discuss possible interpretations of these results. Over a prolonged period of 

viewing faces at a specific fixation location, the brain learns internal representations of faces 

that are tuned to that fixation location (Tsank, 2019). The first panel in Figure 22 shows the 

performance of a Region of Interest Ideal Observer (ROI) ideal observer (see Peterson & 

Eckstein, 2012 for a derivation). The heatmap represents the distribution of task-relevant 

information on the face, with the hotter regions representing more informative regions. The 

image shows that there is more information density near the eye region, which is also spread 

across a larger area than that near the mouth region. Thus, there is a ‘U’ shaped distribution 

of visual information on the face. A foveated observer who usually fixates higher up on the 

face would need to integrate information across a larger area to identify faces effectively. An 

upper looker would likely develop efficient visual processing over a larger span than a lower 

looker, which increases the interference from the irrelevant half in the CFE task. This possibly 

explains the reducing CFE as the PFL moves away from the eyes.  

The interpretation of the effect of the PFL on the FAE is more counter-intuitive. One 

possible theoretical interpretation of these results is based on a well-established theory of face 

processing (Haxby et al., 2000). The theory postulates that some aspects of the face are more 

invariant than others. For example, the configuration of features on the face remains 

unchanged across human faces. On the other hand, several features like mouth shape, gaze 

direction, etc., are changeable. The brain may learn more rigid representations of invariant 

features around the PFL. This will result in stronger tuning to the fixation position, and 

consequently, higher position specificity of the FAE. On the other hand, if the features around 
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an observer’s PFL are more changeable, the learned representations may be more flexible, 

resulting in a weaker fixation tuning and ultimately higher position invariance. This may be a 

possible explanation that accounts for our findings. While we have provided empirical 

evidence supporting the role of the PFL on the FAE, an exact mechanism for this effect would 

need to be established by a more rigorous future study. 

 

Chapter III explored the computational basis of the face inversion effect (FIE).  The FIE 

refers to the fact that humans are better at identifying upright rather than inverted faces. This 

effect is thought to arise because humans are mainly exposed to upright rather than inverted 

faces. Here we showed that this effect occurs due to increased efficiency of spatial integration 

of information for upright faces compared to inverted faces. Recent research also showed the 

Figure 22. Face recognition is an interplay between the distribution of stimulus distribution, 
long-term oculomotor strategies, and the foveated visual system. The first image depicts a heat 
map of face identity relevant information computed using a Region of interest Ideal observer 
(see  Peterson & Eckstein, 2012 for implementation). The next two faces depict individual 
differences in preferred first fixation locations on the face. Yellow dots represent the landing 
position of the first eye movement to faces across 320 trials. The green and pink crosses 
represent the average first fixation location of an example upper and lower looker, respectively. 
The right-most face depicts the fixation position in a gaze-contingent sequential face part 
matching task. The red cross shows the location where the observer maintains their gaze 
throughout the stimulus presentation time. 



 

79 

importance of higher-level visual processing in the visual cortex in mediating the FIE 

(Poltoratski et al., 2021). Our results reconciled these findings by showing that a neural 

network model with a larger receptive field also demonstrates superior spatial integration for 

the learned stimulus orientation, provided the stimulus had sufficient spatial extent for the 

efficient spatial processing to kick in.  

 Chapter III establishes the role of visual experience to face differently: by using deep 

learning models. Convolutional neural networks are loosely based on the human visual 

system. However, many researchers have noted limitations in comparing the two systems 

(Borowski et al., 2019). However, we argue here that to characterize whether and how visual 

experience brings about the FIE, an exact correspondence between the visual system and the 

model observer is not necessary. Quoting David Marr, “In order to understand bird flight, we 

have to understand aerodynamics; only then the structure of the feathers and different shapes 

of bird’s wings makes sense” (Marr, 1982). Likewise, the CNN helps us test the hypothesis 

that long-term statistical learning of visual features in upright faces in a system capable of 

spatial summation over a sufficiently large spatial extent can efficiently process upright but 

not inverted faces. Our confirmation of this hypothesis thus suggests the role of visual 

experience in shaping the FIE at an algorithmic level. However, we cannot make any 

inferences about how this process happens in humans. Combined with recent research 

confirming the role of spatial summation in higher-level regions in the ventral stream in the 

brain (Poltoratski et al., 2021), we can make a stronger case for a spatial summation account 

of face processing.  

Our finding that visual experience influences face perception is not novel: many authors 

have noted this in passing. However, our findings show that this influence is exerted even at 
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smaller spatial scales, such as between two different fixation locations on the face. This 

underscores the importance of developing techniques that measure and characterize the face 

diet accurately across the human lifespan to better understand face processing mechanisms.  
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