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Abstract

Search for supersymmetry at CMS in proton-proton collisions with center-of-mass

energy of 13 TeV in the single-lepton final state using the sum of masses of large-radius

jets

by

Alex Dorsett

Results are reported from a search for supersymmetric particles in proton-proton colli-

sions in the final state with a single, high transverse momentum lepton; multiple jets,

including at least one b-tagged jet; and large missing transverse momentum. The search

uses a 136 fb−1 sample of proton-proton collisions at
√
s = 13 TeV accumulated by the

CMS experiment in 2016, 2017, and 2018. The search focuses on processes leading to

high jet multiplicities, such as gluino pair production with g̃ → tt̄ χ̃0
1. The quantity

MJ , defined as the sum of the masses of the large-radius jets in the event, is used in

conjunction with other kinematic variables to provide discrimination between signal and

background and as a key part of the background estimation method. The observed event

yields in the signal regions in data are consistent with those expected for standard model

backgrounds, estimated from control regions in data. Exclusion limits are obtained for

a simplified model corresponding to gluino pair production with three-body decays into

top quarks and neutralinos. Gluinos with a mass below about 2150 GeV are excluded at

a 95% confidence level for scenarios with m(χ̃0
1) < 700 GeV, and the highest excluded

neutralino mass is about 1250 GeV.
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Chapter 1

Introduction

The work presented in this thesis concerns the details and results of an analysis. This

term is ubiquitous in and outside of the physical sciences, and has a variety of meanings.

In high-energy physics, analysis refers to a particular procedure of searching for a signal

model in data. Throughout my time in grad school I have learned a lot about what this

procedure entails, but have never found it succinctly described in one place. Therefore,

this introduction will serve as my attempt to provide such a high-level description. I will

list the fundamental steps of an analysis, and provide a brief summary for each. Though

these steps will be presented in the context of high-energy physics, I have tried to keep

them general enough to apply to any kind of analysis. For a detailed example of an

analysis, feel free to read the rest of the thesis.

1.1 What is an analysis?

Outside of high-energy physics, experiments are usually designed and conducted to

measure quantities associated with a single process, or to quantify the behavior of some

system. This involves making measurements of a system when the process of interest
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occurred, and contrasting them with measurements when the process didn’t occur. At

the LHC, however, the data collected contain a mixture of all possible processes, and it is

impossible to know what process is occurring at a particular time. This makes the task

of analyzing the data fundamentally different. It is not a matter of counting the number

of times a particular process occurs. Rather, it is determining if events with a particular

set of properties occur as frequently as you would expect. This may seem like a subtle

difference, but it requires a different approach to analyzing the data.

When designing an analysis, there is an order to how you study the data available

to you. You start by only use simulated data, until you have determined the primary

features of the signal of interest. Once you have the main selections and signal defined,

you can look at regions of data which are free of the expected signal. This is called

blinding, and is done to avoid introducing bias into the analysis. If you look at data too

early you may notice a feature in the data which, in reality, is nothing but a statistical

fluctuation. If you interpret it as evidence for a signal, however, you may tune your

analysis strategy in order to isolate and enhance this feature. In doing so, you could

create an artificial signal in your data out of nothing but a fluctuation. This false result

would get disproved once another data sample is studied, but it would likely cause a

lot of headaches in the mean time. For this reason, it is forbidden to look at search

regions (where we expect signal to be) in data before the complete analysis strategy has

already been determined. The procedure of finally looking at search regions in data is

called unblinding, and is always one of the last steps of an analysis. To further familiarize

ourselves with this methodology, we will go over the basic steps one goes through when

conducting an analysis at the LHC. This is not meant to be an all-encompassing guide,

but rather a brief overview of the important steps and procedures which go into an

analysis. These steps are represented as a flowchart in Figure 1.1.
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1

1. Find signal model

3. Determine experimental signature of signal

4. Identify Standard Model background

5. Design discriminating variables

6. Define search and control regions

7. Predict background in search regions

8. Compare predictions with data

9. Interpret result in context of signal model

2. Build experiment and collect data

Figure 1.1: Flowchart of an analysis.
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Step 1: Find signal model

The first step to take when starting an analysis is to select the model you will be

searching for. The range of models you have to choose from is determined by your data.

Many experiments are designed with a particular signal type in mind, so the data they

collect may only be suited to search for that signal and not much else. In proton-proton

collisions, however, the dataset contains a myriad of processes. Furthermore, CMS and

ATLAS are general purpose detectors, meaning they collect a wide range of information

about each event. Because of this, the data of these experiments can be used to search for

many different types of models. Once you’ve determined the span of models you can search

for, it’s time to select the model you’re interested in. Depending on the models available,

this can fall into a couple categories. Namely, a model in the standard model—either

an interaction that is allowed but hasn’t been observed before, or one that has been

observed but not fully characterized—or a model outside the standard model—such as

supersymmetry, dark matter, etc. For those outside the standard model, not all models

are created equal. When choosing from this category, the decision is usually made based

on which models are the most well-motivated. The exact criteria that go into this label

are quite complicated, and it is good practice to consult a theorist when deciding on a

model of this type. Additionally, you don’t need to only select one model to search for.

Some analyses are inclusive, which means they search for a broad class of models that

give similar signatures.

Step 2: Build experiment and collect data

Every kind of analysis requires data of some form or another. In some cases, data

is generated by an experiment that induces interactions in which the signal may occur

and then be measured by a detector. In other cases, the signal interactions are already
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occurring and a detector is designed to record them. In either case, the quantities mea-

sured by the detector must be sensitive to the presence of signal. The collections of

measurements made by the detector in a given time period is known as an event. Events

are the fundamental unit of data in high-energy physics.

Step 3: Determine experimental signature

Given a well-motivated model, determining how it would manifest in data still isn’t

necessarily straightforward. In the case of the Higgs boson, it took decades before its

properties could be pinned down enough to predict a signature within the reach of ex-

periments. Even when you have a good understanding of the final states produced by

your model, there is still some work to be done to decide which of these channels to

search for. This entails determining how well you would be able to measure the products

in each final state, how common each final state is, and what standard model processes

would give similar products (discussed more in the next section). Finding a final state

with a high branching fraction, small background, and good detector resolution is ideal,

but rarely possible. Often it is a matter of finding the happy medium between these fea-

tures, the relative importance of which will be different for each model. For the Higgs, a

unique final state with a very small branching fraction gave much more sensitivity than

a more common final state with a large branching fraction. We’ll see more about deter-

mining sensitivity in the next section. Once you’ve chosen a final state, you can define a

baseline selection, which is a set of cuts that captures the primary features of the signa-

ture. The goal of the baseline selection shouldn’t be to absolutely minimize the amount

of background, but rather to define the broad category your signal inhabits (i.e. 1 or

more leptons, high number of jets, missing energy, etc.).
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Step 4: Identify standard model background

Now that you have selected a model and signature, you next need to determine

how unique this signature it is. To do this, you need to consider what standard model pro-

cesses would produce a similar final state. When doing this, you should also take into

account the role the detector plays in event reconstruction. So, on top of those processes

which directly produce the final state, you should also consider processes that could get

measured to have the same final state (i.e. if you are searching for a final state with

one lepton, you should consider processes where 2 leptons are produced, but only one of

them is measured). For each relevant background, acquire simulated samples and study

their properties, to get a quantitative measure of how much they will contribute to the

overall background. Once you have done this for each background, bring all of your re-

sults together, and determine how sensitive this background is to the signal. Sensitivity

is a measure of the potential for a deviation from the expected background to be notice-

able in data. This takes into account the uncertainty in the total background, as well as

the expected yield of the signal. Once you’ve determined the sensitivity for a channel,

compare it with the sensitivity to a few other final states for your model. Though this

requires having to perform this procedure multiple times, it will help make sure that your

search is done in the most sensitive channel.

Step 5: Design discriminating variables

Now that you’ve determine what your primary backgrounds will be, you can start to

think about how to further distinguish them from your signal. Given you determined

these backgrounds to be those which most resemble the signal, this isn’t always a simple

task. It will involve a lot of trial and error: design a variable and then study how it

behaves in background and signal. Furthermore, many times it is impossible to find
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a single variables which separates the signal from background. Rather, it is a matter

of finding the right combination of cuts on multiple variables in order to accomplish

separation. It is also important to note that sometimes the primary background has a

signature that is identical to the signal process, and there isn’t a set of cuts that can be

applied to separate the two. This is called an irreducible background. In these cases, it

becomes more important to understand this irreducible background well, and accurately

predict its behavior in the signal region. This is precisely what control regions are for.

Step 6: Define search and control regions

At this point, we have determined an experimental signature for our signal, identified

the corresponding background, and designed variables to discriminate between the two.

Now it’s time to define where we will be conducting the search, know as the search region.

This is where we expect the signal events to be found, and is defined using the optimal

combination of the discriminating variables found in the previous step. Next, we need

to define control regions, which have no overlap with our search regions, and can be

used to study the leading backgrounds. Usually, there are several control regions, each

of which is dominated by a different background process. These control regions will be

used to compare simulations with data to verify the background is well-modeled in the

simulation. Significant discrepancies between simulations and data may also indicate that

there is a contributing background process which was not included. If the simulations

agree with the data in the control regions, this gives us confidence that the simulation

models the backgrounds well in the search region as well. Finally, it is important to make

sure that your control regions will not have any signal events in them. This is called signal

contamination, and it will cause you to overestimate the amount of background in your

search region because the control region you use for this estimation isn’t just background.
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Step 7: Predict background in search region

In order to tell if there is any signal present in the real data, we first need to predict

how much background we expect there to be. In the last section, we learned about

defining control regions which are dominated by the background processes. Now, it’s just

a matter of extrapolating the background from these control regions to the search regions.

Though it’s tempting to rely heavily on the simulations, care should be taken when doing

so. Though we have simulations of all the physics processes we know about, these aren’t

always perfect representations of what we measure in data. Small differences in behavior

between the simulation and data can lead to incorrect background estimation or a high

amount of uncertainty. There are, however, a range of data-driven background estimation

methods that can be used. We will describe one such method in Chapter 8

Step 8: Compare prediction with data

Up to this point, we have been relying on simulations, as well as control regions in

data, to design and refine our analysis. We have defined signal-rich search regions and

have found a prescription for predicted the expected behavior in them from background-

dominated control regions. Now is the moment of truth: it’s time to unblind. On top of

predicting what we expect the background to look like in the search region, we will also

need to predict what we would expect the signal would look like. After all, the data needs

to disagree with the predicted background in a particular way to indicate the presence

of signal. Once we have these two predictions, we look at the data, and determine which

option it is more consistent with. How exactly we determine this is covered in the next

section.
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Step 9: Interpret result in context of signal

Now that everything is said and done, it’s time to step back and determine what we

have found. We set out to search for a particular model, and so we need to interpret

our results in the context of this model. Depending on what we found, this can look a

bit different. If evidence for the signal is observed in data, then we will report the how

significant this evidence is. If the data shows no evidence of signal, then we will report

what effect this has on our understanding of the model. The procedure for each scenario

is a bit different, so let’s explore both.

In the case in which an excess is observed in the search region in the data, we must

quantify how significant this excess is. To do this, we invoke the null hypothesis, which

states that the observed excess is simply a fluctuation in the background (after all,

predictions always have uncertainty). We then compare this with the signal hypothesis,

and assess which one is more consistent with the observed data. From this test, we

can calculate a significance level, which quantifies the likelihood that an observation is

caused by a signal model compared to a background fluctuation. Significance levels are

often quoted as a number of standard deviations of a Gaussian distribution (number of

σ). For example, reporting a 1σ result means that the probability that the observed data

is caused by background fluctuation is 16%. In order to claim discovery of a new particle,

an analysis must have a significance level of 5σ or higher, corresponding to a probability

of 3× 10−10 that the data is caused by a fluctuation. It’s worth noting that there isn’t

anything particularly special about a significance of 5σ, but it is the standard of high-

energy physics. That’s not to say that you can’t report your results if you only have

4σ, but you just can’t use the word “discovery” in your title (often “observed excess” or

“evidence for” are used).

So what is one supposed to do with a null result? Though all the analyses we have
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looked at thus far have been successful in their searches, this is far from the norm. In fact,

there are many more searches that did not find anything at all. Fortunately, null results

are not meaningless. They can be used to set cross section limits on the model being

searched for, and are usually expressed in terms of upper limits on the production cross

section (in the case the search is for a decay mode of a known particle, then a limit on

the branching fraction is given). Often when we are searching for a new particle, we don’t

know the exact value of its mass, so we calculate an upper limit for each value of the

mass separately. When the limit set on the cross section is below the value predicted by

a model for a given value of particle, it is said that this mass value is “excluded”. Though

it’s not as exciting as having a press event and a Nobel prize, limit setting is crucial to

future researchers. Limits on the productions cross section of particles in a model are still

worth publishing, as they offer results that go beyond the model being searched for. In

fact, new models can be rejected based on limits placed by previous searches for other

models. When the data results for an analysis are published, they can reinterpreted—re-

analyzed from the context of another model. This means that data from a search for

one model can be used to set limits for other models as well (as long as the analysis uses

general enough methods to allow for this). This is why it is important to set the best

limits we can when a null results is found.
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The Standard Model

2.1 Experimental foundations of the standard model

This section briefly reviews the experiments and discoveries that laid the foundations

of the standard model, and gives a sense for the searches being conducted today. In this

review, many of the tribulations the field has gone through to get where it is today will

be omitted. Instead, this review will interpret the results from the privileged position of

having a framework everything (mostly) fits into. The scientists who made the discoveries

weren’t so lucky, and occasionally results gave consternation rather than clarity. Thus

the field progressed, with experimental results informing new theories, which in turn

motivated the design of further experiments.

A timeline of the prediction and discovery of each particle in the standard model is

shown in Figure 2.1. Here we will discuss a few of the discoveries and the theoretical

implications that came with them. We will start with the discovery of the positron,

which introduced a new type of matter. Next, we’ll discuss the prediction and discovery

of the neutrino, which demonstrated some particles can’t be readily detected. We’ll

also show how this invisibility was accounted for in the discovery of the W. Finally,
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Figure 2.1: Experimental timeline of the standard model. For each particle, the date
of theoretical prediction is marked with a gray dash, while the date of discover is
marked in black. In the case of the electron, the exact date of prediction is unclear,
while for the µ and τ , they were discovered before any predictions of their existence
had been made.

we’ll recount the saga of the top quark, with its many limits and the new energy scale

that came with its eventual discovery. These results were chosen in particular because

they highlight many of the key features present in supersymmetric models: new types of

matter, invisible particles, and increasing energy scales.

The first paradigm shift of particle physics came with the discovery of the positron.

After developing a relativistic wave equation for free electrons ,which we will explore

later, Paul Dirac wasn’t sure what to make of the negative energy solutions it allowed

[13]. This problem was soon solved by results from an experiment conducted in 1932
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by Carl Anderson [14], when Anderson was studying the tracks of charged cosmic rays

in a cloud chamber in a magnetic field. He observed a positively charged particle that

appeared to have a mass close to the electron. After determining the track could not

have been caused by a proton, Anderson concluded it was caused by a new positive

particle. Thus, the perceived flaw of the Dirac equation turned out to be a profound

truth: for every particle it described, there is an antiparticle with the same mass but

opposite charge. The discovery of the positron legitimized Dirac’s description of spin-

1/2 particles, which was eventually developed into the extremely successful theory of

quantum electrodynamics (QED). Furthermore, the discovery introduced the concept of

antimatter : a new form of matter that mirrored normal matter. Thus every fermion

was expected to have an antiparticle with the same mass, but opposite charge. This

introduction nearly doubled the number of particles that would come to be expected in

the standard model.

Though all particles but two were predicted before they were discovered, these pre-

dictions were often attempts to explain previous experimental results. This was the case

for the neutrino, whose existence was inferred from studies of nuclear beta decay. At the

time, it was understood that an unstable nucleus could decay into a lighter nucleus with

a different atomic number, emitting an electron in the process. When looking at the en-

ergies of the electrons being emitted from a particular beta decay, experiments observed

a spectrum rather than a single value. This was contrary to the behavior expected from a

two-body decay, in which the products should have a definite energy. The result produced

a myriad of responses in the community, with Niels Bohr going so far as conjecturing

that energy was only conserved on average. Fortunately, Wolfgang Pauli had a better

take, proposing that there was another particle produced that escaped detection. The

energies of decay products are not fixed in three-body decays, so the presence of a third

particle would explain the electron energy spectrum observed. Pauli initially named the
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new particle the neutron, but the “ino” suffix was later added due to its predicted mass

being extremely small.

Though the prediction of a weakly interacting neutral particle was attractive in that

it accounted for missing energy observed in nuclear beta decay, it took two decades

before these particles could be directly detected. There had been many experiments in

which the neutrino’s presence could be inferred, but it had never been directly observed.

For particles that pass through the earth by the trillions without interacting, direct

detection is a challenge to say the least. As is often the case with such a rare signal

process, the solution was to set up an experiment with favorable interaction conditions

and then wait. Designed by Clyde Cowan and Frederick Reines, the experiment consisted

of two 200 L tanks of water placed next to a nuclear reactor [15]. Antineutrinos produced

in the reactor would interact with hydrogen nuclei in the water through inverse beta

decay (ν̄e + N → N ′ + e+). The resulting positron then annihilated with an electron

and produced two photons, which were measured. Between the high number of targets

afforded by the water and the high neutrino flux of the reactor, they were able to achieve

an estimated three signal events per hour. Over a period of five months in 1956, data

were collected for ∼900 hours with the reactor on, and ∼250 hours with the reactor off.

After comparing the two data samples, Cowan and Reines measured a cross section for

inverse beta decay within 5% of the theoretically predicted value.

The discovery of the charm quark in 1974 completed the two generations of fermions

known at that time: two charged leptons with their corresponding neutrinos, and two

pairs of up- and down-type quarks. This two-generation picture didn’t last long, however,

as the τ unexpectedly appeared on the scene a year later, revealing there was at least

another generation of leptons. Two years after that in 1977, the down-type bottom quark

was discovered, maintaining the symmetry between the number of lepton and quark

generations. With a mass of 4.2 GeV, the bottom was the heaviest elementary particle
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observed at the time. It was expected the yet-observed top quark would follow the trend

of having a higher mass than its down-type counterpart, though it wasn’t clear how much

heavier it should be. While neutrinos were easy to produce but hard to measure, the top

was hard to produce but would decay into measurable products (mostly). The search for

the top quark became a matter of developing an experiment able to produce it. In the 18

years following the discovery of the bottom quark, experiments with higher and higher

energies searched for the top quark and, not finding it, put higher and higher limits on

its mass.

That isn’t to say there weren’t any successful experiments in this period. In 1983,

both the W and Z were discovered in proton-antiproton collisions by the UA1 and UA2

experiments at the Super Proton-Antiproton Synchrotron (Spp̄S) at CERN [16, 17, 18,

19]. With masses of 80.4 GeV and 91.2 GeV, respectively, the W and Z were the first

particles discovered at a hadron collider. Furthermore, as it was identified through its

decay to a lepton-neutrino pair, the W was the first particle discovered using missing

energy. This achievement was made possible by the hermeticity of the detector, which

covered nearly all 4π steradians around the interaction point with calorimeters. This

level of coverage became the norm for general-purpose detectors at collider experiments.

Despite Spp̄S reaching a center-of-mass energy of 540 GeV, the top quark remained

undiscovered. By the end of its life cycle in 1990, the UA2 experiment had put a lower

limit of 69 GeV on the top mass [20]. Around this time, the Tevatron began running

at Fermilab, colliding protons and antiprotons at a center-of-mass energy of 1800 GeV.

After two years of collecting 4 pb−1 of data, the CDF experiment increased the limit

to 91 GeV [21]. Finally, in 1995, with integrated luminosities of 67 pb−1 and 56 pb−1,

respectively, the CDF [22] and D/O [23] experiments discovered the top quark at a mass

of 173 GeV—40 times heavier than the second-heaviest fundamental fermion. After 18

years of incremental progress and limit-setting, the top had been found. By far the
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heaviest elementary particle, this discovery motivated further exploration at even higher

energies.

This has been a very brief survey of the experimental developments of the standard

model. It’s a story of new types of matter, invisible particles, and ever-increasing energy

scales. If you enjoy having these qualities in your model of nature, you’ll be big fan of

supersymmetry. Before we get into that, though, we’ll need to do some math. Far from

just a list of particles, the standard model is a gauge theory describing particle fields and

all the interactions between them. As an introduction to gauge theories, we will examine

the most simple pieces of the standard model, Quantum Electrodynamics. We will see

how gauge symmetries are introduced into the model, and how they lead to interactions

between particles.

2.2 QED from the Dirac Lagrangian

In simple terms, a gauge theory is one in which the Lagrangian doesn’t change under

a local transformation. This invariance is achieved by including additional fields in the

Lagrangian. These new fields, referred to as gauge fields, introduce interactions into

the model. In this section, we will see how this procedure can be applied to the Dirac

Lagrangian to give Quantum Electrodynamics (QED).

Based on the form of the free particle Dirac equation, the Dirac Lagrangian is

LDirac = ψ̄(x)(iγµ∂µ −m)ψ(x), (2.1)

where ψ(x) and ψ̄(x) ≡ ψ†(x)γ0 are bispinor fields representing spin-1/2 particle-antiparticle

degrees of freedom and γµ are the Dirac matrices—4× 4 matrices which satisfy the anti-

commutation relation [γµ, γν ] = 2ηµν . We will check this Lagrangian for invariance under

U(1) gauge transformations 1 where U(1) is the mathematical group of 1×1 unitary ma-

1Though “gauge transformation” implies some change in coordinate scale, it actually refers to a
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trices (complex numbers that can be written as eiχ, where χ ∈ R). Before checking for

local invariance, let’s start by checking for global U(1) invariance—in which all points

are transformed in the same way. To do this, we introduce the transformation

ψ(x)→ ψ′(x) = eiqχψ(x), (2.2)

and check if the Lagrangian changes. Since χ is a constant, the eiqχ from ψ(x) can simply

commute through ∂µ and cancel the e−iqχ introduced in the transformation of ψ̄. Once

this is done, the Lagrangian returns to it’s original form. Therefore, this Lagrangian is

invariant under global U(1) transformations, thus having a global symmetry. Applying

Noether’s theorem, which states there is a physical quantity observed for every symmetry

in the Lagrangian, we find this symmetry leads to the conservation of electric charge.

However, we haven’t modified the Lagrangian in any way—it still only describes free

spin-1/2 particles.

To make things more interesting, let’s impose a more strict condition: gauge invari-

ance. We will perform the same transformation as before, but allow χ to be a function

of the spacetime coordinate x. Whereas the previous transformation was global, this

transformation will be local—different at every point in spacetime. After performing

this transformation, we can quickly see that things aren’t going to workout as nicely as

before. Since χ is now a function of x, we can’t commute it through ∂µ without picking

up an extra term, so we end up with the expression

L′Dirac = ψ̄(γµ(i∂µ + q∂µχ)−m)ψ. (2.3)

Though this may seem like a quick and underwhelming end to our foray into gauge

invariance, it is actually where things get interesting. When a Lagrangian fails to be

invariant under a given transformation, gauge fields are included to fix it. The number

of gauge fields included is determined by the dimensionality of the transformation group

change in phase.
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(for U(1) this is 1). In this case, we will salvage the Dirac Lagrangian by adding the

electromagnetic field (we will see soon why we chose this field in particular). This field

is added by modifying the derivative operator to include the electromagnetic potential

Aµ (the resulting Dµ is called the gauge covariant derivative),

∂µ → Dµ = ∂µ + iqAµ(x). (2.4)

With this change, our new Lagrangian is

LDirac+EM = ψ̄(iγµ∂µ − qγµAµ(x)−m)ψ. (2.5)

Before checking for gauge invariance again, we need to determine how the new field Aµ

will transform. Fortunately, since we chose a field with well-established transformation

properties, this isn’t too hard to figure out. Under gauge transformation, the potential

Aµ transforms as follows:

Aµ → A′µ = Aµ − ∂µχ. (2.6)

Notice the transformation yields a term very similar to the additional term we had

before. This behavior is why this the electromagnetic potential was chosen as the gauge

field. With all the transformations established, we can perform the gauge transformation

on Equation 2.5. After a bit of algebra, we will find that L′Dirac+EM = LDirac+EM . By

introducing the electromagnetic potential into the Lagrangian, we have achieved gauge

invariance! Not only that, but this addition yields the term qψ̄γµAµψ. This may not seem

particularly exciting, but this term describes interactions between the charged fermions

of the Dirac equation and the electromagnetic field. To complete the incorporation of

electromagnetism into the Dirac Lagrangian, we just add a term corresponding to the

propagation of Aµ. With this, the Lagrangian becomes

LQED = ψ̄(iγµ∂µ − qγµAµ −m)ψ − 1

4
FµνF

µν , (2.7)

where Fµν = ∂µAν − ∂νAµ is the electromagnetic field tensor. By design, the additional

F µνFµν term maintains the all-important gauge invariance. Another detail worth noting
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is the lack of an explicit mass term for the gauge field, which would have the form

1
2
m2AµAµ. A quick check, however, will show that this term violates gauge invariance.

Therefore, the photon field is required to be massless. This feature is typical of gauge

theories, and we will see later how it is reconciled in the case of the W and Z.

To summarize, in our quest to make the Dirac Lagrangian gauge invariant, we added

the gauge field Aµ. In doing so, we introduced interactions between the charged fermions

of the Dirac equation and the electromagnetic field! The quantum field theory based on

Equation 2.7 is called Quantum Electrodynamics (QED). Though it was developed to

describe the interaction of electrons with the electromagnetic field, it works just as well

for all charged fermions: both leptons and quarks. Many experiments have verified the

predictions made by QED. The crown jewel of these is the measurement of the magnetic

moment of the electron, which agrees with the QED prediction up to 10 significant digits.

Though it would later be superseded by electroweak theory, the success of QED set

an important precedent. It established quantum field theory as the best way to describe

fundamental particles and their interactions. The same methodology used to construct

QED was subsequently applied to the other known interactions, and thus the construction

of the standard model began.

2.3 Symmetries of the standard model

Now that we have seen how requiring U(1) gauge invariance introduces interactions

between charged fermions and photons, we will see where the other interactions of the

standard model come from. All of these interactions will arise in a similar fashion to those

in QED. In fact, all interactions in particle physics are derived from gauge symmetries.

Let’s break down these symmetries piece by piece. The standard model Lagrangian

can be represented by a product of its three symmetry groups—and thus separated by
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interaction—like so:

LSM = SU(3)C︸ ︷︷ ︸
QCD

× SU(2)L × U(1)Y︸ ︷︷ ︸
EW

. (2.8)

Here, SU(n) refers to the special unitary group of degree n, which is the Lie group of n×n

matrices with a determinant of 1. Additionally, the label “EW” represent the electroweak

interaction, which is the unification of the electromagnetic and weak interactions. We

will discuss this in further detail later. First, let’s start by looking at the term responsible

for quantum chromodynamics (QCD).

2.3.1 Quantum chromodynamics

The strong interaction is responsible for the interactions between quarks and gluons.

As its name implies, it is the strongest interaction present in the standard model, and

it is responsible for the formation of hadrons. Unlike QED, whose charge is represented

as a scalar, the charge of the strong interaction is represented as a vector of three num-

bers. Referred to as color charge, quarks can have a charge of red, blue, or green, while

antiquarks carry the corresponding anticolor charge.

The formulation of the strong interaction, QCD, is a non-abelian (non-commutative)

gauge theory with the symmetry group SU(3)C (C for color charge). Whereas the U(1)

group for QED only had a single generator, SU(3)C has 8 generators, each one being a

traceless 3× 3 hermitian matrix. Therefore, rather than acting on a single bispinor, the

generators will act on a vector of three bispinors (one for each color). This gives the

gauge transformation the form

Ψ(x) =




ψR(x)

ψG(x)

ψB(x)



→ Ψ′(x) = eigαa(x)Ta




ψR(x)

ψG(x)

ψB(x)



, (2.9)

where Ta are the generators (typically represented by the Gell-Mann matrices), αa(x)
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are the transformation parameters, with the sum over the a index going from 1 to 8. As

in QED, to make the Lagrangian invariant under this transformation, gauge fields will

need to be introduced. In this case, however, because there are 8 generators for SU(3),

8 fields are required to ensure gauge invariance. As before, this is done by replacing the

derivative with the gauge covariant derivative, defined as

Dµ = ∂µI3 − igGa
µ(x)Ta, (2.10)

where I3 is the 3 × 3 identity matrix and Gµ
a(x) are the 8 gauge fields. As in QED,

these gauge fields correspond to the force-carrying particle of the interaction, meaning

there are 8 gluons (each with a different combination of color and anticolor). With the

covariant derivative established, we find that the Lagrangian is invariant under the gauge

transformation of Eq. (2.9) if the gluon fields transform as

Ga
µ(x)→ Ga

µ
′(x) = Ga

µ(x)− ∂µαa(x)− gfabcαb(x)Gc
µ(x), (2.11)

where fabc are the structure constants of the gauge group. With gauge invariance pre-

served, we can write the Lagrangian of QCD as

LQCD = Ψ̄q(iγ
µ∂µI3 − gγµGa

µTa)Ψq −
1

4
GcµνGµνc , (2.12)

where Gcµν = ∂µG
c
ν−∂νGc

µ−gfabcGb
µG

c
ν is the gluon field strength tensor, q is summed over

quark types, and c is summed over color. We now have a Lagrangian with interactions

between quarks and gluons! This expression looks similar to that which we found for

QED, with a few notable exceptions. First and foremost, the terms involved are 3 × 3

matrices rather than complex numbers. Another important difference is the additional

term present in the field tensor: gfabcG
b
µG

c
ν . This term gives interactions between the

gluon fields themselves, thus implying that gluons carry color charge. This self-coupling

behavior is not present in QED, in which the photon carries no electric charge.
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2.3.2 Electroweak interaction

For much of their history, the electromagnetic and weak interactions were treated as

separate entities, each governed by their own gauge theory and symmetries. As we saw

earlier, the electromagnetic force was the first of the fundamental forces to be described

successfully as a quantum field theory. This was in no small part due to the simplicity

of QED’s U(1) gauge group and the wealth of previous work done on understanding

electromagnetic interactions. The weak interaction, on the other hand, was not nearly

as well understood. It has many properties that hadn’t been observed in either QED

or QCD, such as: the ability to change quark flavor, violation of particle-antiparticle

symmetry and parity (as well as their combination CP ), and mediating bosons that have

mass. Despite all these apparent differences, however, it was shown that they are, in fact,

different aspects of the same force. This combination, known as electroweak unification,

was one of the most significant breakthroughs in the formulation of the standard model,

earning those who developed it the Nobel Prize.

The Lagrangian of the electroweak interaction is based on the product of two sym-

metry groups, SU(2) and U(1), meaning it will be invariant under the transformations

of either group. The U(1) symmetry group yields a similar structure to that of QED,

with a gauge field and an associated conserved quantity Y called weak hypercharge (this

symmetry group is often referred to as U(1)Y ). The SU(2) symmetry group gives three

gauge fields and a corresponding conserved quantity known as weak isospin. Weak isospin

has a structure analogous to particle spin, with T and T 3 denoting total isospin and its

third component.

A key feature of the electroweak interaction is that it is chiral. This means that
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fermion fields are split into left- and right-handed components, defined as

ψL =
1

2
(1− γ5)ψ (2.13)

ψR =
1

2
(1 + γ5)ψ, (2.14)

where γ5 = iγ0γ1γ2γ3. This separation is not superficial; left- and right-handed compo-

nents have very different interactions. Namely, the weak interaction only couples to left-

handed particles and right-handed antiparticles. Because of this, left-handed fermions

are joined together in pairs to form weak isospin doublets with (T, T 3) = (1/2,±1/2), con-

taining a neutrino and a lepton or an up-type quark and its corresponding down-type.

As they only interact electromagnetically, right-handed fermions remain in weak isospin

singlet states with T = 0. The distinction between left- and right-handed particles has

a profound effect on neutrinos: because they have no electric charge, and the weak in-

teraction only couples to the left-handed component of particles, there is no production

mechanism for right-handed neutrinos. Therefore, right-handed neutrinos are not allowed

in the standard model.

With this arrangement of fermion fields, the interaction terms in the Lagrangian take

the form

Lint = Ψ̄j
Lγ

µ∂µI2Ψj
L + ψ̄kRγ

µ∂µψ
k
R, (2.15)

where I2 is the 2× 2 identity matrix; j is summed over the weak isospin doublets (with

particles denoting the corresponding bispinor field)

Ψj
L ∈







νe

e



L

,



νµ

µ



L

,



ντ

τ



L

,




u

d



L

,




c

s



L

,




t

b



L





; (2.16)

and k is summed over the weak isospin singlets

ψkR ∈ {eR, µR, τR, uR, dR, cR, sR, tR, bR}. (2.17)

Now that we’ve separated the right- and left-handed fermion fields in the Lagrangian,
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we can introduce the U(1)Y × SU(2)L gauge transformation

ΨL → Ψ′L = eiαj(x)τj+iχ(x)Y I2ΨL (2.18)

ψR → ψ′R = eiχ(x)Y ψR, (2.19)

where τj are the 2 × 2 generating matrices of SU(2)L (usually represented as the Pauli

matrices). As we did with QED and QCD, we will introduce gauge fields in order to keep

the Lagrangian invariant under this transformation. Since two group transformations are

being performed, we will need to introduce two distinct gauge field terms with different

coupling constants. As usual, these fields will be introduced in the gauge covariant

derivative. However, because the right- and left-handed fermion fields are transformed

differently, a different covariant derivative will be substituted for each. Denoting these

as DL
µ and DR

µ , they are defined as

DL
µ = I2∂µ + igτaW

a
µ (x) + iI2g

′Y Bµ(x) (2.20)

DR
µ = ∂µ + ig′Y Bµ(x), (2.21)

where g and g′ are the coupling constants for the W and B fields, respectively. These

covariant derivatives introduce four gauge fields: W 1
µ , W 2

µ , W 3
µ , and Bµ. Working out

how these fields must transform to achieve invariance in the Lagrangian, we get

W a
µ (x)→ W a

µ
′(x) = W a

µ (x)− ∂µαa(x)− gεabcαb(x)W c
µ(x) (2.22)

Bµ(x)→ B′µ(x) = Bµ(x)− ∂µβ(x), (2.23)

where εabc are the structure constants of SU(2)L.

Putting this all together and including the field strength tensors, the interaction

Lagrangian becomes

LEW = Ψ̄j
Lγ

µDL
µΨj

L + ψ̄kRγ
µDR

µψ
k
R −

1

4
Wa

µνWµν
a −

1

4
BµνBµν (2.24)
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where the gauge field strength tensors are defined as

Wa
µν = ∂µW

a
ν − ∂νW a

µ − gεabcW b
µW

c
ν (2.25)

Bµν = ∂µBν − ∂νBµ. (2.26)

Phew! Let’s take a step back and review what we’ve done. In unifying the electro-

magnetic and weak interactions into one electroweak theory, we required the Lagrangian

to be invariant under gauge transformations in the U(1)Y ×SU(2)L group. To accomplish

this, 4 gauge fields were introduced as well as the corresponding conserved quantities of

hypercharge and weak isospin. Previously, each gauge field we introduced into the La-

grangian directly corresponded to the force-carrying particles of that interaction. In the

electroweak interaction, however, this is not the case. The force-carrying particles of the

electroweak interaction correspond to mixtures of the underlying gauge particles. The

W+ and W− fields are linear combinations of the W 1 and W 2 gauge fields, given by

W+
µ =

1√
2

(W 1
µ − iW 2

µ) (2.27)

W−
µ =

1√
2

(W 1
µ + iW 2

µ). (2.28)

The γ and Z fields are related to the B and W 3 fields via the rotation

γ

Z


 =




cos θW sin θW

− sin θW cos θW






B

W 3


 (2.29)

where θW = arctan (g′/g) is known as the Weinberg angle.

Additionally, the conserved quantities of the electroweak interaction combine to give

observed properties. Namely, the electric charge Q is a function of the hypercharge and

the third component of weak isospin, given by

Q = T 3 +
Y

2
. (2.30)

So far, we have introduced gauge fields into the Lagrangian to make it invariant under

the transformations of the SU(3)C and U(1)Y × SU(2)L gauge groups. Table 2.1 lists the

charges of every particle under each gauge group, as well as their masses. Though these
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fields explain the couplings of particles, they do not explain another fundamental particle

feature: mass. In their current form, the fields of Equations 2.12 and 2.24 are all massless.

Explicit inclusion of a mass term such as 1
2
m2AµAµ would break the gauge invariance

these fields were meant to fix. In the following section, we will see that an additional

field must be incorporated to generate mass.

2.3.3 The Higgs mechanism

The origin of gauge boson mass was the cause of much anxiety in the development of

the standard model. The very symmetries the theory relied on to generate interactions

also required the gauge bosons mediating these interactions to be massless (as we saw in

the case of QED, an explicit mass term would violate gauge invariance). From experi-

mental results, it was known that the W and Z had mass, quite a lot of it, in fact. The

standard model was at a crossroads: either gauge invariance was the wrong approach,

or the particles were acquiring mass through some unknown mechanism. This unknown

mechanism would have to be unusual, as it needed to get non-symmetric results from a

symmetric Lagrangian.

Eventually, it was discovered that this behavior was achievable through a process

known as spontaneous symmetry breaking (SSB). SSB describes a system in which the

Lagrangian is invariant under a symmetry group, but the lowest-energy vacuum state is

not. We will look at a complex scalar field exhibiting this behavior, and examine the

consequences of coupling it to our electroweak fields.

A complex scalar field has a Lagrangian of the form

LScalar = (∂µφ)†(∂µφ)− V (φ). (2.31)

To allow for electroweak interactions, the field φ will be a weak isospin doublet of two
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Table 2.1: Particles of the standard model and their properties. Antiparticles are
not listed in this table, but would have identical mass and opposite charges as their
corresponding particle. In cases where the left- and right-handed particles differ, the
values for the left-handed version are shown without parentheses, while the values for
the right-handed particle are shown with parenthesis. Particle masses m are those
reported by Reference [11] (although the standard model assumes neutrinos are mass-
less, they are known to have a small non-zero mass). J is the spin of each particle.
The SU(3)C representations indicate the number of possible color charges for each
particle and their transformation properties, with 8 denoting the adjoint representa-
tion, 3 the fundamental representation, and 1 the trivial representation. T3 is the
third component of weak isospin and Y the weak hypercharge, the two of which are
summed to find the conserved electric charge Q = T3 + Y

2 .

Particle mc2 J SU(3)C Rep. T3 Y Q = T3 + Y
2

g 0 1 8 0 0 0

γ 0 1 1 0 0 0

W± 80.385 GeV 1 1 ±1 0 ±1

Z 91.187 GeV 1 1 0 0 0

H 125.09 GeV 0 1 0 0 0

e 511.00 keV 1
2

1 −1
2

(0) −1 (−2) −1

µ 105.66 MeV 1
2

1 −1
2

(0) −1 (−2) −1

τ 1.7769 GeV 1
2

1 −1
2

(0) −1 (−2) −1

νe,µ,τ < 2 eV 1
2

1 1
2

−1 0

u 2.2 MeV 1
2

3 1
2

(0) 1
3

(
4
3

)
2
3

c 1.27 GeV 1
2

3 1
2

(0) 1
3

(
4
3

)
2
3

t 173.21 GeV 1
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2 The tt̄H Process in the Standard Model of Particle Physics

The peculiarity of the potential V in Equation 2.29 is its symmetric shape that allows for asym-
metric ground states,

V(f) = �µ2

2
f†f +

l

4
(f†f)2, (2.32)

which is illustrated in Fig. 2.1. In configurations where the constants µ2 and l are positive, the

Re(�)
Im(�)

V (�)

Figure 2.1: Illustration of the Higgs potential V(f). While the potential itself is symmetric and
satisfies gauge invariance, the ground state (purple sphere) is realized for all values on a circle
with radius f =

p
2µ2/l, effectively breaking the symmetry for non-vanishing fields f.

symmetry is spontaneously broken when the minimum of V(f) is obtained for non-vanishing
scalar fields f, which is fulfilled at

f =
1p
2

 
0
n

!
with n =

2µp
l

. (2.33)

The vacuum expectation value (VEV) n only depends on µ and l. To perform perturbative
calculations, an expansion of Equation 2.31 around the VEV with f0 ! 1/

p
2(n + H + ic) is

required. Without restricting generality, the unitary gauge Re(f+) = Im(f+) = c = 0 can be
chosen owing to the symmetry of the ground state in V(f). The scalar fields correspond to three
so-called Goldstone bosons, cannot be observed in nature, and transmute into the longitudinal
components of the physical W± and Z bosons. This yields

f =
1p
2

 
0

n + H

!
(2.34)

and the potential (Equation 2.32), expanded in powers of the real Higgs field H, becomes

V = µ2H2 +
µ2

n
H3 +

µ2

4n2 H4 =
m2

H
2

H2 +
m2

H
2n

H3 +
m2

H
8n2 H4, (2.35)

where the Higgs boson mass is identified as mH =
p

2µ2. The potential also exhibits triple and
quadruple Higgs boson vertices with couplings proportional to m2

H/n and m2
H/n2, respectively.

Finally, the mass terms for the W±
µ and Zµ gauge fields emerge by applying the covariant

derivatives to the first summand of the spontaneously broken Lagrangian LHiggs (Equation 2.29),
when utilizing the mixing of (Wa

µ, Bµ) into (W±
µ , Zµ, Aµ) of Equations 2.25 and 2.28 that results

10

Figure 2.2: The Higgs potential V (φ), which satisfies gauge invariance and is sym-
metric about its center (yellow sphere). The symmetry is spontaneously broken when
the system enters its ground state (purple sphere). Figure from reference [1].

complex scalar fields

φ(x) =



φ+(x)

φ0(x)


 =

1√
2



φ1(x) + iφ2(x)

φ3(x) + iφ4(x)


 . (2.32)

Before introducing electroweak interactions into the Lagrangian, let’s examine the

potential function. Illustrated in Figure 2.2, V (φ) is assumed to have the form

V (φ) = −µ2φ†φ+ λ(φ†φ)2. (2.33)

Depending on the sign of µ2 and λ, this potential will behave differently. In the case of

µ2 > 0 and λ > 0, the minimum of the potential occurs at a nonzero φ. This minimum

is referred to as the vacuum expectation value (VEV). The nonzero value of the VEV

causes the symmetry present in the potential function to be broken when the system

spontaneously decays into the lower-energy ground state. Looking at the shape of the

potential in Figure 2.2, we see that the rotational symmetry about the origin is no longer

present in the ground state.

To examine the consequences of the spontaneous symmetry breaking, let’s expand φ

about the ground state, choosing a basis where the VEV is real and in the φ0 component:
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φ =
1√
2




0

v + h(x)


 , (2.34)

where v =

√
µ
2

λ
and the expectation value of h(x) is zero. Rewriting the potential as a

function of h and defining the mass of the Higgs boson mH =
√

2µ, we get

V (h) =
m2
Hv

2

8
+
m2
H

2
h2 +

m2
H

8v2 h
3 +

m2
H

8v2 h
4. (2.35)

This parameterization of the potential gives an explicit mass term and two self-interaction

terms (the constant term can be ignored).

Now that we’ve looked at the potential, let’s see how this scalar field interacts with

the electroweak gauge fields. To couple this field to our electroweak theory, we substitute

in the gauge covariant derivative

∂µ → Dµ = I2∂µ + igτaW
a
µ (x) + iI2g

′Y Bµ(x) (2.36)

into Equation 2.31. Using the new parameterization of φ(x) given in Equation 2.34, and

rewriting the resulting expression in terms of the physical fields W+, W−, and Z , we get

LHiggs =
v2g2

8
(W+)2 +

v2g2

8
(W−)2 +

v2(g2 + (g′)2)

8
Z2 + ... , (2.37)

where we are only showing the diagonal field terms. From these expressions, we can see

that the W+, W−, and Z fields have acquired explicit mass terms! These masses are

mZ =
v

2

√
g2 + (g′)2 mW =

vg

2
= mZ cos θW . (2.38)

Not only do the W and Z have mass, but the masses are related by the Weinberg angle.

When we introduced φ as a weak isospin doublet in Equation 2.32, it came with 4

degrees of freedom: φ1(x), φ2(x), φ3(x), φ4(x). After the spontaneous breaking of the

symmetry and our choice of expanding φ about a real and neutral VEV, it appears we

only have one degree of freedom: h(x). Thanks to the mass terms for the W+, W−, and
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Z fields, however, this is not the case. Once these fields acquired mass, they each gained

a longitudinal polarization component that was previously absent. Thus, three of the

four scalar fields we introduced were transmuted into the longitudinal component of the

W and Z fields, maintaining the four degrees of freedom added.

In summary, we introduced a complex scalar field into our electroweak formulation,

which led to the generation of mass for the three weak gauge bosons and the remaining

scalar field. In doing so, we introduced two additional parameters, µ and λ. Including

g and g′, there are now four free parameters in our electroweak model. Though this

mechanism provides mass for the bosons, it does not do so for the fermions.

Fermion masses arise from terms in the Lagrangian that couple the left- and right-

handed component of a fermion field together. Since the left-handed components are

in weak isospin doublets and the right-handed components are singlets, however, the

complex scalar field doublet is required to ensure the mass term transforms as a singlet

under SU(2)L transformations. This gives mass terms with the form:

LYukawa = yij(Ψ̄
i
Lφψ

j
R + φ∗Ψi

Lψ̄
j
R). (2.39)

We can then substitute in our form of φ from Equation 2.34, and expand the expression

in terms of the fermion fields. Focusing on the charged lepton terms, we get

LYukawa =
λiv√

2
(ēiLe

i
R + ēiRe

i
L)(1 +

h

v
), (2.40)

where λi is the Yukawa coupling term and i is summed over the three generations. We

now have a term of the form mψ̄ψ, and can identify the mass mi = 1√
2
vλi. The additional

term involving h gives couplings between the charged leptons and the Higgs field. Using

the scalar field to couple the left- and right-handed components of fermion fields gave us

charged lepton mass terms which will transform properly under SU(2)L.

Quarks follow the same paradigm as charged leptons, but there is a complication. To

understand this, we will group the quark fields into up-type and down-type vectors, and
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write the Lagrangian as

LYukawa =
v√
2

(ūLMuR + d̄LNdR + ūRM†uL + d̄RN †dL)(1 +
h

v
) (2.41)

where uL/R = (u, c, t)L/R and dL/R = (d, s, b)L/R. If we had written the Lagrangian in this

form for the charged leptons, the matrix joining the left- and right-handed components

would have been diagonal with the lepton masses as its eigenvalues. In the case of the

quarks, however, these matrices are not diagonal. This means that the mass eigenstates

of quarks are not the same as their eigenstates in the weak interaction. As we refer to

quarks by their mass eigenstates, we will transform the up- and down-type quarks into

their mass bases:

uL → Uu
LuL d′L → Ud

LdL (2.42)

u′R → Uu
RuR d′R → Ud

RdR, (2.43)

where the unitary matrices Uu
L/R and Ud

L/R are not the same (we’ll see the effect of this in

a moment). These bases represent the “physical” (mass-definite) quark states: up, down,

charm, strange, top, and bottom. With these transformations, the terms in Eq. (2.41)

reduce to the form seen in the charged lepton case:

LYukawa =
v√
2

(
λui (ū

i
Lu

i
R + ūiRu

i
L) + λdi (d̄

i
Ld

i
R + d̄iRd

i
L)
)

(1 +
h

v
), (2.44)

where i is summed over the three generations and λui and λdi are the up- and down-type

Yukawa couplings. As they only couple quarks of the same type, the interactions with

the gluon, photon, and Z boson are unaffected by the transformation into the mass

eigenstates (U †U = I for any unitary matrix U). The W boson, however, couples quarks

of different types, resulting in interaction terms like ūL(Uu
L)†Ud

Ld̄L in the Lagrangian.

Because Uu
L and Ud

L are different, (Uu
L)†Ud

L is non-diagonal, resulting in non-zero couplings

between quarks of different generations. These couplings are represented by the Cabibbo-
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Kobayashi-Maskawa (CKM) matrix:

VCKM = (Uu
L)†Ud

L =




|Vud| |Vus| |Vub|

|Vcd| |Vcs| |Vcb|

|Vtd| |Vts| |Vtb|




=




0.9740 0.2265 0.0036

0.2264 0.9732 0.0405

0.0085 0.0398 0.9992



. (2.45)

The coefficients of this matrix are included when calculating amplitudes for qq′W vertices,

and so non-diagonal (cross-generational) couplings are suppressed relative to diagonal

(inter-generational) couplings. In summary, charged-current (W±) interactions are able

to change quark flavor!

This section has summarized the mathematical structure of the standard model in

terms of its symmetry groups: SU(3)C , SU(2)L, and U(1)Y . The invariance of the La-

grangian under gauge transformations from these groups introduces the gauge bosons,

which mediate interactions between particles. The addition of the Higgs field allows for

mass terms to appear in the Lagrangian for all particles except neutrinos. Figure 2.3

summarizes the particles of the standard model and their interactions, grouping them by

particle type. Including all the terms we have covered in this section, the full standard

model Lagrangian is

L = Ψ̄q(iγ
µ∂µI3 − gγµGa

µTa)Ψq −
1

4
GcµνGµνc

+ Ψ̄j
Lγ

µDL
µΨj

L + ψ̄kRγ
µDR

µψ
k
R −

1

4
Wa

µνWµν
a −

1

4
BµνBµν

+
λi√

2
(ēiLe

i
R + ēiRe

i
L)(v + h) + |DL

µφ|2 − V (h)

+
v√
2

(
λui (ū

i
Lu

i
R + ūiRu

i
L) + λdi (d̄

i
Ld

i
R + d̄iRd

i
L)
)

(1 +
h

v
).

2.4 Limitations of the standard model

The standard model has been wildly successful at predicting experimental observa-

tions at particle colliders, giving good agreement across a wide range of energies. Despite
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Figure 2.3: Particles of the standard model, separated into fermions and bosons,
with the mass given for each. The charges a particle may have under the different
interactions are included in the upper right corner, with orange referring to the weak
interaction, red the electromagnetic, and magenta the strong. In the case of bosons,
self-coupling is represented by a circular arrow.
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this agreement, however, there are many results the standard model offers no mechanism

for. For example, observations of solar neutrinos by the Super–Kamiokande experi-

ment [24] showed a deficit in the number of muon neutrinos compared to the number

of electron neutrinos. Unable to be explained by the standard model, this result was

found to be well explained if neutrinos oscillate between flavor states as they propagate

through space. Known as neutrino oscillations [25], this phenomenon can only occur if

neutrinos have mass. Since, as we saw in Section 2.3, neutrinos don’t have masses in

the standard model, there must be some other phenomenon beyond the standard model

through which they acquire mass.

Outside of high-energy experiments, there are also many astrophysical observations

that the standard model has no explanation for. Studies of galactic rotation curves [26]

and gravitational lensing have shown that galaxies contain much more mass than expected

based on direct observation. This additional mass if referred to as dark matter due to

its lack of interaction with light. Additionally, observations of type Ia supernovae [27]

showed the expansion of the universe is accelerating, a result which requires a new form

of energy—known as dark energy—to permeate through the universe. Together, it is

estimated that dark energy and dark matter account for the majority of the mass-energy

content of the universe [28]. There is no candidate particle for either of these phenomena

in the standard model.

These data demand a new paradigm to be interpreted through. Next chapter, we will

introduce a theory that offers solutions for both.
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Supersymmetry

In addition to the experimental observations we saw in Section 2.4 that are not explained

by the standard model, there are also theoretical concerns about why the parameters of

the standard model have the values they do. One of these problems, known as the

hierarchy problem, concerns the mass of the Higgs boson. Just as other particles achieve

mass terms in the Lagrangian through their interactions with the Higgs, these interactions

also influence the mass of the Higgs itself. Thus, we can express the physical Higgs mass

mH as

m2
H = m2

H,0 + ∆m2
H , (3.1)

where mH,0 is a bare mass parameter and ∆mH is a correction term containing con-

tributions from every particle the Higgs couples to. Looking at the contribution from

the one-loop corrections of fermions, shown in the left diagram in Figure 3.1, there is a

correction to mH of

∆mH,f = −|λf |
2

8π2 Λ2 +O(log Λ), (3.2)

where Λ is a momentum cutoff parameter used to regulate the loop integral, representing

the energy scale at which physics beyond the standard model, such as gravity, become
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H H

f

f
H H

f̃

Figure 3.1: Left: correction to the Higgs propagator from a fermion loop. Right: hy-
pothetical correction to the Higgs propagator from the fermion’s scalar superpartner.
Theoretical particles introduced by supersymmetry are drawn with red lines.

relevant. Considering the energy scale at which the strength of gravity becomes compa-

rable to the forces of the standard model—known as the Planck scale—the corrections

to mH would be approximately 1× 1019GeV, 17 orders of magnitude larger than it the

observed value of mH . These contributions can be canceled out by other correction terms,

but this requires the parameters involved to be very fine-tuned, with some parameters

being orders of magnitude larger than others. Theories that require such a high level of

parameter tuning to agree with observations are referred to as unnatural. In the spirit

of Occam’s razor, naturalness favors models with fewer assumptions or strict constraints

on parameter values.

So, how can we restore the naturalness to our theory of nature? Rather than relying

on the arbitrary alignment of parameter to miraculously cancel out the ∆mH,f terms,

we can introduce new particles and see what terms they add to mH . If we consider the

contribution to the mH caused by one-loop corrections of a new scalar f̃ , shown in the

right diagram of Figure 3.1, we get

∆mH,S =
λf̃

16π2 Λ2 +O(log Λ). (3.3)

If λf̃ = |λf |2, this expression only differs in magnitude to Eq. (3.2) by a factor of 2, but

has the opposite sign. Therefore, if two new scalars were included with the same coupling

factor, then the ∆mH,f terms in mH would cancel out completely! Wait a minute though,
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wouldn’t it be considered supremely unnatural to require two bosons with just the right

Higgs couplings to cancel out the contributions from a fermion? Absolutely, unless these

fermion-boson pairs are related by a symmetry.

While the gauge symmetries we studied in Chapter 2 only involved transforming

fermions to fermions and bosons to bosons, there also exist transformations between

these particle classes. The symmetry associated with such a transformation is known as

supersymmetry (SUSY). In SUSY, bosonic superpartners are assigned to all the fermions

in the standard model and fermionic superpartners are assigned to all the bosons. For

each fermionic/bosonic degree of freedom in the standard model particles, there is a

corresponding bosonic/fermionic degree of freedom in the superpartners. The new set of

supersymmetryic particles introduced with SUSY are sometimes referred to as sparticles.

This mapping between degrees of freedom is summarized in Table 3.1, showing the

gauge eigenstates of the standard model particles and their corresponding superpartners.

The simplest implementation of SUSY into the standard model, in which the number

of SUSY generators has the minimal value (N = 1), is known as the Minimal Supersym-

metric Standard Model (MSSM) [29]. In the MSSM, all the particles of the standard

model we’ve seen so far are present, with a few additions (outside the new superpart-

ners that is). The structure of supersymmetry requires the inclusion of two complex

Higgs doublets to give Yukawa coupling terms that behave well under the supersymmet-

ric transformation. Therefore, rather than the four degrees of freedom that accompanied

the Higgs mechanism discussed in Section 2.3.3—three of which were used to give mass

to the W± and Z bosons—we will instead have 8 degrees of freedom from the Higgs

sector. These will be expressed as two electroweak doublet complex scalar fields:

Hu = (H+
u H0

u) (3.4)

Hd = (H0
d H−d ), (3.5)
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where the physical Higgs is a linear combination of H0
u and H0

d. Hu and Hd will be mapped

to doublets of spin-1/2 fields, H̃u and H̃d. Boson superpartners are named by appending

-ino to the end of the standard model particle name, so H̃u and H̃d are called higgsinos.

The mapping for fermions behaves similarly to those for the Higgs doublets, but

in reverse. The left-handed doublets transform into doublets of complex scalar fields,

and the right-handed singlets transform into complex scalar singlets. The superpartners

resulting from this mapping are named by appending s (for scalar) to the name of the

standard model particles; thus, leptons and quarks are mapped to sleptons and squarks.

The vector bosons in the standard model are mapped to spin 1/2 superpartners. As

we have represented the Higgs doublets in their pre-SSB form, so too shall we represent

the electroweak bosons in their massless SU(2)L×U(1)Y eigenstates. The W±, W0, and

B0 bosons are mapped to spin-1/2 superpartners W̃±, W̃0, and B̃0, referred to as winos

and bino. Similarly, the gluon is mapped to the gluino g̃. Similar to the standard model

gauge bosons, the supersymmetric gauginos are not necessarily mass eigenstates; there

can be mixing between the electroweak gauginos and higgsinos.

The pairs of particles and their superpartners are known as supermultiplets. The

collection of all supermultiplets in the MSSM are shown in Table 3.1. Given all the

superpartners seen in the table, an obvious question is: why haven’t we discovered any

of them? If supersymmetry was an unbroken symmetry, all the superpartners would

have the same mass as the corresponding standard model particles. If this were the case,

the production rate of superpartners would have been more than sufficient for discovery,

whether we can directly measure them or not. Since no such discoveries have been made,

SUSY must be a broken symmetry if it is to describe nature.

Though the breaking of supersymmetry allows superpartners to have higher masses

than their corresponding particles, there are constraints on how much higher they can be

while still giving natural corrections to mH . For broken SUSY, corrections to mH from
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Table 3.1: Supermultiplets of the Minimal Supersymmetric Standard Model, orga-
nized by the standard model particle type, expressed with the pre-SSB gauge fields for
simplicity. The degrees of freedom (DOF) associated with each particle are summed
for the fermions and bosons to demonstrate they are conserved by the supersymmetric
transformation. Complex scalars are represented with J = 0∗.

Particle SM J DOF SUSY J DOF

Fermions

(uL dL) 1/2 4 (ũL d̃L) 0∗ 4

uR 1/2 2 ũR 0∗ 2

dR 1/2 2 d̃R 0∗ 2

(νL eL) 1/2 4 (ν̃L ẽL) 0∗ 4

eR 1/2 2 ẽR 0∗ 2

Total 14 Total 14

Bosons

W± 1 4 W̃± 1/2 4

W0 1 2 W̃0 1/2 2

B0 1 2 B̃0 1/2 2

g 1 2 g̃ 1/2 2

(H+
u H0

u) 0∗ 4 (H̃+
u H̃0

u) 1/2 4

(H0
d H−d ) 0∗ 4 (H̃0

d H̃−d ) 1/2 4

Total 18 Total 18
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Figure 3.2: Qualitative example of a natural SUSY spectrum from Reference [2].
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interactions with a fermion and its superpartner have the leading term

∆m2
H,f f̃ =

|λf |2

4π2

(
m2
f̃ −m

2
f

)
log

(
Λ

mf̃

)
. (3.6)

Though it now scales as log Λ instead of Λ2, this correction may be large if f̃ is significantly

heavier than f . In addition to the Λ dependence, ∆mH,f f̃ also scales with the |λf |2,

which is proportional to m2
f . This dependence makes mH most sensitive to the mass

difference between the heaviest fermions and their superpartners, which constrains these

superpartners to be the lightest. Thus, natural SUSY models [2] constrain the top and

bottom squarks to be the lightest, while the other squark masses may be much larger. An

example of a SUSY mass spectrum is shown in Figure 3.2, with the particles constrained

to be light referred to as Natural SUSY and the particles allowed to be heavy referred

to as Decoupled SUSY.

With the mass spectrum of a natural SUSY model roughly established, he next ques-

tion is: which superpartner is the LHC most sensitive to? To answer this, we must

consider how frequently each particle will be produced as well as how distinct events

with these particles will be compared to standard model background events. Starting

with the production rate, Figure 3.3 shows the cross section for pair production of vari-

ous superpartners as a function of their mass. Like standard model particle production,

for a given mass value, superpartners that are strongly produced such as g̃ and q̃ have

the highest cross section. As the cross section decreases exponentially with mass, how-

ever, lighter superpartners may provide the most sensitive channel, whether they are

strongly produced or not. The LHC is sensitive to a wide range of SUSY scenarios, with

most searches targeting the superpartners that are expected, to be the lightest in natural

SUSY. The results of SUSY searches are typically presented as exclusion limits on the

mass parameters of simplified models. In these models, a production and decay sequence

is selected and all parameters but the masses of the searched for particles are fixed. An
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Figure 3.3: Comparison of superpartner production cross sections at a center-of-mo-
mentum collision energy of 13 TeV. Squark cross sections assume a ten-fold degeneracy
among the squark flavors, not including the top squarks. Figure made with code from
Reference [3].
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excessive number of examples of simplified models are shown in Figure 3.4, labeled with

the model name. The analysis described here targets models with gluino pair production.

As they are strongly produced and constrained to be relatively light in natural SUSY

models, they make an ideal search candidate. We will explore these models in much more

detail in Chapter 7.
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(a) T1tttt (b) T1tbs (c) T1qqqqL

(d) T2tt (e) TChiHH-G (f) T5HH

(g) T5tttt (h) T5qqqqWZ (i) T5ttbbWW

(j) T6ttWW (k) T6ttHZ (l) TStauStau

Figure 3.4: Examples of simplified SUSY models.
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Chapter 4

Experimental Apparatus

In this chapter, we will introduce the technologies of the Large Hadron Collider (LHC)

and the Compact Muon Solenoid (CMS) experiment. We will start by going through the

steps required to accelerate beams of protons to an energy of 6.5 TeV. Next, we will see

how these beams are controlled and made to collide with one another. Finally, we will

review the detector technologies present at CMS that allow us to measure the products

of these collisions.

4.1 Large Hadron Collider

The largest particle accelerator in the world, the Large Hadron Collider (LHC) is

a 27 km accelerator ring located 100 m underground on the border between France and

Switzerland, built and operated by the European Organization for Nuclear Research

(CERN). Though the LHC itself was constructed over the course of a decade, it relies on

many other accelerators and facilities to support its operation. Fortunately, rather than

having to build this pipeline from the underground up for the LHC, CERN was able to

utilize infrastructure from past experiments. Ranging from the initial proton extraction
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Figure 4.1: Cross-sectional view of a dipole magnet at the LHC. Each dipole contains
two sets of superconducting magnet coils surrounding beam pipes, allowing for coun-
ter-rotating proton beams. With each dipole measuring 15 m in length, there are 1232
dipoles in total at the LHC. Reference [4]

setup to the 27 km tunnel that houses the LHC itself, these pre-existing facilities greatly

reduced the cost and construction time of the LHC.

Accelerating protons to energies of 6.5 TeV requires a myriad of state-of-the-art tech-

nologies, most notably thousands of superconducting magnets held in vacuum and cooled

to temperatures of −271 °C with 130 tons of liquid Helium. A cross-section of one of these

magnets with its components labeled is shown in Figure 4.1. With an average current

density of 400 A mm−2, superconducting coils of Niobium-Titanium (NbTi) wire provide

a magnetic field of 8 T. While dipole magnets are needed to bend the proton beam into a

circular orbit, additional magnets are also required to manage smaller scale beam prop-

erties. Quadrupole magnets, for example, are used to maintain the focus of the proton

bunches.
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Figure 4.2: Diagram of the various accelerators connected to the LHC. Each acceler-
ator system is labeled, with its first year of operation below. Where applicable, the
circumference is also given. Figure from Reference [4]

4.1.1 Life of a proton at the LHC

While the LHC is designed to accelerate protons to extremely high energies, it requires

the protons to already be at fairly high energies (hundreds of GeV) to do so. This is

accomplished through a series of accelerator facilities, including several past colliders,

leading up to the LHC. Figure 4.2 shows the layout of all the accelerators and experiments

at CERN, including the types of beams used in each. In this section, we will go through

the typical day of a proton at the LHC, from its initial extraction to its final collision

energy of 6.5 TeV. A summary of this journey is shown in Table 4.1, including the various

stages the protons go through and the energy achieved at each.
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Table 4.1: Stages of proton acceleration leading up to the LHC. The
length/circumference is given as well as the final proton energy reached at each stage.

Facility Length [m] Efinal [MeV]
Duoplasmatron - 0.05
LINAC 35 50
Booster Synchrotron 4 × 157 1400
Proton Synchrotron 628 26000
Super Proton Synchrotron 6900 450000
Large Hadron Collider 26659 6500000

It all starts with Hydrogen gas, which is ionized by the duoplasmatron. The protons

are then extracted from the resulting plasma with an electric field. The resulting 50 keV

protons are then fed into a 35 m linear accelerator (LINAC) that increases their energy

to 50 MeV, followed by a booster synchrotron (PSB) that accelerates them to 1.4 GeV

through four 157 m rings. The protons are then injected into the Proton Synchrotron

(PS). In addition to accelerating the beam up to 26 GeV, the PS also groups the beam

into bunches of 100 billion protons each. With a bunch length of 1.2 m and a separation

of 7 m, this bunch structure serves two purposes. First, increasing proton density in the

bunches allows for a much higher interaction rate when two bunches cross than would

be possible with two diffuse beams. Second, the time in between bunch crossings allows

the detectors that measure the collisions to recover, maximizing the amount of data that

can be recorded. With the 26 GeV proton beam separated into bunches, it is injected

into the Super Proton Synchrotron (SPS). With a radius of over a kilometer, the SPS

accelerates the proton beam up to 450 GeV and then injects it into the LHC; as the LHC

has two concentric beam lines, this process is performed twice.

While the superconducting magnets mentioned earlier are used to steer and focus the

beam, the actual acceleration is accomplished in 16 radio frequency (RF) cavities along

the beam line. In each cavity, an external voltage generator induces an electric field inside

the cavity, which oscillates at a frequency of 400 MHz. This oscillation is timed so that,
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when a proton bunch enters the cavity, the electric field is approaching its maximum

strength in the direction the protons are traveling. The effect of this oscillation is two

fold. First, as the electric field is pointing in the same direction as the momenta of the

protons, the protons will accelerate, gaining about 2 MeV of energy each time they pass

through a cavity. Second, the oscillation is tuned such that protons in the front of a

bunch experience slightly less acceleration than those in the back, causing the proton

bunch to compress over time. So not only do the RF cavities accelerate the protons, but

they also maintain bunch density.

Overall, it takes about 15 minutes in the LHC—during which the beams have passed

through the RF cavities about 1 million times—for protons to be accelerated from their

injection energy of 450 GeV to the final collision energy of 6.5 TeV. The fully accelerated

beams are then crossed at four detector points, with bunches cross every 25 ns. Though

millions of collisions occur per second, the high number of protons in each bunch allows

for this intensity to be maintained for long periods of time, with each beam fill providing

collisions for about 10 hours.

With a stored energy of 350 MJ, the proton beams at the LHC contain the equivalent

of the kinetic energy of a train traveling at 100 km/h, or more entertainingly, the equiv-

alent of the chemical energy contained in 35 kg of Bircher muesli. Due to the massive

amount of energy concentrated in tightly packed bunches, the beam’s intensity must be

reduced before it can be dumped. To accomplish this, kicker magnets and a 700-meter-

long vacuum line are used to sweep the beam in a circular pattern, distributing the

deposited energy over a larger area. The beam is then absorbed by a 7 m long cylinder

of graphite. Even with the dilution mechanisms in place, a beam with nominal intensity

will heat up the graphite absorber by up to 700 °C!
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Table 4.2: Overview of typical LHC beam parameters for each year of Run 2 com-
pared to the design values, including the peak luminosity achieved as well as the total
integrated luminosity. Values from Reference [12].

Parameter Design 2016 2017 2018
Energy [TeV] 7 6.5 6.5 6.5
γ 8083 6928 6928 6928
Bunch Spacing [ns] 25 25 25 25
β∗ [cm] 55 40 30 25
Half crossing Angle [µrad] 142.5 140 150 130
Orbital frequency f [kHz] 11.25 11.25 11.25 11.25
Emittance εn [µm] 3.75 2.1 1.8 2.0

Max. Protons per Bunch [1× 1011] 1.15 1.2 1.25 1.1
Max. Bunches per Beam 2808 2076 2556 2556
Max. Stored Energy [MJ] 360 345 320 320

Peak Luminosity [1034 cm−2 s−1] 1.0 1.4 2.06 2.1

Total integrated Luminosity [fb−1] - 39.7 50.6 66

4.1.2 Luminosity

At an instantaneous luminosity L, a process with cross-section σi will occur at a rate

of Ni = Lσi events per second. At the LHC, this instantaneous luminosity takes the form

L =
N2

pNbunchesfγF

4πεnβ
∗ (4.1)

where Np is the number of protons per bunch, Nbunches is the number of bunches per beam,

f is the orbit frequency, γ is the relativistic Lorentz factor, εn is the normalized beam

emittance, β∗ is the beta function evaluated at the collision point, and F is a geometric

reduction factor that arises due to nonzero crossing angle of the beams (≤ 1). Changes to

these parameters due to throughout Run 2–most often due to technical improvements–

resulted in a variable luminosity that increased each year. Typical values for each year,

including the peak luminosity achieved, are shown in Table 4.2. To get the total amount of

luminosity—referred to as integrated luminosity—we simply integrate the instantaneous

luminosity over time. The integrated luminosity delivered by the LHC, and recorded by

CMS, as a function of time is shown in Figure 4.3, starting from the beginning of Run 1.
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from Reference [5]
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Figure 4.4: Number of vertices per event for events passing the baseline selection of
this search, separated by year. There were an average of 20 vertices per event in 2016,
and 30 vertices per event in 2017 and 2018.
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The extremely high luminosity achieved by the LHC doesn’t come without a cost.

During each bunch crossing, there are dozens of soft proton-proton interactions, known

as pileup, that occur. The number of these interactions varies for each bunch crossing,

but the average scales with instantaneous luminosity. Represented by the number of

primary vertices reconstructed in an event, the distribution of pileup for each year of

Run 2 is shown in Figure 4.4. In 2016, there were an average of 20 interactions per

bunch crossing. As the luminosity was increased in 2017 and 2018, this average increased

to 30, with some events having over 60 primary vertices!

Each pileup interaction produces its own set of final state particles. Therefore, the

final state of a given bunch crossing is the superposition of final states produced by

all pileup interactions as well as the hard scattering. Resolving the underlying hard

scattering from the hundreds of final state particles originating from pileup is a daunting

task. In the next section, we will review the detector technologies employed to accomplish

this task. Specifically, we will look at one of the general-purpose detectors at the LHC,

the Compact Muon Solenoid (CMS).

4.2 Compact Muon Solenoid

The Compact Muon Solenoid (CMS) is a general-purpose detector operating at the

LHC. Constructed over the course of a decade starting in 1998, CMS started collecting

data in 2010. With a length of 21.6 m and a diameter of 14.6 m, the CMS detector weighs

approximately 14,000 tons. To give a sense of the compactness using two other French

landmarks, the CMS detector could fit inside the Arc de Triomphe, but weighs twice as

much as the Eiffel tower.

In this section, we will discuss how the fundamental quantities used in this analysis

are measured. Let’s start by introducing what these quantities are. Typically, particle
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four-momenta are expressed using energy and the cartesian components of momentum

(E, px, py, pz). Given the geometry of the CMS detector, however, it is easier to describe

the momentum using the three coordinates pT , η, and φ. pT , also known as transverse

momentum, is the component of the momentum perpendicular to the beam axis (we will

see later why this is used over the total momentum). The second components, η, is called

pseudorapidity. Defining the beam line as the z axis and θ as the angle off this axis, η is

defined as:

η = − ln

[
tan

(
θ

2

)]
. (4.2)

Pseudorapidity is preferred over θ itself because, in the high-energy limit, differences in η

are invariant under boosts along the z axis. Lastly, the third component used to describe

particle momentum, φ, is the typical azimuthal angle used in polar coordinates, and takes

values between -π and π. Together with energy, these quantities give the experimental

form of the 4-momentum: (E, pT , η, φ). These quantities are reconstructed for each

object in an event using the signals measured in the detector. This process will be

covered in more detail in the next chapter.

Along with reviewing the key features of each detector system, we will briefly describe

the physical phenomena which allow each system to provide the information it does. In

doing so, I hope to provide the reader with a basic understanding of modern techniques

in high-energy experiments.

Detection of particles involves many methods and technologies, but they all rely on

the interaction between particles and matter. When passing through a material, most

high-energy particles will lose energy interacting with the medium. The amount of energy

lost depends on both the material and the type of particle. By measuring the change

in the material caused by the absorption of this energy, we can gain information about

the particle that interacted with the detector. This information typically comes in two
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Figure 4.6: Cross sectional wedge of the CMS detector in the R-φ plane, showing the
detector layers and the interaction of several types of particles with the various layers.
Figure from Reference [6].
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types: position and energy.

Detectors that gather position information of charge particles are called trackers.

Generally, trackers use materials in which particles lose a small but measurable amount

of energy in via ionization. The CMS inner tracker employs many thin layers of silicon,

allowing for multiple measurements along a charged particle’s trajectory. Other types of

trackers use liquid or gas as their active media, such as those in the muon system. Though

they only provide the position of a charged particle along its path, tracker information

can be even more useful in the presence of a magnetic field. The force exerted on a

charged particle by a magnetic field is a function of its velocity, and thus its momentum.

Therefore, by measuring the curve in the path a charged particle takes, we can calculate

its momentum. There is one caveat to this method: it can only be used to calculate

the component of the momentum perpendicular to the magnetic field. We therefore

refer to this as transverse momentum. Despite being a projection of the particle’s total

momentum, it is an extremely useful quantity.

Detectors that measure particle energy are called calorimeters. In contrast to trackers,

which particles minimally interact with, calorimeters rely on particles depositing all of

their energy within the detector. To achieve this stopping power for a broad range of par-

ticles, calorimeters use large volumes of dense material. Not all particles will be stopped

by the same material, however, so calorimeters come in two types: electromagnetic and

hadronic. Electromagnetic calorimeters (ECALs) measure the energy of electrons and

photons, while hadronic calorimeters measure the energy of strongly-interacting parti-

cles—such as pions and neutrons.

To record the most information possible of the variety of particles produced in col-

lisions at the LHC, CMS employs all of the previously mentioned detector technologies.

We will start with the magnet that lends the detector its name. We will then work

outward from the beam line, discussing the tracker and calorimeter systems. Finally, we
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will review the other other namesake detector, the muon system.

4.2.1 Solenoid Magnet

We saw earlier that the presence of a magnetic field is required to determine the

momenta of charged particles. For this to work, however, their are several requirements.

The magnet needs to completely enclose the tracking system, and provide a steady and

uniform magnetic field. Furthermore, to give the large bending power needed to precisely

measure the momentum of high-energy charged particles, the field strength must be very

high. Two magnet configurations that satisfy these criteria are solenoids and toroids.

Both of these configurations give there name to the general-purpose detectors at the

LHC: Compact Muon Solenoid (CMS) and A Toroidal LHC Apparatus (ATLAS). The

choice of magnet field configuration informed the design of the rest of the detector systems

in each machine, resulting in two unique experiments.

The solenoidal configuration chosen for CMS provides a large volume in with a uni-

form magnetic field parallel to the beam line. With an inner diameter of 6.3 m and a

length of 13 m, it can accommodate both the tracker and calorimeter systems within it,

and is the largest magnet of its kind ever built. In order to provide the current needed

to generate a 4 Tesla field in such a large volume, superconducting wires (Niobium-

Titanium) are wound in four layers around the central volume. When at the operating

temperature of −267 ◦C, the wires have a current of ∼20 kA and a stored energy of

2.6 GJ. To support the 220 ton weight of this system, the superconducting solenoid is

housed within a 10,000 ton iron yoke, which also holds the barrel components of the

muon system.
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4.2.2 Tracker

The innermost component of the CMS detector is its tracking system. The tracker is

responsible for measuring the paths of charged particles as they pass through its volume.

Not only does this path information include the location of a charged particle within the

detector, but because of the presence of a magnetic field, it also provides the momentum

of the particle as well. By measuring the curvature of a particle’s path through the

tracker, the momentum transverse to the magnetic field can be calculated as pT = BR,

where B is the magnetic field strength and R is the radius of curvature. The full three-

momentum can also be calculated from this, but the transverse momentum is typically

more useful.

On top of providing position and momentum information about each particle individ-

ually, the tracker data also allows for the reconstruction of the primary interaction point.

We saw earlier that the LHC produces bunches of billions of protons, and these bunches

are “crossed” to produce the collisions we measure at CMS. When these beams cross each

other, a variety of interactions will occur. This means that for each event of interest (I’ll

discuss what makes an event interesting in Section 4.2.6), there are more than 20 other

proton-proton interaction superposed on top of it. This means there are an average of

1000 particles passing through the tracker at every bunch crossing! In order to sort out

which particles belong to which interactions, the particle paths are traced back to the

beam line. From this, the particles can start to be grouped together based on shared

points of origin. A point along the beam axis that multiple particles can be traced back

to is referred to as a primary vertex. The number of primary vertices reconstructed for

each beam crossing has increased over time as the instantaneous luminosity of the LHC

has gone up, reaching as high as 80 during Run 2. Therefore, it is crucial that the tracker

is able to provide precise and efficient measurements of particle trajectories.
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To be able to handle the intense particle flux near the beam line while still maintaining

the resolution and granularity requirements, the tracker system is built with two detector

technologies: pixels and silicon strips. The pixel system is the part of the tracker closest

to the interaction point, starting at 4 cm away and going out to 20 cm. The silicon strips

provide coverage in the radial region between 20 and 116 cm. Both these systems use

silicon as their sensor material, provide coverage for |η| < 2.5, and rely on the same

interaction to produce a signal. As we saw earlier, trackers

When a charged particle passes through the silicon sensor, it transfers a small amount

of energy into the material. This absorbed energy excites electrons in the material,

producing electron-hole pairs (an electron excited to a higher energy state leaves a hole

in its old state, which behaves like a positively charged particle). Under an applied

electric field, these charge carriers drift towards their respective collection electrodes,

where they induce a signal current, which is amplified and readout.

Immediately surrounding the interaction point in the barrel region are three layers of

hybrid pixel detector modules. These are supported by disks on either side which provide

high η coverage and contain two layers each. These pieces are arranged to provide three

tracking points over almost the full η range. With a combined area of ≈ 1 m2, the pixel

detector consists of 66 million pixels with a cell size of 100 µm×150 µm. Despite this cell

size, the pixel detector can provide a spatial resolution of about 10 µm. This resolution

is possible thanks to the presence of the magnetic field, which causes the signal charges

to spread out over multiple pixels. By analyzing how the signal charge is distributed,

the particle position can be determined to a much higher degree of accuracy than if the

charge was localized to a single pixel.

Outside of the pixel detectors there is the silicon strip tracker. Diagramed in Fig-

ure ??, this system is composed of four subsystems: Tracker Inner Barrel and Disks

(TIB/TID), Tracker Outer Barrel (TOB), and Tracker EndCaps (TEC±). Each of these
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Figure 3.1: Schematic cross section through the CMS tracker. Each line represents a detector
module. Double lines indicate back-to-back modules which deliver stereo hits.

layers 5 and 6. It provides another 6 r-f measurements with single point resolution of 53 µm and
35 µm, respectively. The TOB extends in z between ±118cm. Beyond this z range the Tracker
EndCaps (TEC+ and TEC- where the sign indicates the location along the z axis) cover the region
124cm < |z| < 282cm and 22.5cm < |r| < 113.5cm. Each TEC is composed of 9 disks, carrying
up to 7 rings of silicon micro-strip detectors (320 µm thick on the inner 4 rings, 500 µm thick
on rings 5-7) with radial strips of 97 µm to 184 µm average pitch. Thus, they provide up to 9 f
measurements per trajectory.

In addition, the modules in the first two layers and rings, respectively, of TIB, TID, and
TOB as well as rings 1, 2, and 5 of the TECs carry a second micro-strip detector module which is
mounted back-to-back with a stereo angle of 100 mrad in order to provide a measurement of the
second co-ordinate (z in the barrel and r on the disks). The achieved single point resolution of this
measurement is 230 µm and 530 µm in TIB and TOB, respectively, and varies with pitch in TID
and TEC. This tracker layout ensures at least ⇡ 9 hits in the silicon strip tracker in the full range of
|h | < 2.4 with at least ⇡ 4 of them being two-dimensional measurements (figure 3.2). The ultimate
acceptance of the tracker ends at |h | ⇡ 2.5. The CMS silicon strip tracker has a total of 9.3 million
strips and 198 m2 of active silicon area.

Figure 3.3 shows the material budget of the CMS tracker in units of radiation length. It
increases from 0.4 X0 at h ⇡ 0 to about 1.8 X0 at |h | ⇡ 1.4, beyond which it falls to about 1 X0 at
|h | ⇡ 2.5.

3.1.3 Expected performance of the CMS tracker

For single muons of transverse momenta of 1, 10 and 100 GeV figure 3.4 shows the expected reso-
lution of transverse momentum, transverse impact parameter and longitudinal impact parameter, as
a function of pseudorapidity [17]. For high momentum tracks (100GeV) the transverse momentum
resolution is around 1�2% up to |h | ⇡ 1.6, beyond which it degrades due to the reduced lever arm.
At a transverse momentum of 100GeV multiple scattering in the tracker material accounts for 20 to

– 30 –

Figure 4.7: Arrangement of the pixel and silicon strip trackers. Figure from Reference [7].

subsystems is made of layers of arrayed silicon micro-strip sensors. In the barrel these

strips are oriented parallel to the beam axis, while in the endcap they are arranged radi-

ally. In order to provide full coverage, different sensor geometries are used in each subsys-

tem. Typical sensor dimensions are 6 cm× 12 cm in the inner barrel, and 10 cm× 9 cm in

the outer barrel. The resolution also varies between subsystems, ranging from 23 µm to

35 µm in the TIB and 35 µm to 53 µm in the TOB. All together, there are 24,244 silicon

sensors covering an active area of 198 m2. With each sensor containing as many as 768

strips, there are a total of 9.3 million silicon strips.

4.2.3 Electromagnetic Calorimeter

Since the tracker is only able to provide positional information, another type of de-

tector is required in order to provide information on the energy of particles. This is

accomplished with two types of calorimeters: the electromagnetic calorimeter (ECAL)

and the hadronic calorimeter (HCAL).
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The ECAL is able to measure low-mass particles which interact electromagnetically—

electrons and photons—while the HCAL is able to measure hadrons. With the exception

of muons and neutrinos, all collision products will deposit their energy in one of these

calorimeters.

Providing coverage up to |η| < 3.0, the electromagnetic calorimeter (ECAL) contains

75,848 lead tungstate crystal scintillators.

Scintillators are materials which produce light when struck by an ionizing particle,

such as an electron of photon. The amount of light produced in this interaction is

proportional to the energy of the incident particle. By measuring the produced photons

with photodetectors placed behind the scintillators, the energy of the incoming particle

can be determined. Additionally, by analyzing the cells with the most measured light,

the

4.2.4 Hadronic Calorimeter

Located immediately outside the electromagnetic calorimeter, the hadronic calorime-

ter (HCAL) is responsible for measuring the energies of strongly interacting particles.

This includes many particles which would otherwise go undetected, such as neutral

hadrons. Accurately measuring the energy of these particles is critical in the deter-

mination of the missing transverse energy, a quantity heavily used in SUSY searches.

Due to the importance of the energy measurements it provides, the HCAL was designed

to be as hermetic as possible.

Unlike the ECAL, which only uses one material, the HCAL uses alternating layers

of two materials: a metal absorber and a plastic scintillator. When passing through the

detector, hadrons will interact with the absorbing layers and produce a shower of particles.

Charged particles in this shower will induce detectable light in the scintillators, which
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Figure 5.1: Longitudinal view of the CMS detector showing the locations of the hadron barrel
(HB), endcap (HE), outer (HO) and forward (HF) calorimeters.

Table 5.1: Physical properties of the HB brass absorber, known as C26000/cartridge brass.

chemical composition 70% Cu, 30% Zn
density 8.53 g/cm3

radiation length 1.49 cm
interaction length 16.42 cm

(Dh ,Df) = (0.087,0.087). The wedges are themselves bolted together, in such a fashion as to
minimize the crack between the wedges to less than 2 mm.

The absorber (table 5.2) consists of a 40-mm-thick front steel plate, followed by eight 50.5-
mm-thick brass plates, six 56.5-mm-thick brass plates, and a 75-mm-thick steel back plate. The
total absorber thickness at 90� is 5.82 interaction lengths (lI). The HB effective thickness increases
with polar angle (q ) as 1/sinq , resulting in 10.6 lI at |h | = 1.3. The electromagnetic crystal
calorimeter [69] in front of HB adds about 1.1 lI of material.

Scintillator

The active medium uses the well known tile and wavelength shifting fibre concept to bring out the
light. The CMS hadron calorimeter consists of about 70 000 tiles. In order to limit the number of
individual elements to be handled, the tiles of a given f layer are grouped into a single mechanical
scintillator tray unit. Figure 5.5 shows a typical tray. The tray geometry has allowed for construc-
tion and testing of the scintillators remote from the experimental installation area. Furthermore,
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Figure 4.8: R-z view of a quarter section of the CMS detector showing the position
of the four HCAL subsystems. The HCAL barrel and endcap (HB and HE) are
located within the solenoid, while the outer and forward calorimeters (HO and HF)
are outside. Figure from Reference [7].

is guided to the readout system by wavelength-shifting fibers. The energy of the initial

shower is then extrapolated from these signals.

The HCAL consists of four sub-systems: the HCAL barrel (HB), HCAL endcap (HE),

outer calorimeter (HO), and forward calorimeter (HF). The arrangement of these four

subsystems is shown in Figure 4.8.

With the constraint of having to fit between the ECAL and the solenoid, the HCAL

barrel (HB) system extends from R = 1.77 m to R = 2.95 m. Composed of 36 identical

wedges split into two barrels, the HB has 16 layers of metal absorber interspersed with

17 layers of plastic scintillator. The absorbers vary in thickness from 40 mm to 75 mm.

The innermost and outermost absorber layers are made of steel to provide structural

support, while the middle 14 layers are made of brass, which is non-magnetic and has
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an interaction length of 16.42 cm. All together, these HB absorbers provide 5.82 nuclear

interaction lengths. The 17 scintillator layers in between the absorbers vary in thickness

from 3.7 mm to 9 mm, and are tiled. These tiles are divided into 2304 towers, with each

tower covering 0.087× 0.087 region in η and φ, corresponding to the same area covered

by the 5× 5 superclusters in the ECAL.

Despite the 5.82 interaction lengths provides by the HCAL barrel system, hadronic

showers will still leak though. For this reason, an outer calorimeter (HO) is located

outside the solenoid in the region |η| < 1.26. The HO uses both the solenoid coil and iron

yolk as absorbers, and its scintillators segmentation mirrors the barrel calorimeter. The

outer calorimeter increases the effective thickness of the HCAL to around 11 interaction

lengths in the barrel.

To provide coverage that is hermetic as possible, forward calorimeters (HF) are placed

beyond the muon endcap system on either side of the interaction point, and cover the

region 3.0 < |η| < 5.2. Unlike the rest of the calorimeters, which come in ECAL-

HCAL pairs, the forward region only has one calorimeter on each side of the interaction

point. We will see shortly that the novel design of the forward calorimeter allows for

electromagnetic and hadronic energy contributions to approximated.

Due to their proximity to the beam line, these detectors experience extraordinary

particle fluxes, with 760 GeV deposited per interaction, compared to 100 GeV for the rest

of the detector. Driven by the need for radiation hardness, the detector was designed

with quartz fibers as the active medium with steel absorbers. In the quartz fibers,

signal is generated when charged shower particles above the Cherenkov threshold generate

light. This mechanism makes the HF calorimeters mostly sensitive to the electromagnetic

components of showers, and this sensitivity is exploited to estimate the electromagnetic

and hadronic components of the shower. Additional quartz fibers are included in the first

22 cm of absorber and read out separately. Showers generated by electrons and photons
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will deposit most of their energy in the first 22 cm of material, while hadronic showers

deposit energy uniformly throughout the detector volume. With the energy measured in

the long fibers as L and the energy measured in the short fibers as S, electromagnetic

energy can be approximated by 2S, while the hadronic component is L− S.

4.2.5 Muon System

The muon system consists of several layers of three detector technologies: drift tubes

(DTs), cathode strip chambers (CSCs), and resistive plate chambers (RPCs). These

technologies provide coverage in different regions of the detector. DTs cover the barrel

region (|η| < 1.2), CSCs are used in the endcaps (0.9 < |η| < 2.4), and RPCs provide

complementary measurements in both (|η| < 1.9). The arrangement of these detectors is

shown in Figure 4.9. In the following sections, I will review each of these detector types.

Drift Tubes

The fundamental unit of drift tubes is the drift cell (shown in Figure 4.10). These

cells are rectangular chambers (2.4 m long with a cross-section of 42 mm× 13 mm) filled

with Argon gas. An anode wire held at 3600 V runs along the center of the cell, while

cathode strips held at −1200 V run along the cell wall. A muon passing through the drift

cell will ionize the Argon gas, causing free electrons produced by this ionization then

drift to the anode wire where they produce a measurable change in voltage. Four parallel

drift cells grouped together are called a superlayer.

In the barrel region, drift tubes are organized into four stations arranged in concen-

tric cylinders with radii of of 4.0, 4.9, 5.9, and 7.0 m from the beam axis. The inner

two stations contain three superlayers each: two oriented to measure r and φ, and a

perpendicular layer them between to measure r and η. The two outer stations have two
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Figure 4.9: R-z view of a quadrant of the CMS detector highlighting the muon system
layout. Figure from Reference [8].

Figure 4.10: Cross-sectional view of a drift cell. Figure from Reference [7]

65



Experimental Apparatus Chapter 4

= 6 cathodes +Chamber 6 anodes Side view

Top view

Figure 4.11: The orientation of the anodes and cathodes of a cathode strip chamber,
with the dimensions between each shown (right). (ODMB). Image from Reference [7].

superlayers each, excluding the middle η-sensitive superlayer.

Cathode Strip Chambers

The flux of muons increases as you approach the beam line. In order to handle this

increased muon rate, cathode strip chambers (CSCs) are used. With low drift times, CSCs

have much fast response times than the DTs in the barrel. Diagrammed in Figure 4.11,

each CSC consists of six layers of multi-wire proportional chambers—filled with a 50%

CO2, 40% Ar, and 10% CF4 gas mixture—paired with finely segmented cathode readout

strips. When a muon passes through a chamber will ionize the gas and cause a charge

buildup on the anode wires, which can be measured to determine r − η position. This

charge buildup also induces a measurable charge on the cathode strips, providing r − φ

position as well. Analysis of the charge distribution between adjacent strips allows CSCs

to achieve a resolution lower than the strip width, with an offline spatial resolution of

75 µm in the inner two rings and 150 µm in the other CSCs.

A diagram of the electronics used to readout data from a CSC chamber are shown in

Figure 4.12. Signals produced by the anode wires are amplified by the anode front-end

66



Experimental Apparatus Chapter 4
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DCFEB (Digital Cathode Front-End Board)
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OTMB (Optical Trigger MotherBoard)

➡ Sends anode-cathode coincidences to trigger and—when L1A is received—to ODMB


ODMB (Optical Data acquisition MotherBoard)

➡ Collects and sends anode, cathode, and trigger data to the DDU when L1A is received


DDU (Detector-Dependent Unit)

➡ Collects data from 15 ODMBs in sector, sends the information to the global DAQ path
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Off-chamber

Figure 4.12: Schematic showing connections between on-chamber electronics and the
upgraded Optical Data Acquisition Motherboard (ODMB7/5), as well as a description
of each component of the readout system.

board (AFEB) and then passed to the local charged track board (ALCT) where hits across

anode layers are matched to form muon stubs. The ALCT then sends two candidates

with the most layer hits off-chamber to the optical trigger motherboard (OTMB), located

in a crate in the CMS cavern. Cathode strip readings are collected by digital cathode

front-end boards (DCFEBs), which amplify the signals and send them to the OTMB

where they are analyzed. Coincidences between hit patterns in the anode and cathode

data found by the OTMB are then are then sent to the main CMS trigger path.

Along with sending out data, the OTMB is also responsible for receiving the Level 1

Accept (L1A) signal from the central trigger system, which indicates the event should

be recorded. The OTMB then passes this signal along to the other readout electronics.

When an L1A is received, the optical data acquisition motherboard (ODMB) is respon-

sible for collecting all chamber information and sending it to the central CMS DAQ

path via the detector-depending unit (DDU). The ODMB gets cathode information from

the DCFEBs and combines it with the anode and trigger information from the OTMB,
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sending the results to the DDU.

The increase in muon flux that will accompany the start of high-luminosity LHC

(HL-LHC) will require the CSC readout electronics to operate with a data rate beyond

their current capacity. To handle the increased data rate, the CSC readout electronics

are being upgraded. In particular, the ODMBs responsible for the chambers closest to

the beam line—of which there are 180—will be completely redesigned. The new ODMBs

will include additional optical links to provide the requisite data transfer rate for the

on-chamber electronics as well as the DDU.

Resistive Plate Chambers

Resistance plate chambers (RPCs) compliment the DTs and CSCs in the region

|η| < 1.9. Yet another gas detector, RPCs consist of two parallel resistive plates—

an anode and a cathode—separated by a gas volume filled with a C2H2F4 mixture.

When a muon passes through the chamber, the resulting ionization creates an avalanche

of electrons that will pass through the resistive plates and be measured by a copper

readout strips. Though their spatial resolution is not as good as DTs or CSCs, RPCs

provide a time resolution of 1 ns, making them extremely useful for identifying which

bunch crossing a muon was produced in.

4.2.6 Trigger and Data Acquisition

As we learned in Section 4.1.2, each bunch crossing produces many final state parti-

cles, most of which originate from soft proton collisions. With bunch crossings occurring

every 25 ns, there can be up to 3 billion collisions per second, with most of these colli-

sions being of little interest to us. While the detector response is synchronized to the

bunch crossing frequency, the speed of reading out the data is much slower, allowing us
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Figure 4.13: Schematic diagram showing how an L1A is generated from trigger prim-
itives from the calorimeter and muon systems [7].

to only record about 1000 events per second. Most bunch crossings will only produce

soft collisions that are not worth recording, so determining when events of interest occur

is of paramount importance. At CMS, this selection is performed using a trigger system

composed of two stages. The first stage, L1, uses fast-response data from the calorime-

ters and muon system to identify events that contain particular candidate objects such

as electrons, muons, photons, and jets. Figure 4.13 shows the pieces from the muon

system and calorimeters, known as trigger primitives, that contribute to an L1 accept.

This identification occurs at a rate of 100 kHz.

The second level of the CMS trigger system, known as the high-level trigger (HLT),

uses data from all subsystems to perform a more complete reconstruction of candidate

objects. To increase processing efficiency, this reconstruction is separated into different

workflows, known as HLT paths, with each path using different algorithms and selection

criteria to determine if an event has certain characteristics. Paths may correspond to

one or more different objects. For example the HLT IsoMu24 path is designed to trigger
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events with an isolated muons with pT > 24 GeV, while the HLT Mu15 IsoVVVL PFHT450

path is designed to trigger on events with an isolated loose muon with pT > 15 GeV and

HT > 450 GeV. To determine whether to process an event, each HLT path starts from

a set of L1 triggers called seeds ; if an event was accepted by any of the L1 seeds, it will

be processed by the path. In the end, if any HLT paths accept an event, the full event

information is stored. The high-level trigger reduces the total event rate to around 1 kHz.

Beyond determining what events to save, the HLT is also used to organize the data.

Once an event is accepted by the HLT, it transferred to the CMS computing center for

offline processing and storage. Once the full offline event reconstruction is performed,

the event is added to datasets based on which HLT paths accepted it. This grouping

is non-exclusive, so an event with multiple features of interest—such as a muon and an

electron—may be put into several datasets. This organization allows analyzers to restrict

their analysis to the subset of the data with the features they are interested in. We will

see in Chapter 6 what triggers this analysis uses in data.
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Object and Event Reconstruction

In Chapter 4, we saw how different particles interact with each detector system in CMS,

as well as what information we can infer from these interactions, such as particle position

and energy. Determining these quantities from detector data and classifying them by

particle type is known as reconstruction. During reconstruction, raw detector outputs

are translated into abstract objects that represent electrons, photons, and muons. In this

chapter, we will discuss the techniques used to perform this reconstruction and the criteria

used to define the objects used in this analysis. When discussing reconstructed objects,

we should always keep in mind that these are actually object candidates : a hypothesis of

what particle produced the signal in the detector. Though we do our best to reconstruct

objects accurately, the objects we are working are not the particles themselves.

We will start by discussing the particle flow (PF) algorithm, the backbone of recon-

struction at CMS.
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5.1 Particle Flow

The particle flow (PF) algorithm [30] describes events through the comprehensive

list of final-state particles it reconstructs and classifies. This task is accomplished by

correlating basic detector elements, tracks and clusters, from each detector layer and

then combining these measurements to reconstruct particles and their properties.

PF reconstruction is divided into three steps. First, subdetector information is used

to produce particle flow candidates. PF candidates are either tracks constructed from

measurements by the inner tracker and muon system, or energy clusters constructed

from calorimeter data. The track objects are reconstructed iteratively using specialized

software called the combinatorial track finder (CTF) [31]. This software builds particle

trajectories from from groups of hits starting in the innermost tracker layers and moving

outward. A final refit is then performed on the resulting trajectories, with any likely

spurious tracker hits removed.

PF clusters are formed in a similar manner. Starting from calorimeter cells with a

local energy maximum, topological clusters are formed by iterating over surrounding cells

and adding those with energy above some threshold. Topological clusters are then fit

with a Gaussian-mixture model, which assumes the energy deposits may originate from

multiple seeds, to reconstruct individual clusters within a topological cluster.

In the next step of PF reconstruction, a link algorithm iterates through pairs of PF

candidates from different subdetectors and links together candidates that are found to

be mutually consistent with a single object. The criteria used to determine if two PF

candidates should be linked depend on the candidate types being considered, and are

specified in [30]. Rather than considering all pairs of PF candidates, the link procedure

only considers pairs of candidates that are nearest neighbors in the η-φ plane. Linked
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objects are then further combined to form PF blocks1. Due to the high granularity of

the trackers at CMS, PF blocks typically contain elements originating from one or two

particles. Within each block, higher level identification and reconstruction sequences

are executed for particle candidates in the following order: muons, electrons, isolated

photon, and jets. The order of reconstruction is based on signature, with muons having

the most distinctive detector signature and jets acting as a catch-all for tracks and clusters

not reconstructed into the other objects. Once an element is associated with a particle

candidate, it is removed from consideration for future candidates. Once all blocks have

been processed, the linking step is complete.

With all the reconstructed objects, a final post-processing step is run that calculates

global variables such as pmiss
T and HT. Additional checks are made to verify that objects

were reconstructed correctly, with special attention paid to pmiss
T . The resulting event

description—object lists and global variables—are then made available to the analyzers

for more strict selections. The following sections will summarize the additional criteria

applied for each object type.

5.2 Leptons

Muons are the most distinguishable type of particle measured in CMS. This is due

to the minimal interaction they have with the calorimeters, which allows them to be

measured by the inner tracker as well as the outer muon system. As such, muons can

be reconstructed from measurements in both systems. Those reconstructed from inner

tracker hits are known as tracker muons, while those reconstructed from muon system

hits are known as standalone muons. To distinguish them from other charged particles

that produce tracks, tracker muons are also required to have at least one matching muon

1Why a group of links isn’t called a chain is beyond me.
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Table 5.1: Kinematic and quality requirements applied to muons. dxy and dz are the
transverse and longitudinal impact parameters of the tracks associated to the muon.
The “Is global or tracker muon” excludes standalone muons.

Muon Property Requirement
pT [GeV] > 20
|η| < 2.4∣∣dxy

∣∣ [mm] < 2
|dz| [mm] < 5

Irel
mini < 0.2

PF muon ID True
Is global or tracker muon True
Fraction of valid tracker hits > 0.8
Segment compatibility > 0.303
Requirements below apply only if segment compatibility ≤ 0.451

Normalized global track χ2 < 3

χ2 of tracker-standalone match < 12

Track kink χ2 < 20

segment in the muon system. These reconstructions are performed separately, with the

results getting matched later. Tracks found to be consistent between both the inner

tracker and muon system are referred to as global muons. The additional requirements

imposed on muon candidates are shown in Table 5.1, with the resulting efficiency plotted

as a function of pT and η in Figure 5.1.

The second object to be reconstructed, electrons are identified from charged particle

tracks coupled with ECAL clusters. Unlike muons, electrons lose a significant fraction of

their energy in the inner tracker due to bremsstrahlung, the power of which is proportional

to (E/m)4. This radiation slightly complicates the reconstruction since the radiated

photons, which may not be close to the electron by the time they reach the ECAL,

need to be associated with the electron candidate in order to fully reconstruct its four

momentum. Due to the magnetic field, however, the radiated photons will only be

separated from the electron along the φ direction. Therefore, cluster elements in the

ECAL are combined along this direction to form superclusters, which are then spatially
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Figure 5.1: Overall efficiency of the reconstruction, identification, isolation, and ver-
texing requirements for both muons (left) and electrons (right) as a function of pT

and η. Plots from supplementary material for Reference [9] and published online in
Reference [10].

associated with consistent hits from the inner tracker. Furthermore, to account for the

sudden changes in flight path caused by bremsstrahlung, electron tracks are reconstructed

with a Gaussian-sum filter (GSF) [32]. The requirements placed on electron tracks and

superclusters are listed in Table 5.2, with the resulting efficiency plotted as a function of

pT and η in Figure 5.1. Since the detector signature of the electron is not as distinct as

that of the muon, electrons suffer from a significantly lower identification efficiency.

5.2.1 Mini Isolation

As we expect signal leptons to originate from the decay of a W boson, we require the

leptons to be isolated from other PF candidates. This helps distinguish prompt leptons–

those produced by the hard-scatter process–from non-prompt leptons, which are produced

by secondary decays or hadronization. Lepton isolation is quantified by summing the

transverse momenta of all particles within some ∆R of the lepton candidate and then

dividing by the pT of the lepton being considered. Specifically, the numerator has the
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Table 5.2: Kinematic and quality requirements applied to electrons. Different re-
quirements are applied to electrons in the barrel (

∣∣ηsupercluster

∣∣ ≤ 1.479) and endcap
(
∣∣ηsupercluster

∣∣ > 1.479). dxy and dz are the transverse and longitudinal impact param-
eters of the tracks associated to the electron. σiηiη is a shower shape variable which
measures the width of the ECAL energy deposits in the η direction.

Electron Property Barrel Requirement Endcap Requirement
pT [GeV] > 20 > 20∣∣ηsupercluster

∣∣ < 1.479 < 2.5∣∣dxy
∣∣ [mm] < 0.118 < 0.739

|dz| [mm] < 3.73 < 6.02

Irel
mini < 0.1 < 0.1
σiηiη < 0.0101 < 0.0283
∆η(supercluster, track) < 0.0103 < 0.00733
∆φ(supercluster, track) < 0.0336 < 0.114
Ehadronic/Eelectromagnetic < 0.0876 < 0.0678
1
E
− 1

p
[GeV−1] < 0.0174 < 0.0898

Missing hits ≤ 2 ≤ 1
Pass photon conversion True True

form:

Irel =
(∑

cone

pT(charged hadrons from PV)

+ max
[∑

cone

pT(photons) +
∑

cone

pT(neutral hadrons)

− 1

2

∑

cone

pT(charged hadrons not from PV), 0
])
/p`T, (5.1)

where the last term is included to correct for energy from pileup near the leptons. When

computed with a fixed cone radius, the resulting ratio is known as relative isolation. In

this analysis, isolation is calculated using a cone radius that varies with the pT of the

lepton, according to

Rmini-iso =





0.2, p`T ≤ 50 GeV,

10 GeV

p
`
T

, p`T ∈ (50 GeV, 200 GeV),

0.05, p`T ≥ 200 GeV.

(5.2)
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The resulting isolation, Imini, is referred to as mini isolation [33]. The choice of using a

pT-dependent cone size is motivated by the angular separation expected between two par-

ticles produced by the decay of a massive particle. In the limit of a high-momentum par-

ent particle, the separation between the decay products in η-φ is ∆R ≈ 2Mparent/p
parent
T .

Though this is a simplified case, it indicates the separation should scale as 1/pT, and the

constant in the numerator should be related to the mass of the decaying particle. As we

are trying to discriminate from non-prompt leptons produced in b-quark decay, a value

of 10 GeV (approximately twice the mass of the b-quark) is chosen for the numerator.

An upper limit on the cone size of 0.2 is chosen to avoid overlap with jets, and a lower

limit of 0.05 avoids issues related to detector resolution effects.

5.2.2 Veto Tracks

The dominant background of this analysis, as will be discussed in more detail in

Chapter 7, is tt events in which both top decays produce a lepton. These events make

it into our search region when one of the leptons is lost, due to being outside detector

acceptance or failing identification. To account for these events, we define a collection

of veto tracks that contain candidates that are likely to be a lepton or a charged hadron

from τ lepton decay, but fail lepton identification. PF candidates for leptons and charged

hadrons are considered for this collection, with the requirements for each summarized in

Table 5.3.

In addition to the two leptons, 2` tt events also have two neutrinos that contribute to

missing transverse energy (pmiss
T ) in the event. In 1` tt events, ~p miss

T will originate from

a single neutrino. This difference allows for a transverse mass to be calculated between

~p miss
T and the reconstructed lepton (~̀) that has an upper bound of mW in 1` tt, where
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Table 5.3: Selection requirements for veto tracks. In all cases, it is assumed the track
has not already been identified as an electron or muon. mT2 requires an identified
electron or muon to compute. If an event does not contain any leptons, the mT2

and charge requirements are omitted. For charged hadron tracks, the definition of
mini-isolation is modified to exclude photons and neutral hadron candidates, retaining
only the first term in Equation (5.1).

Track Property Lepton PF Cand. Charged Hadron PF Cand.
pT [GeV] > 10 > 15
dxy [mm] < 0.5 < 0.5
dz [mm] < 0.7 < 0.7
Imini < 0.2 N.A.

Ichg. trk. only
mini N.A. < 0.1

Required only if event contains a lepton

mT2(track, l , pmiss
T ) [GeV] < 80 < 60

Opposite charge as lepton True True

the transverse mass between two particles a and b is defined as

mT(a, b) ≡ m2
a +m2

b + 2(ET,aET,b − ~pT,a · ~pT,b). (5.3)

If two neutrinos are contributing to ~p miss
T , however, this transverse mass has no upper

bound. Therefore, in events with both a lepton and veto track, a new mass variable is

constructed. Known as mT2 [34, 35], it is defined as

mT2(track, l , ~p miss
T ) ≡ min

~pT,a+~pT,b=~p
miss

T

{max[mT(track, ~pT,a), mT(l , ~pT,b)]}. (5.4)

A scan over pairs of transverse momenta that sum to the reconstructed ~p miss
T is represents

the two neutrinos. For each pair, two transverse masses are calculated, pairing neutrino

candidate a with the veto track and neutrino candidate b with the lepton. The maximum

of these two values is then minimized across all neutrino candidate combinations. Similar

to mT in the single lepton case, mT2 is expected to have an upper bound of mW in events

with two leptonically decaying W bosons. Therefore, track candidates that give a large

value of mT2 are not counted as veto tracks.
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5.3 Jets

By far the most common type of object produced at the LHC, jets are collimated

sprays of particles produced by the hadronization of quarks and gluons. Rather then

work with each particle separately, it is more convenient to cluster them together and

treat them as a single object. Furthermore, this clustering allows us to reconstruct

particles produced in the hard scattering that subsequently decayed.

Jets are formed by clustering PF candidates together into a cone of radius R in η-φ

space using the anti-kT algorithm [36]. This clustering is performed using the FastJet

package [37]. The cone size of jets can vary depending on the mass of the hadronizing

object that is being reconstructed, as this impacts the separation the decay products are

expected to have. The standard jet cone size, which we use here, is R = 0.4 which allows

for b quark decay products to be contained within a single jet2.

To determine the order in which particles should be clustered, distance between par-

ticles i and j is defined as

dij = min
(
p−2

Ti , p
−2
Tj

) ∆R2
ij

R2 , (5.5)

where ∆R2
ij = ∆η2

ij + ∆φ2
ij and R = 0.4 is the jet radius parameter. Additionally, a

self-distance is defined for each object:

di = p−2
Ti . (5.6)

Starting from the list of unassigned PF candidates, the anti-kT algorithm iteratively clus-

ters particles starting with the minimum distance parameter and proceeds in ascending

order. If the minimum distance comes from a pair of particles, the particles’ four mo-

menta are added together, with the result replacing the initial particles in the candidate

list. If the minimum distance comes from a single object, then it is removed from the

2Using the formula introduced in Section 5.2.1, the decay products of a b quark with a pT of 30 GeV
would have a ∆R ≈ 0.33.
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Table 5.4: Kinematic and quality requirements applied to the jets after removing those
matched to leptons. The fraction requirements refer to the fraction of the energy of
the jet coming from a particular source as identified by the PF algorithm.

Jet Property Requirement
pT (corrected) > 30 GeV
|η| < 2.4
Neutral hadron fraction < 0.99
Charged hadron fraction > 0
Neutral electromagnetic fraction < 0.99
Charged electromagnetic fraction < 0.99
Number of constituents > 1
Charged multiplicity > 0

list and considered a jet. This process continues until all particles have been assigned to

a jet. The distance metric used by the anti-kT algorithm leads to jets being clustered

around the highest pT particles first and results in a circular shape in the η-φ plane.

When using the standard radius of 0.4, jets constructed in this way are known as AK4

jets.

To accurately reconstruct the particle that produced the jet, corrections are applied

to account for the effects of pileup and other experimental effects. As was the case

for leptons, these corrections are applied to each object independently and are pT and η-

dependent. Once these corrections are applied, identification requirements are imposed to

remove poorly reconstructed jets. Listed in Table 5.4, these requirements check that the

reconstructed jet had more than one constituent and was measured by both calorimeters.

As jets are made from the complete PF candidate list, they may contain candidates

previously identified as isolated leptons based on the criteria given in Section 5.2. To

avoid double counting the leptons or their energy, jets are removed from the jet collection

if they contain a lepton candidate or if any isolated leptons are within ∆R = 0.4 of the jet

momentum. Non-isolated leptons, or candidates failing another identification criterion,

are clustered into jets.
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We define Njets as the number of AK4 jets passing the requirements given above.

Additionally, we define HT as the scalar sum of the transverse momenta of these jets,

and ST as this sum including reconstructed leptons.

5.3.1 b-tagging

As discussed earlier, jets allow us to reconstruct colored objects originating from

the initial hard process. In most cases we are unable to uniquely identify the object

that produced a jet, be it a quark or a gluon. The similar couplings and low masses

of the first two generations of quarks lead to very small kinematic differences between

the resulting hadronization processes. With a mass of 4.6 GeV and CKM-suppressed

decay modes, however, hadrons containing b quarks will travel several millimeters in the

detector before decaying. This leads to a distinctive secondary decay vertex that can be

reconstructed and used to identify a jet originating from a b quark. Known as b tagging,

this procedure is critical to many SUSY searches, including the one presented here, as the

relative lightness of third-generation squarks lead to the corresponding quarks appearing

in the final states of many simplified models.

The procedure of b tagging is performed at CMS using the Combined Secondary

vertex (CSV) tagger [38], a multivariate analyzer (MVA) which takes the PF candidates

from each jet as an input and returns a discriminator score between 0 and 1, with 1

representing a jet very likely to be from a b quark. If a jet has a score above some

threshold, it is considered b tagged. The threshold used is referred to as the working

point. Working points are typically defined based on the false positive rate—the rate at

which jets not originating from a b quark are b tagged—with the loose, medium, and

tight working points corresponding to false positive rates of 10, 1, and 0.1% respectively.

The efficiencies for these working points as a function of jet pT are shown in Figure 5.2 for
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Figure 5.2: Efficiency of the CSVv2 and DeepCSV b-tagging efficiencies, computed
in simulated tt +jets events. The medium working point of CSVv2 is used in this
analysis. Figure from Reference [10].

two implementations of the CSV algorithm: CSVv2 and DeepCSV [39]. In this analysis,

we use the medium working point of the DeepCSV algorithm, which gives an efficiency

of 68% for b jets with pT > 20 GeV in tt events. We define Nb as the number of AK4

jets that are b tagged.

5.3.2 Large-Radius Jets

While a jet radius of 0.4 is sufficient for capturing the decay products of a b quark,

heavier particles such as top quarks require a larger radius. Due to the extremely high

mass of the top quark, its decay products can span across several AK4 jets. In order

to recover this kinematic information, we create large-radius jets (R = 1.4)—henceforth

referred to as large-R jets—by clustering together the AK4 jets described in Section 5.3.

82



Object and Event Reconstruction Chapter 5
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Figure 5.3: η-φ plane for a simulated 1` tt̄ event showing the measured energy de-
positions and how they are clustered into small- (green) and large-radius (red) jets.

Figure 5.3 shows this clustering procedure in the η-φ plane for a simulated 1` tt event.

When the underlying event contains heavy particles that decay hadronically, such as

the four top final state of our signal models, the constructed large-R jets are expected to

have correspondingly large masses. To represent the mass scale of the underlying event,

we define the variable MJ as the sum of all large-R jet masses:

MJ =
∑

Ji=large-R jets

m(Ji). (5.7)

Properties of this variable have been explored in depth in References [40, 41, 42]. We

will study how MJ behaves for our signal and backgrounds in Chapter 7.

Instead of clustering AK4 jets, large-R jets could be constructed in the typical fashion

using PF candidates and the anti-kT algorithm with a higher input radius. Furthermore,

similar to the b tagging of AK4 jets, top tagging can be performed on large-radius AK
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jets. Due to our top-heavy final state, we studied the efficacy of using higher radius AK

jets with top tagging—namely, the DeepAK8 jet framework described in [43]. In the end,

however, top tagging did not offer a significant enough improvement over the nominal

MJ to warrant the added uncertainty in background estimation that its inclusion would

have caused.

5.4 pmiss
T

A key feature of many SUSY models is the undetectability of the supersymmetric

particles in the final state. Though this may seem like an undesirable feature, it pro-

vides significant discrimination power at the LHC. Because the momenta of the incoming

protons are only along the beam axis, the colliding system has a negligible amount of

momentum in the transverse direction. Therefore, assuming all particles are detected,

summing the transverse momenta of the final state particles should give zero. In the case

particles are not measured, however, the total transverse momenta may differ significantly

from zero. To quantify this difference, we define the missing transverse momentum ~p miss
T

as

~p miss
T = −

∑
~pT, (5.8)

where the sum is taken over all jets and PF candidates not clustered into jets. As we will

most often refer to the magnitude of this quantity, we define pmiss
T = |~p miss

T |. In addition

to indicating the presence of unmeasured particles, ~p miss
T also has the nice property that,

in events where a single particle (such as a neutrino) escapes the detector without being

detected, pmiss
T recovers this particles pT. We will see in Chapter 7 that we can use this

property to remove a large fraction of the 1` tt background from our search region.
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Chapter 6

Data and Simulated Event Samples

In Chapter 4, we learned how triggers are used to select interesting data events while

data is being collected. In this chapter, we will review which of the resulting datasets we

use in this analysis.

We will start by reviewing the triggers we use to select a subset of the data collected

by CMS, as well as how efficient these triggers are with respect to offline kinematic

variables. Next, we will discuss how our simulated event samples are generated, and

which processes we include to simulate our standard model background. Finally, we will

briefly review the processing pipeline that samples go through before we analyze them.

6.1 Data

The CMS Run 2 data sample was collected across 3 years—2016, 2017, and 2018—

-and corresponds to 137 fb−1 of total integrated luminosity. Each year’s data collection

was divided into eras, with detector and beam conditions remaining constant within each

era. The luminosity collected in each era for each year is shown in Table 6.1. These eras

consist of many runs, which correspond to one beam fill. To ensure that each event in the
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Table 6.1: Integrated luminosity of the data eras used in this analysis.

Era
L [fb−1]

2016 2017 2018
A - - 13.482
B 5.751 4.793 6.785
C 2.573 9.755 6.612
D 4.242 4.320 31.947
E 4.025 9.424 -
F 3.105 13.568 -
G 7.576 - -
H 8.865 - -

Total 35.922 41.680 58.826

dataset is well reconstructed, each CMS subsystem is required to monitor data quality

and submit a list of verified runs. Thus, the final dataset only consists of runs that were

verified by all detector subsystems.

As we discussed in Section 4.2.6, triggers are used to categorize datasets at CMS. This

reduces the amount of data each analysis must process, as they only need to download a

subset of the primary datasets. These datasets can be further reduced trivially by apply-

ing the logical OR of a collection of high-level triggers (HLT). The primary datasets used

for this analysis are MET, JetHT, SingleElectron (EGamma in 2018), and SingleMuon.

The HLT paths selected from these datasets are listed in Table 6.2. These triggers fall

into three categories: lepton, lepton + HT , and MET. The lepton triggers target isolated

leptons with pT requirements that range from 24-32 GeV depending on the lepton type.

The lepton + HT triggers allow the lepton pT requirement to be reduced to 15 GeV by

also requiring HT—the sum of AK4 jet pT—to be greater than 350–400 GeV. Finally,

the MET triggers target events with missing transverse momentum, and require pmiss
T to

be greater than 100–120 GeV.

When studying trigger efficiencies, it is important to understand the difference be-

tween online and offline reconstruction. Online reconstruction occurs in two stages: L1
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Table 6.2: List of high-level triggers used for 2016 (left) and 2017+2018 (right).

Lepton triggers
IsoMu24 IsoMu24

IsoTkMu24 IsoMu27

IsoMu27 Mu50

Mu50 Ele27 WPTight Gsf

Ele27 WPTight Gsf Ele35 WPTight Gsf

Ele115 CaloIdVT GsfTrkIdT Ele115 CaloIdVT GsfTrkIdT

Lepton + HT triggers
Mu15 IsoVVVL PFHT350 Mu15 IsoVVVL PFHT450

Mu15 IsoVVVL PFHT400 Mu15 IsoVVVL PFHT600

Mu50 IsoVVVL PFHT400 Mu50 IsoVVVL PFHT450

Ele15 IsoVVVL PFHT350 Ele15 IsoVVVL PFHT450

Ele15 IsoVVVL PFHT400 Ele15 IsoVVVL PFHT600

Ele50 IsoVVVL PFHT400 Ele50 IsoVVVL PFHT450

MET triggers
PFMET110 PFMHT110 IDTight PFMET120 PFMHT120 IDTight

PFMETNoMu110 PFMHTNoMu110 IDTight PFMET120 PFMHT120 IDTight PFHT60

PFMET120 PFMHT120 IDTight PFMETNoMu120 PFMHTNoMu120 IDTight

PFMETNoMu120 PFMHTNoMu120 IDTight PFMETNoMu120 PFMHTNoMu120 IDTight PFHT60

and HLT. L1 reconstruction is performed very quickly (on the time scale of 4 µs) and

only uses information from the calorimeters and, sometimes, the muon system. HLT

reconstruction uses full detector information, but is limited to a processing time of about

200 ms, requiring trigger decisions to be made with partial event information. Offline

reconstruction, on the other hand, is performed using full detector data, no constraint on

processing time, and the full suite of reconstruction software and techniques described in

Chapter 5. As a result of these differences, online variables may differ significantly from

those calculated offline. Therefore, while the efficiency of a trigger will be a step function

in its online target variable, it becomes a turn-on curve when using the corresponding

offline variable. At a particular value of the offline variable, the trigger efficiency reaches

a maximum value and remains constant for higher values of the offline variable. We will

refer to the maximum efficiency reached as the plateau efficiency and the value of the
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c
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Target triggers
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(triggers first)

Efficiency after 
baseline selection

Data with reference cut

Data with reference 
+ target cut

Data(reference+target)
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Figure 6.1: A fully documented trigger efficiency plot. The target triggers are specified
in brackets on the y-axis, while the reference selection used to define the dataset is
shown at the top of the plot in blue. The two distributions used to calculate the
efficiency are also plotted, with the filled histogram representing the numerator, and
the dashed histogram the denominator. The efficiency for the variable above the value
used in the baseline selection is shown in green below the reference cuts.

offline variable at which this efficiency is reached as the plateau threshold. We will study

both of these parameters for the lepton and pmiss
T triggers as a function of offline pmiss

T .

To determine the efficiency for a given trigger, which we will call the target trigger,

we must first create a dataset to perform the study in. To avoid any bias, this dataset is

constructed using an orthogonal trigger, which selects objects of a different type than the

target trigger; we will call this the reference trigger. We also impose cuts on some offline

variables to ensure the baseline trigger is fully efficient. Using this dataset, we compare

the distributions of an offline variable before and after applying the target trigger. Taking

the ratios of these distributions will give the efficiency of the target trigger as a function

of the chosen variable. Figure 6.1 shows a typical plot resulting from this procedure,

with the various features labeled.

Figures 6.2 and 6.3 show the pmiss
T and single-lepton triggers as a function of pmiss

T
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Figure 6.2: Trigger efficiencies as a function of pmiss
T in electron events for the OR

of all lepton triggers (left), all pmiss
T triggers (center), and all lepton and pmiss

T trig-
gers together (right). Top, middle, and bottom rows correspond to 2016, 2017, and
2018 data. The efficiencies are measured using a data sample collected using the
HLT PFJet450(500) and HLT AK8PFJet450(500) triggers for 2016 (2017 and 2018)
data, and offline requirements of one electron, 4 or more jets, and ST > 500 GeV.
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Figure 6.3: Trigger efficiencies as a function of pmiss
T in muon events for the OR

of all lepton triggers (left), all pmiss
T triggers (center), and all lepton and pmiss

T trig-
gers together (right). Top, middle, and bottow rows correspond to 2016, 2017, and
2018 data. The efficiencies are measured using a data sample collected using the
HLT PFJet450(500) and HLT AK8PFJet450(500) triggers for 2016 (2017 and 2018)
data, and offline requirements of one muon, 4 or more jets, and ST > 500 GeV.
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for each year of Run 2 for the electron and muon channels, respectively. The trigger

efficiency is shown as a function of pmiss
T for the single-lepton triggers in the left plots

and the pmiss
T triggers in the middle plots. Though the pmiss

T triggers by themselves give

a plateau efficiency of around 95-99% depending on the lepton channel, this only occurs

above pmiss
T values of 250–300 GeV. To lower this threshold, the pmiss

T triggers are combined

with single-lepton triggers. Due to the lack of online pmiss
T requirement, the single-lepton

triggers are nearly constant as a function of pmiss
T . When the logical OR is taken between

pmiss
T and lepton triggers, shown on the right in the figures, the plateau efficiency is nearly

100% in both electron and muon channels, and occurs for pmiss
T values above 200 GeV.

The efficiency of the pmiss
T + lepton trigger scheme was also studied as a function of

the other analysis variables, namely Njets, Nb , MJ , and mT. Shown for pmiss
T ¿ 200 GeV

in Figure 6.4 and Figure 6.5 for the electron and muon channels respectively, the trigger

efficiency is near 100% and uniform in each variable.

Based on these results, the overall systematic in the trigger efficiency is estimated to

be 0.5%.

6.2 Monte Carlo Simulation

Different aspects of MC events are taken care of by different programs in a multi-step

generation process. The parton distribution function (PDF) of the colliding protons,

which influences the kinematic properties and cross-sections of the to-be-generated pro-

cess, is taken from NNPDF 3 [44]. Next, hard scattering process is simulated at leading

order (LO) or next-to-leading order (NLO) with the MadGraph5 aMC@NLO [45] or

POWHEG [46] MC event generators. The particles produced by the hard scattering

or any subsequent decays are passed to the Pythia 8.2 [47] generator, which simulates

showing and fragmentation of partons using the CUETP8M1 tune [48] for the underlying
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Figure 6.4: Trigger efficiencies in electron events as a function of Njets, Nb , MJ , and
mT from left to right. Top, middle, and bottow rows correspond to 2016, 2017, and
2018 data. The efficiencies are measured using a data sample collected using the
HLT PFJet450(500) and HLT AK8PFJet450(500) triggers for 2016 (2017 and 2018)
data, and offline requirements of one electron, 4 or more jets, and ST > 500 GeV and
pmiss

T > 200 GeV.
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Figure 6.5: Trigger efficiencies in muon events as a function of Njets, Nb , MJ , and
mT from left to right. Top, middle, and bottow rows correspond to 2016, 2017, and
2018 data. The efficiencies are measured using a data sample collected using the
HLT PFJet450(500) and HLT AK8PFJet450(500) triggers for 2016 (2017 and 2018)
data, and offline requirements of one electron, 4 or more jets, and ST > 500 GeV and
pmiss

T > 200 GeV.
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event model. The resulting final state particles are then processed by the GEANT4 4 [49]

software package, which simulates the interactions between the particles and the CMS

detector. For signal samples, the CMS fast simulation package [50] is used in lieu of

GEANT4. To simulate pileup, additional minimum bias events are generated by Pythia

8.2 and overlaid on top of the underlying event.

The full list of standard model background samples used in this analysis is given

in Table 6.3. The production of tt +jets, W+jets, Z +jets, and QCD are simulates

using MadGraph5 aMC@NLO 2 in LO mode. Single top events are generated at NLO

with MadGraph5 aMC@NLO for the s-channel and POWHEG v2 for the t-channel and

W-associated production. Additional small backgrounds—such as tt production in as-

sociation with bosons, tttt, and diboson production—are produce at NLO using Mad-

Graph5 aMC@NLO or POWHEG. For all processes, the highest order cross-section avail-

able is used. In the tt +jets sample, additional weights are applied based on the number

of ISR jets; these weights were derived using a dilepton tt sample with two b tagged jets.

The simulated signal samples used are generated by MadGraph5 aMC@NLO 2 in

LO mode, corresponding to the SMS-T1tttt TuneCP2 13TeV-madgraphMLM-pythia8

and SMS-T5tttt dM175 TuneCP2 13TeV-madgraphMLM-pythia8 samples. Each sam-

ple contains approximately 800 mass points, with gluino masses varying from 600 GeV

(800 GeV) to 2600 GeV for T1tttt (T5tttt), and χ̃0
1 masses varying from 1 GeV to

1600 GeV. As the detector response is simulated with the fast simulation package for

signal events, additional scale factors are applied to account for any differences with

respect to the full simulation used for the backgrounds.
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Table 6.3: Dataset names for simulated event samples in 2016, with the grouping used
in plot legends specified. The corresponding set of samples in 2017 and 2018 are used
to model the 2017 and 2018 data, respectively.

Dataset name Legend
TTJets SingleLeptFromT TuneCUETP8M1 13TeV-madgraphMLM-pythia8

tt (1`)
TTJets SingleLeptFromT genMET-150 TuneCUETP8M1 13TeV-madgraphMLM-pythia8
TTJets SingleLeptFromTbar TuneCUETP8M1 13TeV-madgraphMLM-pythia8
TTJets SingleLeptFromTbar genMET-150 TuneCUETP8M1 13TeV-madgraphMLM-pythia8
TTJets DiLept TuneCUETP8M1 13TeV-madgraphMLM-pythia8

tt (2`)
TTJets DiLept genMET-150 TuneCUETP8M1 13TeV-madgraphMLM-pythia8
WJetsToLNu TuneCUETP8M1 13TeV-madgraphMLM-pythia8

W+jets
WJetsToLNu HT-[binned] TuneCUETP8M1 13TeV-madgraphMLM-pythia8
ST s-channel 4f leptonDecays 13TeV-amcatnlo-pythia8 TuneCUETP8M1

Single t
ST t-channel antitop 4f inclusiveDecays 13TeV-powhegV2-madspin-pythia8 TuneCUETP8M1
ST t-channel top 4f inclusiveDecays 13TeV-powhegV2-madspin-pythia8 TuneCUETP8M1
ST tW antitop 5f NoFullyHadronicDecays 13TeV-powheg TuneCUETP8M1
ST tW top 5f NoFullyHadronicDecays 13TeV-powheg TuneCUETP8M1
TTGJets TuneCUETP8M1 13TeV-amcatnloFXFX-madspin-pythia8

ttV

TTWJetsToLNu TuneCUETP8M1 13TeV-amcatnloFXFX-madspin-pythia8
TTWJetsToQQ TuneCUETP8M1 13TeV-amcatnloFXFX-madspin-pythia8
TTZToLLNuNu M-10 TuneCUETP8M1 13TeV-amcatnlo-pythia8
TTZToQQ TuneCUETP8M1 13TeV-amcatnlo-pythia8
TTTT TuneCUETP8M1 13TeV-amcatnlo-pythia8
DYJetsToLL M-50 TuneCUETP8M1 13TeV-madgraphMLM-pythia8

Other

DYJetsToLL M-50 HT-[binned] TuneCUETP8M1 13TeV-madgraphMLM-pythia8
QCD HT[X] TuneCUETP8M1 13TeV-madgraphMLM-pythia8

X = [200to300, 300to500, 500to700, 700to1000, 1000to1500, 1500to2000, 2000toInf]
WZTo1L1Nu2Q 13TeV amcatnloFXFX madspin pythia8
WZTo1L3Nu 13TeV amcatnloFXFX madspin pythia8
WZTo2L2Q 13TeV amcatnloFXFX madspin pythia8
WZTo3LNu TuneCUETP8M1 13TeV-powheg-pythia8
ZJetsToNuNu HT-[binned] 13TeV-madgraph
ZZ TuneCUETP8M1 13TeV-pythia8
ttHTobb M125 13TeV powheg pythia8

HT bins = [100To200, 200To400, 400To600, 600To800, 800To1200, 1200To2500, 2500ToInf]
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6.2.1 Validation of Monte Carlo with data

With the simulated background samples established, we verified that these samples

model the key analysis variables well. This is done to check for any large discrepan-

cies that would indicate either a significant difference in composition between data and

simulation, or that the distributions of these variables are not modeled accurately in sim-

ulation. To perform this validation, we compare the distributions of six variables—ST,

pmiss
T , Njets, Nb , MJ , and mT—between data and simulation after applying the baseline

selection (using a flat Njets requirement of Njets ≥ 7 for simplicity). The resulting plots

are shown in Figure 6.6, with the full Run 2 data plotted as points and combined simu-

lation represented with a stacked histogram that is normalized to the data yield in each

plot.

Overall, there is good agreement between data and simulation. Normalization factors

are within 5% for all distributions, ranging from 77-82%. Simulation shows slightly hard

spectra for ST, pmiss
T , and MJ , as well as a higher average jet multiplicity. A small excess is

observed in the mT distribution between 100-200 GeV. Upon further study, this effect was

found to be correlated with pileup, becoming more pronounced in the high-pileup runs

of 2017 and 2018. Any effect this may have on the background prediction is accounted

for using the procedure detailed in Chapter 9.
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Figure 6.6: Comparison of data vs. MC for key variables. ST and pmiss
T are at the top,

Njets and Nb in the middle, and MJ and mT in the bottom row.
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Chapter 7

Experimental Signatures and Event

Selection

This chapter introduces the supersymmetry models targeted in this analysis, focusing

on the features that will be used to distinguish them from standard model backgrounds.

These features will be used to develop a series of cuts—referred to as the baseline selec-

tion—that are designed to remove most of the standard model background while retain-

ing as much signal as possible. The remaining backgrounds are classified using the key

kinematic variables, mT and MJ .

7.1 Signal Features and the Baseline Selection

As discussed in Chapter 3, searches for SUSY typically target particular simplified

models to search for. SUSY models shown in Chapter 3, this analysis will focus on

the two shown in Figure 7.1. In each of these processes, denoted as T1tttt and T5tttt,

an interaction between the incoming partons produces a pair of gluinos (g̃ ) with mass

mg̃ . These gluinos subsequently decay via an intermediate top squark into a top-antitop
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Figure 7.1: Diagrams of the T1tttt (left) and T5tttt (right) simplified models, with
the supersymmetric particles shown in red. Both models give two neutralinos and four
top quarks, with the T5tttt model including an on-shell top squark in the intermediate
state.

pmissT
μ

JetsCalorimeter 
Energy


(HCAL/ECAL)

Figure 7.2: A simulated detector response to a T1tttt event, demonstrating the typical
features of a signal event. Jet cones are highlighted in teal in the tracker region, while
the energy deposits are shown as radial bars outside.
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pair and a neutralino (χ̃0
1 ) with mass m

χ̃
0
1
. The χ̃0

1 is the lightest supersymmetric

particle (LSP), making it stable. The difference between the two models is whether

the intermediate top squark is on (T5tttt) or off (T1tttt) its mass shell. These models

are considered for a range of gluino and LSP masses, where a specific model is denoted

as T1tttt(mg̃ ,m
χ̃

0
1
), with the masses in units of GeV. In T5tttt, the mass of the top

squark is set to be greater than the mass of the neutralino by the mass of the top quark

(175 GeV). A simulated detector response to a signal event is shown in Figure 7.2. This

event exhibits many of the key features of the T1tttt and T5tttt final states, which we

will discuss in the following paragraphs.

The presence of neutralinos in the final state gives these SUSY models the distinct

feature of missing transverse momentum (pmiss
T ). In the T1tttt and T5tttt models, the

amount of missing momentum depends on the difference between mg̃ and m
χ̃

0
1
, leading

to two model benchmark models: compressed (C) and non-compressed (NC). The com-

pressed model, T1tttt(1900,1250), represents scenarios where the mass splitting between

the gluino and neutralino is small, and will have a softer pmiss
T spectrum. The non-

compressed model, T1tttt(2100,100), represents scenarios with a large mass difference,

and will have a much harder pmiss
T spectrum. The pmiss

T signature of the signal models is

the primary feature used to distinguish them from the standard model background, with

pmiss
T > 200 GeV required in the baseline selection. The remaining features selected for

in the baseline selection are due to the decay of the four top quarks.

The dominant decays of the top quark are shown in Figure 7.3. Due to the small

values of the off-diagonal CKM elements for the top quark, it will almost always decay

into a b quark and a W boson. The W will then decay into either a lepton-neutrino

pair or a pair of quarks (one up-type quark and one down-type antiquark). Given top

decays produce a charged lepton 26% of the time, we can calculate the number of leptons

(electrons or muons) we would expect to observe in the final state of a four-top system.
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Figure 7.3: Primary decay modes of the top quark. The top will almost always produce
a b quark and a W boson. The W will either decay into a pair of quarks (left) or a
lepton-neutrino pair (right).

Figure 7.4: Pie chart of the lepton multiplicities expected from the decay of a four
top system, assuming the top decays leptonically 26% of the time.
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Table 7.1: Cuts applied in the baseline selection.

Object Baseline selection

Missing momentum pmiss
T > 200 GeV

Muons
Nleps = 1

Electrons

Veto tracks Nveto = 0

Jets Njets ≥ 7 (6 for pmiss
T > 500 GeV)

b jets Nb ≥ 1

Total energy ST > 500 GeV

Represented as a pie chart, this distribution is shown in Figure 7.4. With a probability

of 42%, the single lepton final state is the most likely, and thus is required in the baseline

selection. Furthermore, outside of the produced lepton, we do not expect any other

isolated tracks to occur in signal events. Therefore, a track veto is also imposed, which

requires there to be no additional isolated tracks in the event. The tracks considered for

this cut were defined in Section ??.

In addition to the potential for lepton production, a four-top final state will also give

a large number of jets, four of which originate from bottom quarks. Furthermore, we

expect these jets to have high energies. Considering the minimum-energy configuration

in which all four top quarks are produced at rest, there is still ∼700 GeV of energy to be

distributed among the decay products, most of which will be measured as jets. Therefore,

on top of high jet (and b jet) multiplicity, we expect the sum of jet energies to be large

as well. The variable ST, defined in Eq. (??), captures this kinematic information, and

is required to be greater than 500 GeV in the baseline selection.

In summary, the T1tttt and T5tttt models are targeted with the baseline selection,

which requires a large missing transverse momentum; a single identified lepton with no

other isolated tracks; multiple jets, at least one of which is tagged as a b jet; and a large

sum of jet and lepton transverse momenta. These features result in the baseline selection,
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shown in Table 7.1. Though the baseline selection rejects most of the standard model

background, there are some processes which pass these cuts.

7.2 Standard Model Background

7.2.1 Effect of the baseline selection

Table 7.2 shows the event yields of each simulated event sample as selections are made.

After the initial requirement of one lepton, ST >500 GeV, and pmiss
T >200 GeV, there

are ∼ 840000 standard model background events. The background is then reduced to

∼ 28000 events by the remaining baseline requirements, with the Njets selection removing

the highest fraction of events (95%). Of these remaining events, the majority (88%) arise

from top anti-top pair production (tt). Production of a single top quark (Single t) or a

W boson in association with jets (W+jets) each make up about 4%. Figure 7.6 shows

event displays for tt and W+jets events that pass the baseline selection.

As tt makes up such a large fraction of the background, it is divided into two cat-

egories: events where only one of the top quark decays produces a lepton (1` tt), and

events where both top quark decays produce leptons (2` tt). The additional lepton in

2` tt events differentiates them from 1` tt events in two ways. First, this lepton can be

reconstructed as an isolated track, causing the event to fail the track veto. Thus, the

track veto rejects 38% of 2` tt events and only 8% of 1` tt events. Second, the addi-

tional lepton takes the place of a jet-producing quark, resulting in the Njets requirement

removing a greater fraction of 2` tt events. Furthermore, the 2` tt events remaining will

have a greater fraction of ISR jets than 1` tt events.

The second-largest background contributions come from the production of either a

single top quark (Single t) or a W boson in association with jets (W+jets).
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Figure 7.5: pmiss
T distribution for background and signal simulated events with data

included. A pie chart is included in the plot to show the relative composition of the
background after a loose selection. For visibility, the signal cross section was increased
by a factor of 500.

1ℓ tt̄ W + jets

Figure 7.6: Event displays for two standard model backgrounds, 1` tt (left) and
W+jets (right). Both events contain a lepton, missing transverse energy, and high jet
multiplicity.
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7.2.2 Removing single lepton events with mT

In addition to selecting on the number of reconstructed objects and their properties,

we also employ variables that represent underlying event kinematics. The first of these

variables uses the lepton and pmiss
T vectors to calculate a transverse mass. Referred to as

mT, this variable is defined as

mT =
√

2p`Tp
miss
T [1− cos(∆φ

`,p
miss
T

)], (7.1)

where ∆φ
`,p

miss
T

is the difference between the azimuthal angles of the lepton momentum

vector and the missing momentum vector. This variable is used to separate backgrounds

characterized by the presence of a single W decaying leptonically and no other sources

of missing energy. Assuming well-reconstructed events, backgrounds of this kind should

have a transverse mass less than mW . In reality, however, effects such as pmiss
T -resolution

cause this variable to be larger than mW . Therefore, a value of 140 GeV is used to

separate events into two mT categories. As seen in Table 7.2, applying this selection on

mT removes 98% of 1` tt events. A distribution of mT for simulated event samples is

shown in Figure 7.7.

7.2.3 MJ and initial-state radiation

As we saw in Section 5.3, in addition to the standard R = 0.4 jets, this analysis

also uses large-radius (R = 1.4) jets, which are constructed by clustering R = 0.4 jets

and leptons. The sum of the masses of these large-R jets is denoted by MJ , defined in

Eq. (5.7). For both signal and background, the shape of the MJ distribution is sensitive

to whether or not the top decays are cleanly clustered into large-R jets. For signal models,

this resolution depends on the difference in the masses of the gluino and LSP. Large mass

differences allow for the decay products of the top quarks to be more collimated, and

thus more likely to be clustered into a single large-R jet. Therefore, MJ will tend to have
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Figure 7.7: Distribution of mT in 2017 simulated event samples after the baseline
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defines the search region. For visibility, the signal cross section was increased by a
factor of 500.
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Figure 7.8: MJ distributions for simulated events with a negligible ISR contribution
(left) and a significant ISR contribution (right).

higher values in non-compressed signal models.

Since MJ is used for the estimation of background in the search region, it is impor-

tant to understand the background events that comprise the high-MJ region. In tt +jets

events, which make up the majority of the background after the baseline selection is
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applied, MJ is very sensitive to the amount of initial-state radiation (ISR) present. Fig-

ure 7.8 shows the MJ distribution in tt +jets events when the amount of ISR is negligible

and when it is significant. Without ISR, the top quarks will be produced back-to-back in

the lab frame, allowing for the products of each top to be grouped into a single large-R

jet. In these cases MJ will have a maximum of twice the top mass, with a lower value

if not all the decay products fit within a large-R jet. This behavior is reflected in the

distribution, which drops off steeply above 2mt .

Conversely, events with a significant amount of ISR do not have such an upper limit.

Large amounts of ISR can give MJ > 2mt through one of two mechanisms. First, the ISR

jet can be aligned with the top decay products and included in the reconstructed large-R

jet. Alternatively, the ISR can cause the products of the two top decays to overlap and

be reconstructed into a single large-R jet. The resulting large-R jet mass may exceed

mt in both these cases, resulting in MJ > 2mt . While the MJ shape for low-ISR events

steeply drops above 2mt , the high-ISR shape has a tail. It is also worth noting that,

because the mechanisms through which tt events reach high MJ are due to ISR jets, the

shape of the tail in high-ISR events is very similar between 1` and 2` tt samples. The

independence of MJ and number of leptons is critical to the background estimation of

this analysis, which will be described in the next chapter.
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Chapter 8

Background Estimation

Last chapter we explored the final state given by our signal models, and used these

features to develop the baseline selection to reduce the standard model background. No

set of cuts, however, can remove all background. Before we can determine if there is

any signal present in data, we must predict the amount of background we expect in

our search region. In this chapter, we will introduce the ABCD background estimation

method, starting with the foundational principles. We will then discuss the mathematical

details of this prediction method as well as improvements that were made to increase

signal sensitivity. Finally, we will derive the likelihood function used to determine the

background yield.

8.1 Extrapolating from Low mT to High mT

Last chapter, we saw that by cutting on mT we reject most 1` tt events, leaving a

search region dominated by 2` tt events in which one of the leptons is lost. The question

of background estimation then becomes: can we predict the amount of background in

the high-mT region using the background in the low-mT region? Given these regions are
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Figure 8.1: Distribution of simulated single-lepton tt events (dark-blue triangles),
dilepton tt events (light-blue inverted triangles), and T1tttt(2100,100) events (red
squares) in the MJ -mT plane after the baseline selection and at least 2 b-jets. Each
marker represents one expected event at 137 fb−1. Overflow events are placed on the
edge of the plot. The values of the correlation coefficients ρ for each background
process are given in the legend. Region R4, which is further split into smaller bins as
described later, is the nominal signal region, while R1, R2, and R3 serve as control
regions. Note that the boundary between R1/R3 and R2/R4 is pmiss

T -dependent, the
line shown at 400 GeV corresponds to the lowest pmiss

T bin.

dominated by different processes, the answer is not obvious.

To make this extrapolation, we need to relate the number of low-mT 1` tt events with

the number of high-mT 2` tt events. This can be accomplished by finding a variable un-

correlated with mT in which the two backgrounds have a similar shape. In Section 7.2.3,

we saw that 1` and 2` tt have very similar MJ shapes in the high-ISR regime. Ad-

ditionally, since MJ is primarily constructed from jets, it should be uncorrelated with

mT. Figure 8.1 shows the distribution of 1` and 2` tt events in the mT-MJ plane af-

ter the baseline selection, with the correlation coefficients shown in legend. Indeed, the

correlation between mT and MJ is small (ρ < 4%).

As an additional check of similarity between the two samples, Figure 8.2 compares
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Figure 8.2: Comparison of Njets and MJ distributions, normalized to the same area, in
simulated tt events with two true leptons at high mT and one true lepton at low mT,
after the baseline selection is applied. The shapes of these distributions are similar.
These two contributions are the dominant backgrounds in their respective mT regions.
The dashed vertical line on the right-hand plot indicates the MJ >400 GeV threshold
that separates the signal regions from the control samples. The region corresponding
to MJ <250 GeV is not used in the background estimation.

the normalized Njets and MJ distributions for high-mT 2` tt and low-mT 1` tt after

the baseline selection. Despite having one less hadronically decaying W to produce jets,

2` tt has a similar Njets shape to 1` tt. This agreement arises from the fact that, due

to the kinematic similarity between the initial states of 1` and 2` tt events, additional

ISR jets are produced with similar probabilities in each sample. Therefore, even though

2` tt requires two more ISR jets than 1` tt to pass the Njets ≥ 6 requirement, the Njets

distribution will still have the same shape (though a lower overall event yield).

The agreement in Njets means the number of objects contributing to MJ is comparable

between the two samples, with the only difference being that 1` tt events have a three

jet system that reconstructs to a top quark. As we saw earlier, however, in the high-

ISR regime the mass of large-R jets is dominated by the overlap between ISR jets and

top decay products. Indeed, the MJ distribution after the baseline selection very much
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resembles the high-ISR case in Figure 7.8. Thus, the MJ shapes of 1` and 2` tt agree

extremely well after the baseline selection is applied. This agreement, coupled with the

absence of a significant correlation between mT and MJ , allows us to extrapolate the MJ

distribution from low mT to high mT.

8.2 The ABCD Method

Now that we have shown that the MJ shapes are consistent between the backgrounds

which dominate the low- and high-mT regions, we can construct a background estimation

method using MJ and mT. This procedure, known as the ABCD method, involves

partitioning the MJ -mT plane into four regions: R1, R2, R3, and R4. These regions—

diagrammed in Figure 8.3—are defined as

(a) Control Region R1: 250 GeV < MJ ≤ 400 GeV, mT ≤ 140 GeV;

(b) Control Region R2: MJ > 400 GeV, mT ≤ 140 GeV;

(c) Control Region R3: 250 GeV < MJ ≤ 400 GeV, mT > 140 GeV;

(d) Search Region R4: MJ > 400 GeV, mT > 140 GeV.

Most signal events are expected to reside in R4, and so this is denoted as the search

region. The remaining three regions—R1, R2, and R3—are dominated by background,

and will be used as control regions to predict the background yield in the search region.

Under the assumption that MJ and mT are uncorrelated, the expected background

yield in the search region can be expressed as

µbkg
R4 =

µbkg
R2 · µbkg

R3

µbkg
R1

, (8.1)

where µbkg denotes the expected background yield in the specified region. Using the

maximum likelihood estimator for a single Poisson counting experiment in the control
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Figure 8.3: MJ -mT plane separated into the four ABCD regions (R1, R2, R3, and R4).

regions (µ̂ = N), the estimator for the background in the search region becomes

µ̂bkg
R4 =

NR2 ·NR3

NR1

, (8.2)

where N is the number of events measured in a region. If the number of events measured

in the search region (NR4) is significantly greater than µ̂bkg
R4 , the excess may be interpreted

as signal and provide evidence for discovery. On the other hand, if NR4 is significantly

less than µ̂bkg
R4 + µ̂sig

R4, the data is incompatible with the signal model and this signal can

be excluded.

The prediction in Eq. (8.2) arises in the simplest implementation of the ABCD

method. It assumes that the variables used to separate in regions are completely un-

correlated, and that all signal events will inhabit the search region. In practice, however,

neither of these assumptions hold, and a generalization of the method is required. Thus,

we will reparameterize the expected yields in each region, including terms that account

for signal contamination in the control regions. This gives

µR1 = r · µsig
R1 + µbkg

R1 = r · µsig
R1 + θ1 (8.3a)

µR2 = r · µsig
R2 + µbkg

R2 = r · µsig
R2 + θ2 (8.3b)

µR3 = r · µsig
R3 + µbkg

R3 = r · µsig
R3 + θ3 (8.3c)

µR4 = r · µsig
R4 + µbkg

R4 = r · µsig
R4 + (θ3/θ1) · θ2 · κ. (8.3d)
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In these expressions, µsig are the expected number of signal events in each region, deter-

mined using MC; r is the signal strength modifier, with a value of 0 corresponding to the

absence of signal and a value of 1 corresponding to its presence with the nominal cross

section; θ are the expected background yields in each control region; and κ is a correction

factor from MC that accounts for any correlation between MJ and mT, given by

κ =
Nbkg

R4 /N
bkg
R2

Nbkg
R3 /N

bkg
R1

. (8.4)

A κ value of 1 indicates no correlation between MJ and mT; in this case, the expected

background yield in R4 reduces to Eq. (8.2).

The nine parameters of Eq. (8.3) are fit to the observed ABCD yields in three

samples—data, signal MC, and background MC. We will see later how exactly these

parameters are estimated, but it is approximately done as follows: expected signal yields

µsig
Ri are determined from the simulated signal yields N sig

Ri ; θ1, θ2, and θ3 are constrained

by the control region yields in data Ndata
R1 , Ndata

R2 , and Ndata
R3 ; the signal strength r is deter-

mined from the search region in data Ndata
R4 ; and κ is obtained from simulated background

yields Nbkg
Ri as shown in Eq. (8.4).

8.3 Additional Binning

We have established a method for measuring the signal strength using the yields

observed in regions of the MJ -mT plane. For a given signal model, the sensitivity of

this method to the presence of signal depends on two factors: the number of background

events in the search region and the accuracy with which this background is predicted.

While the number of background events can be reduced by tightening the requirements

in the baseline selection, doing so would also lower the amount of background in the

control regions, thereby decreasing the accuracy of the estimation method. One way to

alleviate this dilemma is to separate the events passing the baseline selection into bins of
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Figure 8.4: MJ -mT plane separated into three pmiss
T bins. In each bin, a separate

ABCD background estimation is performed.

pmiss
T , Njets, and Nb . Bins with tighter requirements will have lower background yields—

as shown in Table 7.2—while bins with looser requirements maintain the accuracy of the

background estimation.

When introducing bins into the ABCD method, there are two approaches that can

be taken. The first is to bin the events after the baseline selection and then perform

a separate ABCD background estimation in each bin. This binning method is used to

separate events into three pmiss
T bins, as shown in Figure 8.4. Though this approach

is straightforward, the control regions become less populated as the number of bins

increases. Therefore, this binning treatment is only used for pmiss
T .

Another approach to binning is to treat the bins as additional search regions in the

ABCD plane. Shown in Figure 8.5, R2 and R4 can be separated into two MJ bins—with

A denoting the low-MJ region and B denoting the high-MJ region. When performing the

background prediction, each of these bins will use the same transfer factor, calculated

with R3 and R1. This binning scheme allows us to target non-compressed signal models

with R4B, while maintaining sensitivity to compressed models with R4A. Furthermore,
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Figure 8.5: The ABCD plane was updated by further binning of the high MJ region.
This update gives increased sensitivity to non-compressed signal models, while also
maintaining sensitivity to compressed models.
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Figure 8.6: ABCD plane for each pmiss
T bin.

as each pmiss
T bin is treated as a separate ABCD plane, the MJ binning can be done

differently in each. The MJ binning for each pmiss
T bin is shown in Figure 8.6.

The ABCD method can be generalized further to allow for binning in more than two

variables. Section 8.1 argued that the lack of correlation between MJ and mT allowed us

to extrapolate from low mT to high mT across bins of MJ . This argument can be applied

to any variable—or combination of variables—that is uncorrelated with mT. Figure 8.2

showed that the shapes of the Njets distribution are almost identical for the dominant

backgrounds—1` tt and 2` tt—due to the large amount of ISR present. As a result, the

mT distribution is approximately independent of Njets and Nb . Therefore, R2 and R4

can be binned in these variables. This is shown in Figure 8.7. As before, all bins use the
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Figure 8.7: ABCD plane updated by introducing bins of Njets and Nb into R2 and R4.

transfer factor calculated in the inclusive R3 and R1 regions to predict the background.

Combining all these binning strategies, we end up with the bin configuration shown

in Figure 8.8. The search region is separated into three pmiss
T categories (represented as

three ABCD planes), two bins of MJ , two bins of Njets, and three bins of Nb . This gives

a total of 3× 2× 2× 3 = 36 search region bins.

To incorporate this binning into the expected yields of Eq. (8.3), indices are added

to represent the bins. This gives

µR1,i = r · µsig
R1,i + µbkg

R1,i = r · µsig
R1,i + θ1,i, (8.5a)

µR2A,i,j = r · µsig
R2A,i,j + µbkg

R2A,i,j = r · µsig
R2A,i,j + θ2A,i,j, (8.5b)

µR2B,i,j = r · µsig
R2B,i,j + µbkg

R2B,i,j = r · µsig
R2B,i,j + θ2B,i,j, (8.5c)

µR3,i = r · µsig
R3,i + µbkg

R3,i = r · µsig
R3,i + θ3,i, (8.5d)

µR4A,i,j = r · µsig
R4A,i,j + µbkg

R4A,i,j = r · µsig
R4A,i,j + (θ3,i/θ1,i) · θ2A,i,j · κA,i,j, (8.5e)

µR4B,i,j = r · µsig
R4B,i,j + µbkg

R4B,i,j = r · µsig
R4B,i,j + (θ3,i/θ1,i) · θ2B,i,j · κB,i,j, (8.5f)

where the i index denotes the pmiss
T bin and the j index denotes the bin in the Njets-

Nb plane. For notational clarity, MJ bins are treated separately, though they could be

represented using an additional index.
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Figure 8.8: The complete ABCD binning used in this analysis. The three pmiss
T bins

are represented as separate planes. The R1 and R3 regions are inclusive in each pmiss
T

bin, while the R2 and R4 regions are binned in MJ , Njets, and Nb . The bounds for

the MJ bins are different in each pmiss
T bin. In total, there are 36 search regions.
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Figure 8.9: The ratio R(mT) of high-mT to low-mT event yields based on tt simulated
events in the lowest pmiss

T bin, as a function of Njets and Nb for the three MJ regions.
The baseline selection requires Njets ≥ 7 indicated by the magenta lines. The uncer-

tainties shown are statistical only. Higher pmiss
T bins do not show significant changes

in behavior.

As no additional mT bins are added, θ1 and θ3 only have one index, which specifies

the pmiss
T bin. As discussed earlier, this binning method requires Njets and Nb to be

approximately independent with mT in each pmiss
T bin. This dependence is studied with

R(mT), defined as

R(mT) =
µbkg(mT > 140 GeV)

µbkg(mT ≤ 140 GeV)
. (8.6)

In Figure 8.9, Figure 8.9 shows R(mT) in simulation plotted as a function of Njets and

Nb across the three MJ regions in the lowest pmiss
T bin. Above the Njets ≥ 7 requirement

of the baseline selection, R(mT) has no significant dependence on Njets, and a slight

dependence on Nb . Below this requirement, however, R(mT) increases for lower values

of Njets. In low-Njets, high-MJ bins, MJ is less dominated by ISR jets, thus the MJ

agreement between high-mT 2` tt and low-mT 1` tt begins to break down.

To account for the small dependence of R(mT) on binning variables, κ factors are

included in the background estimation. Calculated in simulation for each search region
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Figure 8.10: Values of κ in each of the 18 signal bins of the low-MJ ABCDs (left), and
the 18 signal bins of the high-MJ ABCDs (right), calculated using the simulated SM
background. The κ factors are close to unity, indicating the small correlation between
MJ and mT. The uncertainties shown are statistical only.

bin, these factors are defined as

κMC
A,i,j =

Nbkg
R4A,i,j/N

bkg
R2A,i,j

Nbkg
R3,i/N

bkg
R1,i

, (8.7)

κMC
B,i,j =

Nbkg
R4B,i,j/N

bkg
R2B,i,j

Nbkg
R3,i/N

bkg
R1,i

. (8.8)

Figure 8.10 shows the κ factors calculated in each search region bin. Most κ factors are

consistent with unity, indicating the small correlation between MJ and mT. κ factors are

the only input from simulation in the background estimation method.

8.4 Maximum Likelihood Parameter Estimation

To determine the parameter values that best describe the observed data, we maxi-

mize a function describing the probability of the measured data as a function of these

parameters. This function, known as the likelihood, is the product of the probability

density function (PDF) for each observable evaluated at the measured value. Explicitly,

for a given set of independent observations x = {x1, x2, ...xN}, the likelihood of a model

120



Background Estimation Chapter 8

Table 8.1: Observables and their corresponding fit value, with the contribution to the
likelihood.

Observable Fit value Likelihood term

Ndata
R1,i r · µsig

R1,i + θ1,i

Pois(NObs|µFit)

Ndata
R2A,i,j r · µsig

R2A,i,j + θ2A,i,j

Ndata
R2B,i,j r · µsig

R2B,i,j + θ2B,i,j

Ndata
R3,i r · µsig

R3,i + θ3,i

Ndata
R4A,i,j r · µsig

R4A,i,j + (θ3,i/θ1,i) · θ2A,i,j · κA,i,j
Ndata
R4B,i,j r · µsig

R4B,i,j + (θ3,i/θ1,i) · θ2B,i,j · κB,i,j
N sig
R1,i µsig

R1,i

Log-Norm(NMC|µFit, σMC)

N sig
R2A,i,j µsig

R2A,i,j

N sig
R2B,i,j µsig

R2B,i,j

N sig
R3,i µsig

R3,i

N sig
R4A,i,j µsig

R4A,i,j

N sig
R4B,i,j µsig

R4B,i,j

κMC
A =

N
bkg
R4A,i,j/N

bkg
R2A,i,j

N
bkg
R3,i/N

bkg
R1,i

κFit
A Gaus(κMC|κFit, σMC)

κMC
B =

N
bkg
R4B,i,j/N

bkg
R2B,i,j

N
bkg
R3,i/N

bkg
R1,i

κFit
B

with parameters θ is given by

L(θ|x) =
N∏

i

fi(xi|θ), (8.9)

where fi(x|θ) is the PDF for the ith observable. Depending on the observable, a different

PDF may be used in the likelihood. Given this likelihood function, the model parameters

are estimated by finding the values which maximize the likelihood.

Ignoring systematics for now, the likelihood function we maximize can be factored

into three terms,

L =Ldata · LMC
sig · LMC

κ , (8.10)

with each term accounting for a different set of observables. Each of these terms will use

a different PDF to compare the observed and fit values. We will discuss each of these

distributions, and why they are used for the given set of observables.

The probability of observing N events (where N is an integer) in a bin where µ events
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are expected is given by the Poisson distribution:

Pois(N |µ) =
1

N !
µNe−µ. (8.11)

The shape of the Poisson distribution is completely determined by the expected value

µ, with the varian given by µ. Observables corresponding to the number of events in

a bin—such as Ndata—will contribute a Poisson term to the likelihood. Thus, the data

term in the likelihood has the form

Ldata =
∏

R∈S

Nbins(R)∏

i=1

Pois(NR,i|µR,i). (8.12)

As we saw in Chapter 6, simulated events are weighted by cross section so that the

relative amount of each sample agrees with data for the integrated luminosity of the

data set. Thus, a simulated sample with Ngen generated events, each having a weight of

w, corresponds to Ndata = wNgen data events. These weighted events require a slightly

different treatment in the likelihood than the unweighted data yields. Treating Ngen as

the observed number of events and µ/w as the expectation, the Poisson expression for

this would be:

Pois
(
Ngen

∣∣∣µ
w

)
=

1

Ngen!

(µ
w

)Ngen

e−µ/w = Gamma
(
Ngen|µ,w

)
. (8.13)

With the inclusion of the weight parameter, this expression takes the form of another

type of PDF, the gamma distribution.

The previous treatment of weighted events assumes that every generated event has

the same weight w. This assumption does not hold when considering contributions

from multiple processes, as each will have a different cross section. Furthermore, the

application of scale factors—which depend on the kinematic quantities of an event—

results in a distribution of event weights, even within a single sample. To account for
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this, Ngen and w are replaced with effective values, defined as

Neff ≡

(∑Ngen

i=1 wi

)2

∑Ngen

i=1 w2
i

, (8.14)

weff ≡
∑Ngen

i=1 w2
i∑Ngen

i=1 wi
. (8.15)

These definitions maintain the property µ̂ = wNgen = weffNeff. In other words, these

definitions do not bias the mean parameter µ̂.

With this treatment of N and w, the signal yield term in the likelihood has the form:

LMC
sig =

∏

R∈S

Nbins(R)∏

i=1

Gamma(NMC,sig
R,i |µsig

R,i, w
MC,sig
R,i ). (8.16)

Though this method gives a close approximation to the Poisson errors in the data, cal-

culating effective yields and weights can be a time-intensive endeavor. Therefore, for the

full signal scan—in which the limit is calculating for each of the ∼1000 mass points—the

Log-Normal distribution is used for the signal terms in the likelihood. This distribution

is given by

Log-Norm(x|µ, σ) =
1

x
√

2π lnσ
e−

1
2 [ ln(x/µ)lnσ ]

2

, (8.17)

with µ denoting the median and σ denoting the geometric standard deviation (1+∆x/x).

Using this method, the signal terms in the likelihood become

LMC
sig =

∏

R∈S

Nbins(R)∏

i=1

Log-Norm(NMC,sig
R,i |µsig

R,i, σ
MC,sig
R,i ), (8.18)

where the σ value is taken from simulation. This distribution is also used for systematic

uncertainties, which we will discuss in the next chapter.

For observables that don’t correspond to the number of events in a bin, such as κ, a

Gaussian (or normal) distribution is used. This is given by

Gaus(x|µ, σ) =
1

σ
√

2π
e−

1
2 [x−µσ ]

2

, (8.19)

where µ is the mean of the distribution and σ is the standard deviation. Considering
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both the A and B region κ values, the term in the likelihood is given by

LMC
κ =

3∏

i=1

6∏

j=1

[
Gaus(κMC

A,i,j|κFit
A,i,j, σ

MC
A,i,j) ·Gaus(κMC

B,i,j|κFit
B,i,j, σ

MC
B,i,j)

]
. (8.20)

8.4.1 Systematic Uncertainties in the Likelihood

Before discussing sources of systematic uncertainties, we will cover how they are

implemented in the likelihood. Because systematic errors occur alongside statistical error,

they will add additional variability to the yields predicted in the ABCD method. This

is realized mathematically by multiplying terms in Eq. (8.5) by an exponential factor of

the form

exp

(∑

k

αi,j,kZk

)
, (8.21)

where the sum is taken over all sources of systematic uncertainty; αi,j,k are constants

specifying the size of the effect of the kth uncertainty on κi,j, being related to the rel-

ative uncertainty by α = ln (1 + σ); and Zk are fit parameters with standard normal

constraints.

The exponential factors include the combined effect of all systematic variations. Gen-

erally, there will be an exponential factor for each µsig/bkg term in Eq. (8.5). For the

background systematics, however, this factor only needs to be included in either the µR2

or µR4 terms1. This is because the background estimation method can only be biased

by the mismodeling of κ in simulation, which will be explored further in Section ??. As

we will need to omit the R4 terms for one of our fits in Chapter 10, we will include the

background systematics factor in the R2 expression. Including these terms, the expected

1As the nuisance parameters Zk are Gaussian constrained, these two methods are mathematically
equivalent.
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yields are parameterized as

µR1,i = r · µsig
R1,i · exp



Ssyst∑

k=1

αsig
R1,i,j,kZk


+ θ1,i, (8.22a)

µR2A,i,j = r · µsig
R2A,i,j · exp



Ssyst∑

k=1

αsig
R2A,i,j,kZk


+ θ2A,i,j · exp



Bsyst∑

m=1

αbkg
i,j,mZm


 , (8.22b)

µR2B,i,j = r · µsig
R2B,i,j · exp



Ssyst∑

k=1

αsig
R2B,i,j,kZk


+ θ2B,i,j · exp



Bsyst∑

m=1

αbkg
i,j,mZm


 , (8.22c)

µR3,i = r · µsig
R3,i · exp



Ssyst∑

k=1

αsig
R3,i,j,kZk


+ θ3,i, (8.22d)

µR4A,i,j = r · µsig
R4A,i,j · exp



Ssyst∑

k=1

αsig
R4A,i,j,kZk


+ (θ3,i/θ1,i) · θ2A,i,j · κA,i,j, (8.22e)

µR4B,i,j = r · µsig
R4B,i,j · exp



Ssyst∑

k=1

αsig
R4B,i,j,kZk


+ (θ3,i/θ1,i) · θ2B,i,j · κB,i,j, (8.22f)

where k is summed over signal systematics and m is summed over background system-

atics.

With the parameterization of Eq. (8.22) established, we can now introduce the rel-

evant terms into the likelihood. As mentioned previously, the nuisance parameters Zk

are constrained by a standard normal distribution. Therefore, for each of these nuisance

parameters, there will be a Gaussian term in the likelihood. Including background and

signal systematics, the likelihood term introduced by systematic uncertainties is

Lsyst =

Bsyst∏

m=1

Gaus (0|Zm, 1) ·
Ssyst∏

k=1

Gaus (0|Zk, 1) . (8.23)

This implementation is equivalent to treating the exponential factors of Eq. (8.21) as

fit parameters and adding log-normal terms to the likelihood. In other words, if Zk is

normally distributed, then eαi,j,kZk is log-normally distributed. Thus, systematic uncer-

tainties are often said to be treated with symmetric log-normal constraints.
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Systematic Uncertainties for

Background Estimation

In Chapter 8, we constructed an ABCD method that predicts the standard model back-

ground in our search regions. This method was formulated mathematically using the

likelihood function, which accounts for the difference between the value of each fit pa-

rameter and the observed value it corresponds to. So far, these differences have only

been treated as if they are caused purely by random error. For a complete assessment of

the uncertainties, however, we must also consider the effect of systematic uncertainties

on our observations. Systematic uncertainties are not introduced by chance, but by inac-

curacies inherent in the analysis procedure. Typical sources of systematic uncertainties

include detector resolution, cross section uncertainty, and MC mismodeling.

The two types of systematic uncertainties considered in this analysis are those arising

from the background estimation and the those arising from signal models. These types

of systematic uncertainties affect the analysis in different ways, so they are evaluated

separately. The background systematics are evaluated using measurements in control

samples, while signal systematics are evaluated using dedicated studies.
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When we constructed the ABCD method in Section 8.2, we assumed that mT and

MJ were approximately independent, accounting for any residual correlation by including

MC-derived κ factors in our background estimation. As κ is a double ratio, it is robust

against a wide range of mismodeling scenarios. However, there are scenarios when the

MC shows significant trends in κ. One example of this can be seen in lower pmiss
T regions,

as shown in Figure 9.1. With this extended pmiss
T range, κ increases as we go lower in

pmiss
T , with the effect most pronounced in the high-MJ ABCDs. In scenarios like this, we

need to verify that the MC is accurately modeling κ dependencies. This verification is

performed by studying control samples that allow us to compare κ values between data

and simulation. Before doing so, however, we introduce a new categorization of events

based on the mechanism through which they reach the high-mT region.

9.1 Background Event Categories

Figure 9.1 showed that κ deviates significantly from one in the low pmiss
T bins. We find

that this dependence is mainly due to the difference in relative contribution of underlying

processes between the bins. This can be seen by examining the composition of the high-

mT region after the baseline selection in each of the pmiss
T bins, represented with pie charts

in Figure 9.2. For these figures, 2` tt events where one of the leptons is a hadronically

decaying τ are plotted separately. Though tt events dominate—accounting for > 75% in

every pmiss
T bin—the largest contributing tt final state changes across the pmiss

T range.

The high pmiss
T bins are primarily composed of 2` tt events, with the second lepton

either being undetected or a hadronically decaying τ . In both cases, the multiple neu-

trinos present in the event allow for mT to reach values well above mW . Because the

MJ distribution of these events is very similar to that of low-mT 1` tt events, as shown

in Figure 8.2, these contributions to the high-mT region are predicted accurately by the
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Figure 9.1: Values of κ obtained in simulation as a function of Njets and Nb for the

full pmiss
T range including the 100-200 GeV validation regions along with the pmiss

T >
200 GeV signal regions for the low-MJ (top) and high-MJ (bottom) ABCD planes.
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Figure 9.2: Contributions of the different physics processes to the high-mT region in
bins of pmiss

T for the baseline selection. Top row (left to right): 100 < pmiss
T < 150 GeV,

150 < pmiss
T < 200 GeV; bottom row: 200 < pmiss

T < 350 GeV, 350 < pmiss
T < 500 GeV,

pmiss
T > 500 GeV.
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uncorrected ABCD method, evidenced by κ values near one in these bins.

The low pmiss
T bins, on the other hand, are not as accurately predicted by the un-

corrected ABCD method. These bins are dominated by 1` tt events which have a sin-

gle prompt neutrino produced with the lepton. Though these events typically satisfy

mT ≤ mW , there are several mechanisms that allow them to populate the high-mT re-

gion. These mechanisms include jet mismeasurement, non-prompt neutrinos, and an

off-shell W.

So far we have categorized events based the underlying physical processes in the

events. For studying systematic uncertainties, however, events will be categorized by

the mechanism through which they populate the high-mT region. This categorization

provides a more natural way to study the kinematic dependencies of κ, as it separates

events based on kinematic qualities that may introduce correlations between MJ and mT.

It also reduces the number of categories that we must consider, simplifying the analysis.

We start by examining the behavior of high-mT tt +jets events. Figure 9.3 compares

the MJ distribution of low-mT 1` tt events (black) with four categories of high-mT events.

As expected, the categories with two prompt leptons—2` (cyan) and `τh (purple)—

both have MJ distributions consistent with the low-mT 1` tt. The other two categories

consist of events with one prompt lepton and a true transverse mass mtrue
T —calculated

using the true lepton momentum and the generated pmiss
T —that is either greater than

140 GeV (green) or less than 140 GeV (red). Compared to low-mT 1` tt, these events

have significantly higher MJ values on average.

The MJ distributions of the high-mT 1` tt categories can be explained by looking

at the two distributions shown in Figure 9.4. The plot of pmiss
T resolution (left)—defined

as the difference between reconstructed pmiss
T and generated pmiss

T —shows events with

mismeasured mT (red) typically have a high amount of mismeasured pmiss
T . Since pmiss

T
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mismeasurement is positively correlated with jet multiplicity1 and momentum2, quanti-

ties also correlated with MJ , events with higher average mismeasurement will also have

higher average MJ . Thus, MJ and mT become correlated in events with significant

mismeasurement.

Well-measured 1` events require a genuine source of additional pmiss
T to reach the

high-mT region, which is generated by non-prompt neutrinos, typically originating from

b quark decays. In order for these neutrinos to increase mT significantly, however, they

need to have momentum comparable to that of the prompt neutrino of the event. As

the non-prompt neutrino’s momentum is dependent on the parent b quark momentum,

events with a high-momentum non-prompt neutrino are also expected to have a high-

momentum b quark, which is what we observe in the max b quark pT spectrum (right in

Figure 9.4). The higher-pT b jet will give a higher MJ value, and thus the mechanism

for reaching the high-mT region also leads to higher average values of MJ .

As mT is intended to reconstruct the mass of the leptonically decaying W, high values

of mT can also be achieved if this Wis far off its mass shell. The off-shell Wboson will

only significantly effect the kinematics of the lepton and neutrino, however, so the MJ

distribution of these events would be consistent with the low-mT region.

So far we have examined the mechanics of high-mT events only in the context of tt,

but the mechanisms we have explored apply equally well to the subleading backgrounds

as well. We therefore define four categories for high-mT events. Shown in Figure 9.5,

these categories are:

≥ 2 prompt neutrinos: This category consists primarily of dilepton tt events in which

one lepton is not reconstructed or is a hadronically decaying tau. There is a smaller

1The more jets there are in an event, the more likely one will be mismeasured.
2Mismeasuring a high momentum jet will have a larger effect on pmiss

T resolution than mismeasuring
a low momentum jet.
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contribution from events with 1 charged lepton and extra neutrinos from a Z decay,

as in ttZ. This is the dominant category in the higher-pmiss
T search bins.

≤ 1`, mtrue
T ≤140 GeV: Events for which the true value of mT, calculated with the

true pT of the highest pT prompt lepton and the generated pmiss
T , is less than 140 GeV

but was mismeasured to be mT >140 GeV.

≤ 1`, mtrue
T >140 GeV, no off-shell W±: Events with well-measured high mT orig-

inating from non-prompt neutrinos.

≤ 1`, mtrue
T >140 GeV, off-shell W±: Off-shell W± allowmT values greater than the
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Figure 9.5: tt background processes categorized by the mechanism through which
they reach the high-mT region.
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usual mW cutoff without mismeasurement or correlation with higher boost of the

hadronic system. This category contains many W+jets events and can therefore

have a different ISR structure than the dominant tt +jets backgrounds.

With these categories defined, we can reexamine the event composition in this new

basis. Figure 9.6 shows the relative contribution of each of the four event categories

for each of the pmiss
T bins, also separated into four Njets bins. The low pmiss

T bins are

dominated by mismeasured events, while the high pmiss
T bins are dominated by events

with two prompt neutrinos. The composition across pmiss
T is relatively consistent across

the Njets bins.

9.2 Control Samples

In the last section, we separated high-mT background events into four categories,

with κ behaving slightly differently in each. In this section, we introduce the two control

regions we use to determine the systematic uncertainties associated with the background

estimation method. These samples are designed to probe the dependence of κ on key

analysis variables, and to determine if the MC is modeling this dependence properly. This

is accomplished by comparing κ values found in MC with those measured in data, and

checking for any systematic discrepancies. If none are found, the systematic uncertainty

associated with the studied variable is taken as the expected uncertainty of the data

summed in quadrature with the statistical uncertainty of the MC. Depending on the

variable, this may be done on a bin-by-bin basis, or inclusively; the details of the total

systematic uncertainty calculation will be given in Section 9.4.

The discussion for each control sample is separated into four sections. We start by

motivating the choice of control sample for the behavior we wish to probe. Then, we

define the control sample and discuss how it is used. Next, we validate that the control
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sample is sensitive to the κ dependencies it was designed to account for. Finally, we

compare κ values in data and MC to determine the systematic uncertainties that will be

assigned for the studied variable.

9.2.1 2` control sample

Motivation

We saw in Figure 8.2 that MJ distributions are similar between high-mT 2` tt and low-

mT 1` tt. However, since this agreement is fundamental to the background estimation

background estimation, it must be verified rigorously. Thus, we define the 2` control

sample to confirm this agreement and to quantify the ability of the MC to model any

residual shape differences at high MJ . The control sample will be studied in bins of pmiss
T ,

with the lowest pmiss
T bin separated into two bins of Njets. Since the Njets dependence of

κ is found to be uncorrelated with pmiss
T , the Njets uncertainty found in the lowest pmiss

T

bin is used for all bins. The systematic uncertainty associated with pmiss
T is found in the

mid- and high-pmiss
T bins for the low- and high-MJ ABCD planes, and applied to the

corresponding search region bin.

Definition

A new ABCD plane, shown in Figure 9.7 is constructed that maintains the low-mT

regions of the baseline ABCD (R1 and R2A/B) while defining new regions D3 and D4A/B

that share the same MJ boundaries, but includes events with a vetoed track (`+v) or an

additional lepton (2`). The `+v events are still required to have mT >140 GeV, while the

2` events are not. The baseline selection is applied to `+v events, while for 2` events it

is modified in two ways: first, to maintain the number of objects considered for large-R

jets, all Njets requirements are reduce by one; second, to increase the sample size, Nb = 0
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mT < 140
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R2
250 400
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𝓁+track

ABCD plane in 2𝓁 CR

Figure 9.7: Alternate ABCD plane for the 2 lepton control region. The high-mT

regions R3/R4 are replaced with D3/D4, which require events having either 2 recon-
structed leptons or a reconstructed lepton and an isolated track.

events are included. To avoid any signal contamination, the Nb ≥ 2 bin is excluded from

the control sample. The composition of the 2` and `+v samples are shown in Figure 9.8.

Validation

A study was performed in which the ISR multiplicity corrections applied to MC

were lowered by twice their estimated uncertainty for 2` tt events only. The effect this

change has on κ values is compared between the 2` control sample and the search region.

This was done to demonstrate that mismodeling of jet multiplicity has the same effect

on κ values in the 2` control sample as it does for those in the search region, which

is shown in Figure 9.9. Specifically, the dependence of κ on jet multiplicity increases.

Though mismodeling of ISR multiplicity is unrealistic—ISR corrections are derived and

verified in data—this study illustrates how the control sample would be used for other

mismodeling scenarios.
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Figure 9.8: Composition of the dilepton (2`) and lepton+track (`+v) control samples.
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Figure 9.10: 2` control sample κ values found in MC vs. data. The expected un-
certainty of the data given the data set integrated luminosity, summed in quadrature
with the statistical uncertainty of the simulated samples, is given by the error bar on
the red points (σst). The red portion of the error bar indicates the contribution from
the limited statistical power of the simulated samples. The solid black, blue dashed
and pink dashed show 1σ, 2σ, and 3σ total statistical uncertainty, respectively. The
values of ∆κ are the relative difference between the κ values found in simulation and
in data.
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Results

With the 2` control sample defined and validated, we perform the background esti-

mation in data and MC, looking at the low-pmiss
T region in two bins of Njets and the mid-

and high-pmiss
T regions integrated over Njets. The resulting κ values found in simulation

and data are compared in Figure 9.10, with the ultra-low pmiss
T bin shown as an auxiliary

validation. Given the κ values we observe in data are consistent with those we see in MC,

we take the statistical uncertainty (σst) in each Njets bin and pmiss
T bin and include it in the

systematic uncertainty for signal bins with the corresponding pmiss
T and jet multiplicity.

Taking the low-Njets, high-pmiss
T search regions as an example, the Njets systematic uncer-

tainty is taken from the low-Njets low-pmiss
T bin of the 2` control sample, while the pmiss

T

systematic uncertainty is taken from the Njets-inclusive high-pmiss
T bin of the 2` control

sample. The various sources of systematic uncertainty are summed in quadrature to get

the total systematic uncertainty of a bin. As all Njets bins have similar statistical uncer-

tainties, the maximum (9%) is assigned as the Njets systematic uncertainty in all search

region bins. The pmiss
T systematic uncertainties assigned to the mid- and high-pmiss

T bins

are taken as 15% and 21% (19% and 30%) for low-MJ (high-MJ). The total systematic

uncertainty calculation is shown in Section 9.4.

9.2.2 5-6 jet control sample

Motivation

The 2` control sample allowed us to isolate the dominant background in our search

region. Unfortunately, such a pure control sample is not possible for the other high-mT

categories. Instead, we find a control sample with the same composition as the search

region. As we saw in Figure 9.6, this requirement is satisfied by events with five or

six jets. In this sample, both κ values for individual categories and the admixture of
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Figure 9.11: Njets-Nb planes in the low+intermediate bins of pmiss
T (left), and in the

high-pmiss
T bin.

background types are similar to the higher Njets search region. This sample, which we

will refer to as the 5-6 jet control sample, is used to quantify mismodeling of κ due to

mismeasurement or due to misprediction of the background composition as a function of

Nb . As was done for the Njets uncertainties in the 2` control sample, the Nb uncertainties

are derived in the low-pmiss
T bin and applied to all pmiss

T regions; This choice was based

on studies of simulated events that showed the Nb dependence of κ is not correlated

with pmiss
T . Additionally, as the lowest pmiss

T bin has the highest fraction of mismeasured

events, the Nb uncertainties will also account for the systematic uncertainty associated

with mismeasurement.

Definition

Except for the Njets requirement, the 5-6 jet control sample shares all the selection

criteria with the search region. Since the high pmiss
T bin of the search region includes

events with Njets = 6, only the low and mid pmiss
T bins are considered in the control

sample. Figure 9.11 shows the binning of the search regions and 5-6 jet control sample
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in the Njets-Nb plane for two pmiss
T regions. As they share the same Nb and Njets binning,

the low and intermediate pmiss
T bins are combined.

Validation

As we did in the 2` control sample, we perform a study in which we alter the weights

of a subset of MC events and verify that this change has the same effect on simulated κ

values in the control sample and the search region. In this case, we double the weight

of mismeasured 1` events at high-mT and high-MJ , a change that effectively doubles the

κ values for the mismeasured event category. The κ values before and after this change

are shown in Figure 9.12, with the 2` control sample included to show this sample is

unaffected by mismodeling of mismeasured events. As expected, this change has the

largest effect on the lowest pmiss
T bin, with the effect becoming smaller as we go higher

in pmiss
T , reflecting the relative contribution of mismeasured events we saw in Figure 9.6.

This behavior is also consistent between the 5-6 jet control sample and the search region,

with the ∆κ introduced by the altered weights being approximately equal between the

samples. Though we do not expect mismeasured events to be mismodeled this severely,

this study shows the 5-6 jet control sample accurately represents the composition of the

search region.

Results

κ values are calculated in three Nb bins at low pmiss
T and integrated over Nb in the

intermediate pmiss
T bin. In the absence of significant disagreement between data and MC,

the statistical uncertainties (σst) of the low pmiss
T bins would be included in the systematic

uncertainties of search region bins with the corresponding b jet multiplicity. As discussed

in the motivation section, this uncertainty also accounts for the systematic uncertainty

associated with mismeasurement. The results are shown in Figure 9.13, with the ultra-low
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Figure 9.13: Validation of κ values found in MC vs. data. The expected uncertainty
of the data given the data set integrated luminosity, summed in quadrature with the
statistical uncertainty of the simulated samples, is given by the error bar on the red
points (σst). The red portion of the error bar indicates the contribution from the
limited statistical power of the simulated samples. The solid black, blue dashed and
pink dashed show 1σ, 2σ and 3σ total statistical uncertainty, respectively. The values
of ∆κ are the relative difference between the κ values found in simulation and in data.
The values of ∆κ are the relative difference between the κ values found in simulation
and in data. Validation for each year separately is shown in
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pmiss
T region—binned in Nb—included as an auxiliary validation. We observe a deviation

of κA in the Nb = 2 bin in the low pmiss
T region with ∆κ/σst ≈ 3. Further examination

of the Nb distribution gives no signs of systematic mismodeling, nor is this behavior

observed at high-MJ (κB) or in the other validation regions. Nevertheless, to account for

this discrepancy, we assign conservative systematic uncertainties of 10%, 20%, and 30%

to events with Nb = 1, Nb = 2, and Nb = 3, respectively.

We also observe a significant difference between data and MC in the Nb = 1 bins of

the ultra-low pmiss
T validation region; this difference occurs in both MJ regions (for κA

and κB), being more pronounced at low-MJ with ∆κ/σst ≈ 4. Though this is outside our

analysis selection, we performed an study of the ultra-low pmiss
T region to investigate it

further.

9.3 Ultra-Low pmiss
T Validation

To further study the behavior of κ at ultra-low pmiss
T , we use two pmiss

T bins: 100 −

150 GeV and 150 − 200 GeV. We then calculate κ in bins of Njets to verify that the

uncertainties of the Njets ≥ 7 region can be extrapolated from the 5-6 jet control sample.

If the higher Njets bins show a larger difference between data and MC than the 5-6 bin

in the same pmiss
T range, then the uncertainties derived in the 5-6 jet control sample

may be underestimating the systematic uncertainty. We also calculate κ in bins of Nb

to further test the modeling of the Nb dependence. The results of these checks are

shown in Figure 9.14. As there are two separate binning configurations used, events

are being represented twice—once in the Njets-binned κ values in the left two panels,

and once in the Nb-binned κ values in the right two panels. No significant systematic

disagreement between data and MC is observed in the ultra-low pmiss
T sample, so no

additional systematic uncertainties are assigned.
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Figure 9.14: Validation of κ values found in MC vs. data. The expected uncertainty
of the data given the data set integrated luminosity, summed in quadrature with the
statistical uncertainty of the simulated samples, is given by the error bar on the red
points (σst). The red portion of the error bar indicates the contribution from the
limited statistical power of the simulated samples. The solid black, blue dashed and
pink dashed show 1σ, 2σ and 3σ total statistical uncertainty, respectively. The values
of ∆κ are the relative difference between the κ values found in simulation and in data.
Validation for each year separately is shown in
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Table 9.1: Systematic uncertainties assigned in each signal bin, as measured in
137 fb−1 of data.

Bin 200 < pmiss
T ≤350 GeV 350 < pmiss

T ≤ 500 GeV pmiss
T >500 GeV

1 b 2 b ≥ 3b 1 b 2 b ≥ 3b 1 b 2 b ≥ 3b
low-MJ (R4A) 13% 22% 27% 20% 27% 31% 25% 30% 34%
high-MJ (R4B) 13% 22% 27% 22% 28% 32% 32% 36% 39%

9.4 Total Background Systematic Uncertainty

Now that we have established and quantified the sources of systematic uncertainty

in the background estimation method, we will combine them to get the total systematic

uncertainties. This will be done separately for each bin in the search region by summing

all contributing uncertainties in quadrature, assuming there is no correlation between

the difference sources of uncertainty. Factored into the uncertainties provided by each

control region for each pmiss
T bin, this combination has the form:

σSR

low p
miss
T , j, b

= σ2`

low p
miss
T , j

⊕ σ5-6j CR

low p
miss
T , b

(9.1)

σSR

mid p
miss
T , j, b

= σ2`

low p
miss
T , j

⊕ σ5-6j CR

low p
miss
T , b

⊕ σ2`

mid p
miss
T

(9.2)

σSR

high p
miss
T , j, b

= σ2`

low p
miss
T , j

⊕ σ5-6j CR

low p
miss
T , b

⊕ σ2`

high p
miss
T
, (9.3)

where the j and b indices represent jet and b jet multiplicity, respectively. This combina-

tion is represented graphically in Figure 9.15, which also shows the uncertainties acquired

1b 2b ≥ 3b

Low MJ 10% 20% 25%

High MJ 10% 20% 25%

σ5−6j, low pmiss
T

(Nb, pmiss
T,mimeas.)

All 9%

σ2ℓ,low pmiss
T

(Njets)

Low MJ 15% 21%

High MJ 18% 29%

σ2ℓ(pmiss
T )

Mid pmiss
T High pmiss

T

σ2
tot = σ2

2ℓ, low pmiss
T

(Njets) + σ2
5−6j, low pmiss

T
(Nb, pmiss

T,mismeas.) + σ22ℓ(pmiss
T )

Figure 9.15: Combination of background systematic uncertainties, showing the con-
tributions from the control samples for each search region bin. The results of this
combination are summarized in Table 9.1.
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from each control region. The resulting uncertainties are summarized in Table 9.1, rang-

ing from 13% to 39%, increasing with pmiss
T .

In practice, the three terms of Eq. (9.3) are implemented as six log-normal constraints,

with a separate nuisance parameter for the low-MJ and high-MJ regions used for each

term. This separation is motivated by the observation that the deviation of κ from one

has significantly different pmiss
T dependence at low MJ and high MJ .

9.5 Signal Model Systematics

When determining the systematic uncertainties in the background estimation method,

we use control regions with the same composition as the search region. This allows us

to test the ABCD method in these control regions and assign the resulting uncertainties

as systematic uncertainties in the search region. This approach, however, will not work

for determining the systematic uncertainties associated with the signal model, as the

kinematic properties of the signal change significantly depending on the sparticle masses

and model being considered. Instead, dedicated studies are performed for each source

of signal uncertainty, and these values are evaluated for each analysis bin separately.

Table 9.2 lists the sources of systematic uncertainty associated with the signal model

(including detector effects), and gives a range of values for the most sensitive bins for

two signal models. We will briefly discuss each of these sources and how the systematic

uncertainties are determined.

As we saw in Section 8.4.1, systematic uncertainties are accounted for with a sym-

metric Log-Normal term in the likelihood. In cases where the derived uncertainties are

asymmetric–the sizes of up and down variations are not the same–the larger of the two

uncertainties is used in the likelihood. Additionally, some uncertainties have an effect on

the signal yield that is anti-correlated between bins. For example, an upward variation
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Table 9.2: Characteristic range of values for the systematic uncertainties in the sig-
nal efficiency and acceptance across sensitive bins, specifically across high pmiss

T signal
bins for T1tttt(2100,100) and high Njets signal bins for T1tttt(1900,1250). Uncer-
tainties due to a particular source are treated as fully correlated among bins, while
uncertainties due to different sources are treated as uncorrelated.

Source
Relative uncertainty [%]

T1tttt(2100,100) T1tttt(1900,1250)

MC sample statistics 3–8 7–15

Renormalization and factorization scales 1–2 2–4

Fast sim. pmiss
T resolution 1–2 1–5

Lepton efficiency 3 3

Fastsim lepton efficiency 6–8 3–4

Trigger efficiency 1 1

b tagging efficiency 2–8 2–8

Fast sim. b tagging efficiency 1–2 1–2

Mistag efficiency 1 1

Fast sim. mistag efficiency <1 1–3

Jet energy corrections 1–5 2–11

Initial-state radiation 1–7 1–10

Jet ID 1 1

Pileup 1–2 1–4

Integrated luminosity 2.5 2.5
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in b tagging efficiency may increase the signal yield in high-Nb bins and decrease the

yield in low-Nb bins. These anti-correlated effects are represented by negative values in

the bin-by-bin uncertainties given in Table 9.2, where two oppositely signed values in a

given row are anti-correlated. This is implemented in the likelihood by translating the

fractional uncertainties σi,j,k from Table 9.2 into the fit constants

ςi,j,k =





ln(1 +
∣∣σi,j,k

∣∣), σi,j,k ≥ 0,

− ln(1−
∣∣σi,j,k

∣∣), σi,j,k < 0.

(9.4)

Uncertainties from different rows are treated as uncorrelated with each other.

Systematic uncertainties arising from experimental effects are typically determined

from comparisons between data and simulated event samples. For an example of this,

let’s consider the systematic uncertainties associated with lepton efficiency. We saw in

Section 5.2 how scale factors for lepton identification are calculated and applied in order

to make simulated event samples more representative of data. By varying these scale

factors within their uncertainties, we can quantify the effect they have on signal yields in

the search region. We then take the observed change of 3% as the systematic uncertainties

associated with lepton efficiency.

Systematic uncertainties associated with b tagging and mistagging efficiencies are

determined in a similar way to those used for leptons. The scale factor for each jet is

varied within its uncertainties, changing the event weights and thus the signal yield in

each bin. The size of the change induced by this variation in each bin is taken as the

systematic uncertainty for that bin. Uncertainties associated with b tagging range from

2-9%, while mistagging uncertainties range from < 1-2%.

As discussed in Chapter 6, a different detector simulation is used for signal samples

to reduce the computing resources required to general the full scan of mass points. These

FastSim samples model event variables with less accuracy than those used for the back-
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ground; therefore, scale factors are applied to make the FastSim match the FullSim with

respect to lepton identification, b tagging, and mistagging efficiencies. Since the previ-

ously discussed scale factors account for differences between FullSim and data, both sets

of scale factors are applied to make FastSim samples match data. Systematic uncertain-

ties for the FastSim scale factors are calculated in the same way as those for the first set

of scale factors.

Additional weights are applied to account for differences in the number of primary

vertices (pileup) between data and simulated samples. These weights are varied in a

similar fashion to scale factors, and the corresponding change in the signal yield in each

bin is taken as the systematic uncertainty.

The procedure for calculating systematic uncertainties due to jet-energy corrections

(JECs) is slightly more involved than that for scale factors, as changes in jet energy

effect key event variables such as MJ , pmiss
T , and mT. Jet momenta are varied within

the uncertainties of the corrections applied to them. Each event is then reconstructed

using the modified jet so the variables sensitive to jet momentum are recalculated. The

resulting changes in signal yields for each bin are taken as the systematic uncertainty.

Furthermore, as the variables for jet identification are not properly modeled in FastSim,

jets in signal samples are assumed to pass the jet identification requirements. This is

accounted for with a 1% systematic uncertainty assigned to all bins.

QCD scale systematic uncertainties account for kinematic differences between lead-

ing and next-to-leading order contributions to the signal. With the cross section held

constant, the renormalization and factorization scales are each varied up and down by a

factor of two, in such a way that they stay within a factor of two of each other (if one is

doubled, the other can not be halved). These variations result in assigned uncertainties

of 1-5%, with the effect being largest in compressed signal models. Similarly, the un-

certainties associated with ISR modeling are determined by varying ISR weights within
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their uncertainties, with the resulting change in signal yields in each bin taken as the

systematic uncertainty in that bin. As in the case of QCD scale, ISR weights have a

more significant effect on compressed signal models.
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Chapter 10

Results and Interpretations

In Chapter 7 we defined signal-rich search regions based on signal simulations. Until

now, we have not examined how these search regions look in data. Instead, we have

relied on studies of simulated samples and control regions in data to design and refine

the analysis. This analysis strategy is known as blinding, and it ensures that the analysis

remains unbiased. In Chapter 8 we established a method for predicting the number

of standard model background events we expect to observe in our search regions, and

checked how these predictions performed in data control regions. We then quantified the

systematic uncertainties in the background estimation method, as well as the systematic

uncertainties in the yields predicted by the signal model, in Chapter 9.

Now is the moment of truth: it’s time to look at the search regions in data. We start

by evaluating the background using the ABCD method to obtain an expected number of

standard model events for each search region bin. Next, we compare the expected yields

in each bin with those actually observed, determining how consistent they are with one

another. Finally, we will interpret the level of consistency in the context of our signal

models T1tttt and T5tttt, placing upper limits on the cross section as a function of m
χ̃

0
1

and mg̃ .
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Figure 10.1: Two-dimensional distributions for data and simulated event samples
integrated over the Njets and Nb ≥ 2, shown for the pmiss

T 350-500 GeV bin (top)

and the pmiss
T ≥500 GeV bin (bottom). The black dots are the data; the colored

histogram is the total simulated background, normalized to the data; and the red
dots are a particular signal sample drawn from the expected distribution for gluino
pair production in the T1tttt model with mg̃ =2100 GeV and m

χ̃
0
1

=100 GeV for

137 fb−1. Overflow events are shown on the edges of the plot.

10.1 Estimated Backgrounds

Figure 10.1 provides an overview of the observed data, showing the distribution of

events in the MJ -mT plane for the two highest pmiss
T bins. The black dots are data, the

underlying color map shows the total simulated background normalized to data, and the
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red dots show a representative distribution of T1tttt signal events with mg̃ = 2100 GeV

and m
χ̃

0
1

= 100 GeV for 137 fb−1. The large number of data points in the low pmiss
T bin

obscure the other plot features, so this region is not shown.

Before performing the background estimation, we should check if the assumption we

made when defining the ABCD method are supported by the data. Namely, are MJ and

mT uncorrelated in our search region? Figure 8.1 showed this was true for 1` and 2` tt

simulated samples, but now we will check this in data. The MJ distributions for high-

and low-mT events in each pmiss
T bin are shown in Figure 10.2, with the low-mT data

(R1, R2A, and R2B) shown in blue and the high-mT data (R3, R4A, and R4B) shown

in black. The low-mT events shown are weighted by the corresponding κ value, derived

in simulation, and normalized to the high-mT event yield in order to easily compare

distribution shapes. The agreement observed between the MJ shapes at high and low

mT confirms that the κ factors are able to account for any correlation between MJ and

mT.

With the primary assumption of the ABCD method validated, let us estimate the

background in our search region. Tables 10.1 and 10.2 show the observed and predicted

events yields for all regions in the low-MJ and high-MJ ABCD plane, respectively. Pre-

dictions from two different fitting methods are given. The R1–R3 fit is performed using

only the observed yields from the R1, R2A, R2B, and R3 regions, while the R1–R4 fit

also includes the R4A and R4B regions. In both cases, the signal strength (r) is fixed

to zero to perform a background-only fit that is independent of the signal model. Both

fits maximize the likelihood function defined in Section 8.4 over all background parame-

ters, with the R4 terms being excluded from the likelihood in the R1–R3 fit. Expected

yields from two SUSY models are also included in the tables as an indicator of the most

sensitive bins for each model.

One may notice that the R1–R3 fit perfectly predicts the background in the R1, R2,
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Figure 10.2: MJ distributions observed in data for 200 < pmiss
T ≤ 350 GeV (top

left), 350 < pmiss
T ≤ 500 GeV (top right) and pmiss

T >500 GeV (bottom) in the 1`
data for low and high mT regions. In each plot, the data at low mT have been
weighted by the relevant κ factor and normalized to the yield observed at high mT

to facilitate comparison of the shapes of the distributions. The vertical dashed line
at MJ =250 GeV shows the lower boundary of regions R1 and R3, while the vertical
lines at higher MJ values denote the lower MJ boundaries of the signal regions R4A
and R4B. The data are integrated over the Nb and Njets signal bins. Two SUSY
benchmark models are shown in the solid and dashed red histograms.
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Table 10.1: Observed and predicted event yields for the signal regions (R4) and back-
ground regions (R1–R3) in the low-MJ ABCDs. Expected yields for the two SUSY
T1tttt benchmark scenarios (2100, 100) and (1900,1250) are also given. The uncertain-
ties on the prediction account for the available statistics in the data control samples,
the precision of κ from MC, but not yet the systematic uncertainties assessed from
control samples in data.

L = 137 fb−1 T1tttt(2100,100) T1tttt(1900,1250) R1–R3 fit R1–R4 fit Obs.

200 < pmiss
T ≤ 350 GeV

R1 0.0 1.1 7705.3± 86.8 7706
R2: Nb = 1, Njets = 7 0.0 0.1 1087.8± 32.1 1088
R2: Nb = 1, Njets ≥ 8 0.0 0.1 735.7± 26.4 732
R2: Nb = 2, Njets = 7 0.0 0.1 882.3± 29.5 879
R2: Nb = 2, Njets ≥ 8 0.0 0.3 641.6± 25.0 644
R2: Nb ≥ 3, Njets = 7 0.0 0.2 235.3± 15.1 237
R2: Nb ≥ 3, Njets ≥ 8 0.0 0.5 199.6± 13.9 202
R3 0.0 2.2 472.7± 19.8 472
R4: Nb = 1, Njets = 7 0.0 0.2 70.0± 10.0 70.2± 4.6 70
R4: Nb = 1, Njets ≥ 8 0.0 0.3 37.7± 5.6 38.3± 2.8 42
R4: Nb = 2, Njets = 7 0.0 0.4 55.5± 11.8 55.7± 4.5 59
R4: Nb = 2, Njets ≥ 8 0.0 0.6 37.9± 8.1 37.4± 3.1 35
R4: Nb ≥ 3, Njets = 7 0.0 0.4 19.2± 4.9 18.7± 2.1 17
R4: Nb ≥ 3, Njets ≥ 8 0.0 0.9 12.9± 3.3 12.4± 1.5 10

350 < pmiss
T ≤ 500 GeV

R1 0.0 0.9 968.0± 30.6 967
R2: Nb = 1, Njets = 7 0.0 0.1 206.7± 14.1 208
R2: Nb = 1, Njets ≥ 8 0.0 0.2 148.3± 12.0 150
R2: Nb = 2, Njets = 7 0.0 0.1 141.7± 11.8 139
R2: Nb = 2, Njets ≥ 8 0.0 0.3 112.2± 10.5 111
R2: Nb ≥ 3, Njets = 7 0.0 0.2 30.1± 5.3 30
R2: Nb ≥ 3, Njets ≥ 8 0.0 0.6 37.7± 6.0 38
R3 0.1 2.9 67.0± 6.5 68
R4: Nb = 1, Njets = 7 0.1 0.3 15.2± 3.7 15.3± 2.1 14
R4: Nb = 1, Njets ≥ 8 0.0 0.4 9.9± 2.7 9.7± 1.6 8
R4: Nb = 2, Njets = 7 0.1 0.5 10.8± 3.1 11.3± 1.7 14
R4: Nb = 2, Njets ≥ 8 0.1 1.3 6.6± 1.9 6.8± 1.1 8
R4: Nb ≥ 3, Njets = 7 0.1 0.7 2.8± 1.1 2.9± 0.7 3
R4: Nb ≥ 3, Njets ≥ 8 0.1 2.1 3.3± 1.2 3.3± 0.7 3

pmiss
T > 500 GeV

R1 0.1 0.6 434.1± 20.6 434
R2: Nb = 1, 6 ≤ Njets ≤ 7 0.1 0.1 159.8± 12.8 158
R2: Nb = 1, Njets ≥ 8 0.0 0.2 41.7± 6.4 41
R2: Nb = 2, 6 ≤ Njets ≤ 7 0.1 0.2 80.5± 8.8 80
R2: Nb = 2, Njets ≥ 8 0.1 0.3 32.0± 5.5 34
R2: Nb ≥ 3, 6 ≤ Njets ≤ 7 0.1 0.2 19.8± 4.5 20
R2: Nb ≥ 3, Njets ≥ 8 0.1 0.5 10.1± 3.1 10
R3 0.6 3.2 27.9± 4.2 28
R4: Nb = 1, 6 ≤ Njets ≤ 7 0.6 0.5 9.4± 3.1 10.2± 1.9 12
R4: Nb = 1, Njets ≥ 8 0.3 0.5 2.1± 0.8 2.3± 0.6 3
R4: Nb = 2, 6 ≤ Njets ≤ 7 0.9 1.0 5.3± 2.0 5.5± 1.1 6
R4: Nb = 2, Njets ≥ 8 0.6 1.3 2.1± 0.9 2.0± 0.5 0
R4: Nb ≥ 3, 6 ≤ Njets ≤ 7 0.8 0.9 1.2± 0.6 1.2± 0.4 1
R4: Nb ≥ 3, Njets ≥ 8 0.8 2.3 0.8± 0.4 0.9± 0.3 1
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Table 10.2: Observed and predicted event yields for the signal regions (R4) and back-
ground regions (R1–R3) in the high-MJ ABCDs. Expected yields for the two SUSY
T1tttt benchmark scenarios (2100, 100) and (1900,1250) are also given. The uncertain-
ties on the prediction account for the available statistics in the data control samples,
the precision of κ from MC, but not yet the systematic uncertainties assessed from
control samples in data.

L = 137 fb−1 T1tttt(2100,100) T1tttt(1900,1250) R1–R3 fit R1–R4 fit Obs.

200 < pmiss
T ≤ 350 GeV

R1 0.0 1.1 7706± 87.4 7705.3± 86.8 7706
R2: Nb = 1, Njets = 7 0.0 0.1 935± 33.8 937.3± 29.7 935
R2: Nb = 1, Njets ≥ 8 0.1 0.3 961± 33.7 958.7± 29.7 961
R2: Nb = 2, Njets = 7 0.0 0.2 600± 31.5 606.4± 23.7 600
R2: Nb = 2, Njets ≥ 8 0.1 0.6 832± 40.2 821.0± 27.8 832
R2: Nb ≥ 3, Njets = 7 0.0 0.2 168± 14.8 171.2± 12.6 168
R2: Nb ≥ 3, Njets ≥ 8 0.1 1.1 306± 21.7 307.9± 17.0 306
R3 0.0 2.2 472± 21.4 472.7± 19.8 472
R4: Nb = 1, Njets = 7 0.1 0.2 75.6± 11.3 81.7± 5.6 84
R4: Nb = 1, Njets ≥ 8 0.2 0.5 71.8± 10.3 76.3± 4.9 74
R4: Nb = 2, Njets = 7 0.2 0.4 48.9± 10.3 57.6± 4.3 64
R4: Nb = 2, Njets ≥ 8 0.3 1.5 62.7± 13.1 70.0± 5.1 59
R4: Nb ≥ 3, Njets = 7 0.1 0.6 15.2± 3.9 18.8± 2.1 22
R4: Nb ≥ 3, Njets ≥ 8 0.4 2.6 24.9± 6.1 30.1± 2.9 32

350 < pmiss
T ≤ 500 GeV

R1 0.0 0.9 967± 30.9 968.0± 30.6 967
R2: Nb = 1, Njets = 7 0.0 0.0 78± 9.6 72.2± 8.2 78
R2: Nb = 1, Njets ≥ 8 0.1 0.1 95± 10.9 92.4± 9.5 95
R2: Nb = 2, Njets = 7 0.1 0.0 54± 8.5 55.8± 7.3 54
R2: Nb = 2, Njets ≥ 8 0.1 0.2 65± 9.7 66.1± 8.1 65
R2: Nb ≥ 3, Njets = 7 0.0 0.1 8± 3.0 9.1± 2.9 8
R2: Nb ≥ 3, Njets ≥ 8 0.1 0.4 16± 4.5 18.7± 4.2 16
R3 0.1 2.9 68± 8.2 67.0± 6.5 68
R4: Nb = 1, Njets = 7 0.2 0.1 8.7± 2.6 6.8± 1.4 1
R4: Nb = 1, Njets ≥ 8 0.2 0.3 8.4± 2.4 7.6± 1.4 5
R4: Nb = 2, Njets = 7 0.2 0.1 4.7± 1.6 5.2± 1.0 7
R4: Nb = 2, Njets ≥ 8 0.4 0.7 4.6± 1.5 4.9± 0.9 6
R4: Nb ≥ 3, Njets = 7 0.2 0.1 0.7± 0.4 0.9± 0.3 2
R4: Nb ≥ 3, Njets ≥ 8 0.5 1.3 1.8± 0.8 2.3± 0.7 5

pmiss
T > 500 GeV

R1 0.1 0.6 434± 20.8 434.1± 20.6 434
R2: Nb = 1, 6 ≤ Njets ≤ 7 0.1 0.0 49± 8.5 46.9± 7.0 49
R2: Nb = 1, Njets ≥ 8 0.2 0.1 13± 4.0 13.2± 3.7 13
R2: Nb = 2, 6 ≤ Njets ≤ 7 0.2 0.0 18± 5.0 18.5± 4.3 18
R2: Nb = 2, Njets ≥ 8 0.3 0.2 7± 2.9 7.6± 2.8 7
R2: Nb ≥ 3, 6 ≤ Njets ≤ 7 0.2 0.0 4± 2.1 4.5± 2.1 4
R2: Nb ≥ 3, Njets ≥ 8 0.4 0.3 5± 2.4 4.3± 2.0 5
R3 0.6 3.2 28± 5.3 27.9± 4.2 28
R4: Nb = 1, 6 ≤ Njets ≤ 7 1.0 0.1 3.7± 1.5 3.1± 0.9 1
R4: Nb = 1, Njets ≥ 8 1.1 0.3 0.8± 0.4 0.8± 0.3 1
R4: Nb = 2, 6 ≤ Njets ≤ 7 1.4 0.1 1.5± 0.7 1.5± 0.5 2
R4: Nb = 2, Njets ≥ 8 2.0 0.6 0.3± 0.2 0.4± 0.2 1
R4: Nb ≥ 3, 6 ≤ Njets ≤ 7 1.1 0.1 0.4± 0.3 0.5± 0.3 1
R4: Nb ≥ 3, Njets ≥ 8 2.4 1.0 0.9± 0.6 0.7± 0.4 0
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Figure 10.3: Observed and predicted event yields in each signal region. The hollow
rectangles represent the prediction and uncertainty obtained from the fit with masked
R4 yields, while the hashed rectangles represent the prediction obtained when all
regions, R1 through R4, are included in the fit. In both cases, all statistical and
systematic uncertainties are included. The bottom panel shows the pull defined as

(Nobs −Npred)/
√
Npred + (σsyspred)

2

and R3 regions. This is not a coincidence: after the exclusion of the R4 terms from the

likelihood, the number of R1–R3 fit parameters is equal to the number of observables, and

the fit will always match the yields in these bins exactly. Thus, the R4 yields predicted

by the R1–R3 fit are simply those predicted by the standard ABCD method described

in Section 8.2. Additionally, including the r parameter, which was fixed to zero for the

background-only fit, would leave the R1–R3 fit under-constrained (more fit parameters

than observables). Therefore, the R1–R4 fit will be used for testing signal hypotheses.

A graphical comparison between the observed data and the predictions of the two

fitting methods in the search regions is shown in Figure 10.3, including the pull for each

signal bin. Overall, the observed yields are consistent with background predictions. This

consistency will be interpreted in the context of our signal models in the coming sections.
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10.2 Methods of Interpretation

Given the absence of any significant excesses, the observed data will be interpreted as

exclusion limits on the production cross section for the T1tttt and T5tttt models. Thus

far, this procedure has only been referred to as “interpretation,” so before we go through

the results we will discuss what this procedure entails. This discussion in intended to

make our interpretation a bit more, well, interpretable.

Interpretation, or hypothesis testing, refers to the process of using statistical methods

to determine how consistent or inconsistent data are with a particular hypothesis. De-

pending on the data, results can be reported in several ways. If there is an excess in the

data which causes the background-only hypothesis to be rejected, then the significance

of this excess is reported, with or without a particular signal hypothesis. If the data are

consistent with the background-only hypothesis, then an upper limit on the production

cross section for the signal model can be reported. In searches for particles with unknown

mass, upper limits are calculated for each mass value being considered. In these cases,

the range of mass values excluded by the search may be reported in together with the

upper limits on the cross section. As this is the type of search being conducted here, we

will explore the machinery used for placing these upper limits, and converting them into

mass constraints.

To calculate the upper exclusion limits, we use the test statistic qr, defined as

qr = −2 ln

[
L(r,θr)

L(r̂, θ̂)

]
, 0 ≤ r̂ ≤ r. (10.1)

Here, r is the signal strength parameter, r̂ is the best-fit signal strength, θ̂ are the best-fit

parameter values, and θr are the parameters that maximize the likelihood for the given

value of r. The argument of the natural log in qr known as a profile likelihood ratio,

as it is the likelihood maximized (profiled) for a given value of r compared with the

likelihood maximized across all values of r. Additionally, the value of r̂ is constrained to
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be between zero and r. The lower bound on r̂ ensures that signal yields are not negative,

while the upper bound prevents upwards fluctuations in data from being considered

evidence against the signal hypothesis.

In addition to being a function of r, qr is also a function of the observed data,

albeit implicitly. As the measurement of of each bin yield is a fundamentally random

process—that is, it is equivalent to sampling a Poisson distribution—the value of qr is a

random variable as well. Depending on whether the data contain signal events or not,

qr will follow a different distribution. These distributions will be referred to as f(qr|B)

and f(qr|S+B) for the background-only and signal+background scenarios, respectively.

Thus, the question becomes: is the value of qr observed in the data—which we will denote

as qObs
r —more consistent with the f(qr|B) or f(qr|S +B)?

To answer this question, we need to determine the distribution of qr in each scenario,

which can be done in several ways. One way would be to use the observed data to

generate additional pseudodata (also known as toys). These toys would be generated

with the following procedure:

1. Using the observed data and a particular value of the signal strength parameter rtoy,

find the maximum likelihood values for all other parameters.rtoy = 0 corresponds to

the background-only scenario, while rtoy = 1 would include signal with its nominal

cross section.

2. From the determined parameter values, calculate Poisson mean parameters, given

by Eq. (8.3), for each analysis bins.

3. Sample Poisson distributions with the calculated means to obtain a yield for each

bin. This set of generated yields is the toy dataset.

4. Compute the quantity of interest for the toy dataset. In this case, this would be
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the test statistic qr. Note the r here is not necessarily equal to the rtoy value used

to generate the toy dataset.

5. Repeat this process as many times as needed to determine the distribution of the

test statistic for the given value of rtoy.

Though generating toys is robust, it is also computationally expensive, as you need to

generate a large number of toys for a range of r values. Furthermore, this would need

to be done for every mass point we wish to test, increasing the computational cost 1000

fold.

An alternative approach is to approximate the distributions of f(qr|B) and f(qr|S+B)

analytically. For a sufficiently large sample size, this can be done with the asymptotic

approximation [51]:

qr ≈
(r − r̂)2

σ2 0 ≤ r̂ ≤ r, (10.2)

where r̂ follows a Gaussian distribution with mean rdata—the true signal strength present

in the data—and standard deviation σ. Using this approximation, and skipping a lot of

math, the distribution of qr is

f(qr|rdata) = Φ

(
rdata − r

σ

)
δ(qr)+





1√
8π

1√
qr

exp
[
−1

2

(√
qr − r−rdata

σ

)2
]

0 < qr ≤ r2/σ2

1√
8π

1
(r/σ)

exp
[
−1

2
(qr−(r

2−2rrdata)/σ
2
)
2

(2r/σ)
2

]
qr > r2/σ2

(10.3)

where Φ is the cumulative distribution function (CDF) of the standard normal distri-

bution. This expression gives the distribution of qr assuming it is being measured in a

dataset with a true signal strength of rdata. Therefore, we get f(qr|B) by plugging in

rdata = 0 and f(qr|S+B) by plugging in rdata = r. The asymptotic approximation allows

us to quickly calculate the relevant distributions of qr without having to generate a large

number of toy datasets. Furthermore, this approximation performs well even in cases

where the sample size is small.
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Now that we have the distribution of qr for the background-only and signal+background

scenarios, we determine which values of r can be excluded based on our observation of

qObs
r by calculating the quantity CLs [52], defined as:

CLs =
CLs+b
CLb

=

∫∞
q
Obs
r

f(qr|S +B) dqr∫∞
q
Obs
r

f(qr|B) dqr
. (10.4)

This quantity compares the probability of measuring a qr > qObs
r given the data had

true signal strength of r with the probability of measuring a qr > qObs
r given the data

had no signal in it. Thus, lower values of CLs correspond to cases where qObs
r is much

more consistent with the background-only scenario. High CLs values, on the other hand,

don’t necessarily correspond to a qObs
r that supports the signal hypothesis. For example,

if qr provides no discrimination between signal and background (f(qr|S+B) ≈ f(qr|B)),

CLs = 1 for all values of r. In other words, CLs can only tell us if there is significant

evidence against a signal model, not if there is evidence supporting it. So how low is low

enough? If CLs ≤ α, then the signal strength of r is said to be excluded at the confidence

level (CL) of 1 − α. Typically, 95% confidence levels are reported, corresponding to a

CLs ≤ 0.05. Therefore, the maximum signal strength (rmax) for which CLs ≥ 0.05 is

the lower bound of the excluded signal strength values. As results are reported as upper

limits on the cross section, rmax is multiplied by the nominal production cross section of

the signal model being considered to get the reported upper limit.

In addition to being carried out for the observed data, the above procedure is also

carried out for a representative data set that treats the Poisson mean parameter of each

bin as the observed yield for that bin. This is known as the Asimov data set, and is used

for determining the median sensitivity of a search or measurement.
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10.3 T1tttt and T5tttt Limits

Given the absence of any significant excess in the data, upper limits are placed on

the production cross section of our two signal models. Using the Higgs combine tool [53],

which implements the CLs method described in the previous section, we place upper

limits on the production cross section at a 95% confidence level. Figure 10.4 shows these

limits for the T1tttt and T5tttt models in the mg̃−mχ̃
0
1

plane for 137 fb−1 of data. Limits

were calculated assuming the branching fraction for the four-top final state is 100%.

For the T1tttt model, gluinos with masses of up to 2150 GeV are excluded for χ̃0
1

masses below 700 GeV. The highest limit on the χ̃0
1 mass is 1250 GeV, attained for

mg̃ masses between 1700 and 1900 GeV. The observed limits for T1tttt are within 1σ

uncertainty of the expected limits (computed from the Asimov data set) across the full

scan range.

The T5tttt model allows us to extend the interpretation to scenarios where the top

squark is lighter than the gluino. Rather than including the top squark mass as an

additional model parameter, we fix the mass to the smallest value that would allow the

top squark to decay into a top quark and χ̃0
1 (mt̃ ≈ mt+mχ̃

0
1
). As the top quark and χ̃0

1 are

produced approximately at rest in the top squark frame in these models, they correspond

to the lowest signal efficiency for given values of mg̃ and m
χ̃

0
1
. As a consequence, the

excluded cross section values of mg̃ and m
χ̃

0
1

where mg̃ > mt̃ ≥ mt +m
χ̃

0
1

are minimized.

In particular, for low values of m
χ̃

0
1
, the neutralino carries little momentum, giving a

lower value of mT, and resulting in a significantly lower sensitivity to T5tttt than T1tttt

in this mass region. In fact, the sensitivity to low-m
χ̃

0
1

signal models is dominated by

events with at least two leptonically decaying W bosons that produce additional pmiss
T

as well as a tail in the mT distribution. Although the dilepton veto is meant to exclude

such events from the analysis, a significant number make it into the search region.
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Figure 10.4: Interpretation of results in the T1tttt and T5tttt models. The col-
ored regions show the upper limits (95% CL) on the production cross section for
pp → g̃g̃, g̃ → ttχ̃0

1 in the mg̃ -m
χ̃

0
1

plane. The curves show the expected and ob-

served limits on the corresponding SUSY particle masses obtained by comparing the
excluded cross section with theoretical cross sections.
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For physical consistency, the signal model used in the T5tttt study should include

additional contributions from top squark pair production—t̃¯̃t, referred to as T2tt—for

values of m
χ̃

0
1

that have not been excluded1 for T2tt by direct searches for t̃¯̃t produc-

tion [54, 55]. However, we have verified that the addition of the T2tt process (where it

is not excluded) does not significantly impact our sensitivity. Therefore, the exclusion

curve shown in Figure 10.4 only includes contributions from the T5tttt process.

While the limits presented here are very stringent, there are still ways for natural

SUSY models to evade them. In particular, we assume the decay g̃ → ttχ̃0
1 occurs 100%

of the time. Any additional decay modes would reduce the expected signal events, and

weaken the reported limit. If interpreted as upper limits on the production cross section

times the g̃ → ttχ̃0
1 branching fraction, however, the limits reported here remain valid in

the presence of additional gluino decay channels.

1Represented by the hashed out region in the right plot of Figure 10.4, T2tt is excluded for
m
χ̃
0
1
< 33 GeV and 100 < m

χ̃
0
1
< 550 GeV when mt̃−mχ̃

0
1

= 175 GeV The 33 < m
χ̃
0
1
< 100 GeV region

is not excluded due to the inability to assess the rapidly changing acceptance with limited simulation
data.
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Summary and Conclusions

Results have been presented for a search for supersymmetry in a 137 fb−1 dataset of
√
s =

13 TeV proton-proton collisions collected at the Compact Muon Solenoid experiment.

This search was conducted in the single-lepton final state, focusing on events with large

missing transverse momentum met, high jet multiplicity, and one or more b tagged jets.

With this selection, an ABCD method is established using two variables: MJ and mT.

MJ is defined as the sum of masses of large-R jets, constructed by clustering anti-kT jets

with R = 0.4; and mT is defined as the transverse mass between the lepton momentum

and ~p miss
T . The independence of these two variables allows for the extrapolation of the MJ

shape in the high-mT search region from a low-mT control region. The primary standard

model background in these regions is tt, with the low-mT region dominated by 1` tt

and the high-mT region dominated by 2` tt. Despite the slightly different composition

of the low- and high-mT regions, the high Njets requirement ensures the presence of a

significant amount of initial-state radiation. In this regime, the MJ shapes of these two

backgrounds converge. To correct for any residual correlations between MJ and mT, κ

correction factors are calculated in simulation and found to be near unity. By comparing

these κ values between data and simulation in control regions, we quantify the systematic
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uncertainties in the background estimation.

Separate ABCD methods are conducted in three pmiss
T bins, with each bin further

divided into 12 bins of Njets, Nb , and MJ . These 36 search regions allow the analysis

to be sensitive to a wider range of signal models, whose kinematic properties vary with

gluino and LSP mass.

Across the 36 search region, the observed yields are consistent with the estimated

standard model background yields. The lack of significant excesses is interpreted in the

framework of the T1tttt and T5tttt simplified models that describe natural supersym-

metry scenarios. For the T1tttt model, in which gluinos pair production is followed by

the three-body decay g̃ → ttχ̃0
1, gluinos with masses below 2150 GeV are excluded at

95% confidence level for m
χ̃

0
1
< 700 GeV and the highest excluded neutralino mass is

about 1250 GeV. For the T5tttt model, in which gluino pair production is followed by

the two-body decays g̃ → t̃t̄ and t̃ → tχ̃0
1, the limits are similar, except at low neutralino

masses, where the excluded neutralino mass is slightly lower. Due to the increase in

size of the data samples and the optimization this increase allowed, these results extend

previous gluino mass limits [9] by about 250 GeV. These mass limits are among the most

stringent constraints on these supersymmetry models to date.

Now that we have seen the mass limits this analysis was able to place on the T1tttt

and T5tttt models, let’s review the limits placed by other searches for supersymmetry

at CMS. Table 11.1 lists the highest limits placed on the gluino mass by published CMS

analyses using the 137 fb−1 dataset of Run 2, organized by the channel in which the

searches were conducted. For searches that also placed limits on the neutralino mass,

the highest limit placed is reported.

Due to differences in final states and kinematic properties, mass limits placed on

different simplified models can not be compared one-to-one. Focusing at the limits placed

on the T1tttt model, we see a slightly higher sensitivity in the hadronic channel, with
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Table 11.1: Limits placed on the gluino mass during Run 2 at CMS, organized by
channel and simplified model. Where applicable, limits on the neutralino mass are
also shown. The results of this analysis are shown in bold.

Channel Model mg̃ m
χ̃

0
1

Ref.

Hadronic

T1tttt

2260 1420 [56]

2250 1250 [57]

2170 1370
[58]

T1bbbb
2310 1420

2250 1525

[57]T1qqqq 1970 1200

T1qqqq-LLChi 2460 2000

T5HH 2330 - [59]

T5ZZ 1920 - [60]

Single lepton
T1tttt 2150 1250

[61]
T5tttt 2050 1250

Dilepton
T1qqqqL 2100 - [62]

T5qqqqZZ-G 1870 1500 [63]
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the highest gluino mass limit at 2260 GeV [57] compared to the limit of 2150 GeV in the

single lepton channel (placed by this analysis). Though there are no dilepton searches

that targeted T1tttt, limits in this channel are also near 2 TeV. Overall, the limits placed

across the various lepton channels provide complimentary sensitivity to a wide range of

gluino pair production scenarios.

Though not searched for in this analysis, models with stop quark pair production

are popular search targets. Though stop quark pair production has a lower cross section

than that of gluinos for the same particle mass, the expected lightness of the stop quark

in many natural SUSY models makes it an attractive search candidate. Table 11.2

summarizes the limits placed on the stop mass (and neutralino mass when applicable)

by CMS analyses using the 137 fb−1 dataset of Run 2, organized in a similar fashion as

Table 11.1.

To compare channel sensitivity for stop searches, we can compare the limits placed

on the stop mass for the T2tt model, in which the produced stop quarks decay into a

neutralino and top quark. As there are only two top quarks produced in this model,

61% events will have zero leptons in the final state, 34% will have one lepton, and 5%

will have two leptons. As such, the hadronic and single lepton channels give the highest

sensitivity to this model, with limits on the stop mass as high as 1310 GeV and 1200 GeV,

respectively. Due to the low fraction of T2tt events that produce two leptons, the dilepton

channel is less sensitive to this model, with an upper limit of 850 GeV placed on the stop

mass. Looking beyond the T2tt model, however, we see the dilepton channel gives good

sensitivity to models that the other two channels do not. Thus, searches conducted across

the lepton channels provide complimentary sensitivity to a variety of stop pair production

scenarios.

In summary, while SUSY searches conducted at CMS using Run 2 data have not

discovered SUSY, they have placed extremely stringent limits on a variety of natural
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Table 11.2: Limits placed on the stop mass during Run 2 at CMS, organized by
channel and simplified model. Where applicable, limits on the neutralino mass are
also shown.

Channel Model mt̃ m
χ̃

0
1

Ref.

Hadronic
T2tt

1190 600 [58]

1310 650 [56]

1200 580
[57]

T2tt-LLChi 1660 1210

Single lepton

T2tt 1200 600

[64]T2bbWW 1160 540

T2bbW 1100 500

RPV UDD 670 -
[65]

Stealth SYY 870 -

Dilepton

T2tt 850 450

[66]T2bW 850 420

T8bbllnunu 1400 900

T6ttHZ 900 - [62]
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SUSY models. With limits on the gluino mass surpassing 2 TeV and limits on the stop

mass surpassing 1 TeV, natural SUSY is running out of places to hide. Since the cross

sections for these models decrease exponentially with particle mass, however, further

increases in these limits will require much more data. The increased luminosity offered

by the High-Luminosity LHC will provide an estimated 3000 fb−1 of data. Using the

limits of this analysis and assuming the observed limit scales inversely with integrated

luminosity, a 3000 fb−1 dataset would allow us to exclude gluino masses up to 2.8 TeV.

Here’s to hoping we won’t just be placing limits by then.
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