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Abstract

Targeted Modification of Neutron Energy Spectra for National Security Applications

by

James Edward Bevins

Doctor of Philosophy in Engineering - Nuclear Engineering

University of California, Berkeley

Professor Rachel Slaybaugh, Chair

A foolish consistency is the hobgoblin of little minds, adored by little statesmen
and philosophers and divines.

- Ralph Waldo Emerson

At its core, research represents an attempt to break from the “this is the way we have
always done it” paradigm. This idea is evidenced from the start in this research effort by
the problem formulation to develop a new way to generate synthetic debris that mimics the
samples that would be collected for forensics purposes following a nuclear weapon attack
on the U.S. or its allies. The philosophy is also demonstrated by the design methodology
used to solve the synthetic debris problem, using methods not commonly applied to nuclear
engineering problems. Through this research, the bounds of what is deemed possible in
neutron spectral shaping are moved ever so slightly.

A capability for the production of synthetic debris and fission products was developed
for the National Ignition Facility (NIF). Synthetic debris has historically been made in
a limited fashion using sample doping techniques since the cessation of nuclear weapons
testing, but a more robust alternative approach using neutron spectral shaping was proposed
and developed by the University of California-Berkeley and Lawrence Livermore National
Laboratory (LLNL). Using NIF as a starting source spectrum, the energy tuning assembly
(ETA) developed in this work can irradiate samples with a combined thermonuclear and
prompt fission neutron spectrum (TN+PFNS). When used with fissile foils, this irradiation
will produce a synthetic fission product distribution that is realistic across all mass chains.

To design the ETA, traditional parametric point design approaches were discarded in
favor of formal optimization techniques. Finding a lack of suitable algorithms in the litera-
ture, a metaheuristic-based optimization algorithm, Gnowee, was developed for rapid conver-
gence to nearly globally optimum solutions for complex, constrained engineering problems
with mixed-integer and combinatorial design vectors and high-cost, noisy, discontinuous,
black box objective function evaluations. Comparisons between Gnowee and several well-
established metaheuristic algorithms are made for a set of continuous, mixed-integer, and
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combinatorial benchmarks. These results demonstrated Gnoweee to have superior flexibility
and convergence characteristics over a wide range of design spaces.

The Gnowee algorithm was implemented in Coeus, a new piece of software, to perform
optimization of design problems requiring radiation transport for the evaluation of their
objective functions. Currently, Coeus solves ETA optimization problems using hybrid radia-
tion transport (ADVANTG and MCNP) to assess design permutations developed by Gnowee.
Future enhancements of Coeus will look to expand the geometries and objective functions
considered to those beyond ETA design.

Coeus was used to generate an ETA design for the TN+PFNS application on NIF. The
design achieved a reasonable match with the objective TN+PFNS and associated fission
product distributions within the size and weight constraints imposed by the NIF facility.
The ETA design was built by American Elements, and initial validation tests were conducted
at the Lawrence Berkeley National Laboratory’s 88-Inch Cyclotron. These experiments
used foil activation and pulse height spectroscopy to measure the ETA-modified spectrum.
Additionally, pulse height spectroscopy measurements were taken as the ETA was built-up
component-by-component to measure the impact of nuclear data on the ability to model the
ETA performance. Some initial analysis of these results is included here.

Finally, an integral validation experiment on NIF was proposed using the Coeus generated
ETA design. A scoping study conducted by LLNL determined the proposed experiment and
ETA design are within NIF facility limitations and current radio-chemistry capabilities. The
study found that the proposed ETA experiment was “low risk,” has “no show stoppers,” and
has a “reasonable cost.” All that is needed is a sponsor to close the last funding gap and
bring the experiment to fruition.

This research broke with the current sample doping approach and applied neutron spec-
tral shaping to design an ETA that can create realistic synthetic fission and activation
products and improve technical nuclear forensics outcomes. However, the ETA presented
in this research represents more than a stand alone point design with a limited scope and
application. It is proof of a concept and the product of a unique capability that has a wide
range of potential applications.

This research demonstrates that the concept of neutron spectral shaping can be used to
engineer complex neutron spectra within the confines of physics. There are many possible
applications that could benefit from the ability to generate custom energy neutron spectra
that fall outside of current sources and methods. The ETA is the product of a general-
purpose optimization algorithm, Gnowee, and design framework, Coeus, which enables the
use of Gnowee for complex nuclear design problems. Through Gnowee and Coeus, new ETA
neutronics designs can be generated in days, not months or years, with a drastic reduction
in the research effort required to do so. Most importantly, the new designs could be for
applications completely disconnected from the current research and do not have to even
be ETA designs at all. The capability of Gnowee and Coeus have the potential to greatly
improve the design process in many fields of nuclear engineering.
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Chapter 1

Introduction

Having stiffed Bush – and the world – in building a nuclear arsenal, testing a
long-range missile, and testing a nuclear weapon, might Kim now imagine that
he could also sell nuclear weapons? America’s challenge is to prevent this act by
convincing Kim that he will be held accountable for every nuclear weapon that
originates in North Korea. This requires clarity, credibility about our capacity
to identify the source of a bomb that explodes in one of our cities (however it is
delivered by whomever), and a believable threat to respond. Kim must be convinced
that American nuclear forensics will be able to identify the molecular fingerprint
of nuclear material from his Yongbyon reactor.

- Graham Allison, “Deterring Kim Jong Il”

1.1 Motivation
September 23, 1992 marked the end of U.S. nuclear weapons (NW) testing. However, every
U.S. President and Congress has reaffirmed the necessity of the U.S. nuclear arsenal, and
President Obama stated in Prague in 2009, “the United States will maintain a safe, secure,
and effective arsenal, both to deter potential adversaries and to assure U.S. allies” [53]. Since
the Exon-Hatfield-Mitchell nine month test moratorium made Divider the last U.S. NW test
in 1992, this goal of maintaining a “safe, secure, and effective arsenal” has been accomplished
through the “science-based” Stockpile Stewardship Program (SSP) implemented in 1995
under President Clinton [191].

Under the SSP, annual assessments are made of the health and status of each system in the
U.S. arsenal using a combination of “computer simulations, component-level experiments,
subcritical experiments involving plutonium and high explosives at the Nevada Test Site,
nonnuclear experiments at Livermore’s remote Site 300, and analysis of historical data from
past nuclear tests” [199]. This has enabled the U.S. to maintain a NW arsenal for 25
years without performing a system level test of the physics package. Tellingly, according to
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William Goldstein, Director of Lawrence Livermore National Laboratory, in a statement to
the Senate Committee on the Armed Services in April 2014, the SSP has not only enabled
us to maintain a NW arsenal, it has enabled “confidence in the nuclear weapons stockpile
without nuclear testing” [81].

However, the SSP and associated Advanced Simulation and Computing (ASC) capabil-
ities do not address every area important to the maintenance of a NW arsenal or national
security issues posed by NW. The bulk of the U.S.’s 1149 nuclear detonations, used as bench-
marks for the ASC and SSP programs, were weapons related (WR) and safety tests. There
were also 100 dedicated nuclear effects tests, 7 dedicated seismic sensor development tests,
and numerous other tests with non-WR secondary functions such as radio-chemistry and
nuclear forensics [205]. For these purposes, the nuclear weapons provided a unique source,
both in intensity and scale, that ceased to exist after Divider.

The Department of Defense (DoD) and Department of Energy (DOE) have developed and
maintained several facilities that cover a range of NW effects and environments in an attempt
to maintain the capability to certify WR components and delivery systems to operate and
survive in a nuclear environment, consistent with mission requirements. A list of the key
facilities is shown in Table 1.1. However, these facilities and programs are often insufficient,
overlooked, or underfunded, resulting in gaps in the ability to assess and certify systems and
capabilities [51, 100]. The scope of this problem is highlighted by considering the sheer scope
of the problem, as shown schematically for NW effects in Figure 1.1.

One of the more pressing gaps is in the ability to reproduce damage and nuclear reac-
tions from the NW characteristic thermonuclear (TN)1 and prompt fission neutron spectrum
(PFNS)2 neutrons. Figure 1.23 shows the energy differential neutron flux for several of the
neutron sources cited in Table 1.1 in comparison with an example TN+PFNS4. Several
sources match the spectral shape in the keV to a few MeV range well, if lacking in overall
intensity. However, none of them have the high energy TN component that are significant
in displacement damage and single event upsets (SEU) in electronics, and all have signifi-
cant low energy components that would dominate nuclear reactions. The Rotating Target
Neutron Source (RTNS) in Table 1.1 would address the TN component, but it is currently
mothballed [148]. The Sandia Pulsed Reactor (SPR) has the least significant low-energy
component and the most a similar time history profile, but it is also inactive, with the
White Sands Missile Range (WSMR) Fast Burst Reactor (FBR) likely to follow [52].

Unfortunately, there are not any current promising alternatives. Figure 1.3 shows a brief
survey of some other neutron sources that have been considered or used to study radiation
effects and nuclear reactions of interest for national security applications. In addition to

1Due to D-T fusion.
2Due to fission of fissile or fissionable material such as 235U, 238U, or 239Pu.
3The TN+PFNS spectra shown is derived using only the fissile mass of Godiva, thereby limiting the

thermal component (see Section 2.1 for more details). The SPR-III reactor has a 10B shroud and the
WSMR FBR has significant stainless steel structural components that contribute to the much larger thermal
component.

4See Section 2.1 for more details on the derivation of the TN+PFNS and method.
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Table 1.1: Nuclear Weapons Effects Simulator Capabilities [100].
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Figure 1.1: Current Survivability Risks of Critical Capabilities Against Nuclear Weapons
[100].

poor spectral shape matching, the timing profile and intensity, which are important for
annealing in radiation damage and second order reactions in nuclear reactions, is far from
representative of a TN+PFNS. The National Ignition Facility (NIF) stands as a lone possible
exception, with a significant flux that captures the TN portion of the TN+PFNS, though it
lacks the PFNS portion at lower energies.

In light of these shortcomings, the DoD has solicited calls in 2006 and 2012 to develop a
“technologically viable alternative to the Fast Burst Reactor (FBR) at White Sands Missile
Range...capable of providing the neutron radiation environment required for Nuclear Surviv-
ability Testing” [52]. To date, this need has gone unfilled, and most approaches have used
surrogate sources such as the Ion Beam Lab (IBL), which require benchmarking against NW
or NW-like (FBR) sources. Additionally, the need for realistic synthetic debris and sample
databases has been noted by the technical nuclear forensics (TNF) community [1, 101, 197].
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Figure 1.2: Neutron sources used to simulate the prompt NW neutron environment in com-
parison with a representative TN+PFNS [86, 87, 100, 104, 148, 160, 166, 169, 189, 202,
207, 225, 229]. In the figure, SPR is the Sandia Pulsed Reactor, RTNS is the Rotating
Target Neutron Source, ACRR is the Annular Core Research Reactor, WSMR FBR is the
White Sands Missile Range Fast Burst Reactor, and WNR is the Weapon Neutron Research
Facility.

1.2 National Technical Nuclear Forensics and
Synthetic Debris

Section 1.1 highlighted several areas of need where the current existing neutron sources left
much to be desired in meeting the needs of the NW community. While each represents a
pressing and timely need, this research focuses on methods that can be used to generate
synthetic post-detonation debris. However, when considering possible solutions, approaches
that are adaptable to needs other than synthetic debris (discussed further in Section 1.5)
will be preferred all other things being equal.

According to the Joint Nuclear Forensics Working Group (JNFWG), “Nuclear forensics
is the technical means by which nuclear materials, whether intercepted intact or retrieved
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Figure 1.3: Alternative prompt neutron sources for NW environment applications [19, 35,
160, 169, 189].

from post-explosion debris, are characterized (as to composition, physical condition, age,
provenance, history) and interpreted (as to provenance, industrial history, and implications
for nuclear device design)” [101]. Nuclear forensics is seen as an enabling U.S. capability that
enhances deterrence and discourages nuclear and radiological terrorism through attribution
capabilities that identify the pathways and sources of material intercepted in either a pre-
or post-detonation scenario. Because of this, the National Technical Nuclear Forensics Cen-
ter states that, “Advancing nuclear forensics capabilities provides a means for governments
around the world to work together to counter illicit trafficking in nuclear materials, deter
nuclear terrorism, and promote global nuclear security” [159]. Additionally, nuclear foren-
sics would continue to provide a strategic enabling capability through treaty verification and
enforcement in any future nuclear-free world.

This research focuses on post-explosion TNF applications, which is far more limited in the
availability of new, relevant samples than the pre-detonation community. In fact, JNFWG
states that [101]:

Current post-detonation debris analysis techniques derive largely from the nuclear
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weapons test programs of the Cold War. Leveraging the Cold War infrastructure
enabled a baseline forensics capability to be established quickly, but has resulted
in a capability that relies largely on science and technology developed in the
nuclear-testing era, with timelines and priorities sometimes distinct from those of
nuclear forensics. In addition, current analysis methods are often labor-intensive,
and rely on education and training that are no longer prominent in the U.S.
university system.

Clearly, an approach that can generate synthetic debris in general would be beneficial, while
an approach that can generate synthetic debris where current benchmarks do not exist would
be revolutionary. This could drive capability improvements in the TNF community, thereby
strengthening attribution and deterrence.

It is important to further define synthetic debris in the context of this research. Here,
a distinction is drawn between the glassy matrix and the radio-isotopic composition of the
sample. The University of Tennessee and others have pursued research into generating
synthetic nuclear melt glass that has “physical, chemical, and morphological properties very
similar to trinitite5” [143, 144]. While the glassy matrix can contain a fingerprint about
the temperature and pressure conditions under which it was formed, a preponderance of the
matrix is formed from materials surrounding the detonation site that were consumed into
the fireball. Conversely, the radio-isotopes contained within the matrix contain a fingerprint
associated with the NW’s characteristic neutron energy spectrum for materials ranging from
the fissile core, to weapon structure, to the medium surrounding the detonation. Each
contains forensics information relevant to attribution. According to the JNFWG [101]:

By analyzing radioactive debris from an explosion and measuring the decay,
nuclear forensics can determine the history of the fissile material, including when
the plutonium underwent chemical separation and the uranium’s radiochemical
history. This, in turn, may indicate from where the fissile material came. Analysis
of the debris may also identify other, non-fissionable materials used to construct
the device, and something about the sophistication of the design, or lack thereof.
The particular alloys or compounds used in making a device, or the impurities
and contaminants found to be present, may also indicate the source of those
materials or the industrial processes used to make them, which in turn may be
indicative of the practices or techniques in certain parts of the world.

As much progress has been made in generating synthetic glassy matrices, this research
is focusing solely on improving the quality of the radio-isotope distribution that can be
obtained. While a completely representative radio-isotope distribution would be ideal, the
scope is narrowed to solely reproducing the correct fission product (FP) distribution. This
is because the radio-isotopes of interest are dependent on device construction, which is not
openly available, and detonation location, which can be highly variable. However, when

5The greenish, glassy material left from the first NW test at Trinity, NM in 1945.
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evaluating the techniques to generate the synthetic FP distribution, the applicability of the
method to the broader synthetic debris question will be considered.

1.3 A Brief Survey of Options to Generate Sythetic
FPs

There are four primary approaches that could be considered to generate a synthetic FP
distribution:

1. Sample doping

2. Direct production using fission converters

3. Surrogate methods

4. Spectral modification of existing sources

Previous research and implementation of each, along with applicability to the problem of
interest, is discussed in the sections below. After consideration of the advantages and limi-
tations of each of the approaches, the option chosen to generate a synthetic FP distribution
was the spectral modification method for reasons as discussed in Subsection 1.3.4.

1.3.1 Sample Doping
Sample doping is the fairly straightforward process of selectively building up a fission product
distribution and other radionuclide inventory from irradiations at different facilities and/or
times to generate a synthetic FP distribution. This is the current state-of-the-art method
employed to generate samples for the forensics community. Sample doping is well understood,
extremely customizable, and within the existing capabilities of current neutron sources and
radio-chemistry labs.

However, sample doping is labor-intensive and tends to lock in Cold-War capabilities and
procedures as noted by the JNFWG. Because of the required time to generate a sample, only
certain mass chains are typically used, thereby limiting the realism of the sample and the
usefulness for training and capability development. Another reason to limit the mass chains
to well known ones is that the sample doping process is highly dependent on nuclear data,
NW test history, and/or fission product models.

While the U.S. has the benefit of an extensive test history, historical documentation and
measurements of interest do not always correspond to measurements of interest today. In
many ways, the test history can be made irrelevant as long as a complete set of nuclear data
exists to be able to model the FP distribution created under different irradiation conditions.
However, as discussed in Section 3.1, FP data, especially the energy dependence aspect, is
lacking. Correspondingly, the models, most of which are empirical or at best semi-empirical,
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also are limited. The lack of data or suitable models makes it difficult to expand this approach
to the entire fission product distribution or create a process whereby more samples can be
generated for training and/or capability development.

Although technically a combination of sample doping and the direct production approach
that is described next, it is worth mentioning the method being pursued by the University
of Tennessee (UT) here. As described in Section 1.2, they have developed glassy surrogate
debris matrix samples that are representative of trinitite [144, 197]. Recently, UT added
uranyl nitrate hexahydrate to the melt glass sample and irradiated it in the High Flux
Isotope Reactor (HFIR) at Oak Ridge [46]. Presumably, they could add highly enriched
uranium (HEU) or other activation products of interest in the future as well. However, as
the authors readily acknowledge, they have not overcome the issue that HFIR, or any other
available neutron source, does not replicate the relevant neutron spectrum, and the resulting
fission and activation products reflect this fact [46].

1.3.2 Direct Production
Direct production is the method used in NW testing. A direct production replacement us-
ing a fusion-fission source is theoretically attractive as it most closely represents the NW
source term. D-T fusion sources with a fissionable conversion layer could be used to meet
the requirements outlined in Section 2.1. However, it is very difficult to achieve the appro-
priate mixture of TN and PFNS neutrons expected in NWs6 with small amounts of fissile or
fissionable converter. Consider the following simple calculation assuming a point source of
D-T neutrons7: a 1 cm2 235U fission converter placed 1 cm from the source, a 10 cm optically
thick converter (t ≈ 3 mfp), and a HEU sample 15.24 cm away from the source:

φDTf = Si
4πr2

1
e−nσT t (1.1)

φfissionf = Si
4π(r2 + 0.5t)2

(
1− e−nσf t

)
ν

1
4π(r1 − (r2 + 0.5t))2 e

n(σT−σf )2MeV 0.5t (1.2)

6The percentage of the spectrum due to TN varies based on the design of the NW. For this research, it
is taken as 15% fusion. See Section 2.1 for how this was derived.

7This would be a high end estimate for the output available from the National Ignition Facility (NIF).
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where:

φDTf = 1.98x1011 n cm−2, fluence due to DT neutrons at sample
φfissionf = 1.44x1010 n cm−2, fluence due to fission neutrons at sample

Si = 1016 n, initial point source of neutrons
r1 = 15.24 cm, distance from point source to sample
r2 = 1 cm, distance from point source to converter
σT = 5.85 b, total 235U cross-section at 14.1 MeV
σf = 2.1 b, 235U fission cross-section at 14.1 MeV

(σT − σf )2MeV = 5.8 b, 235U total minus fission cross-section at 2 MeV
n = 4.87x1022 atoms cm−3, 235U number density
t = 10 cm, fission converter thickness

Asurf = 1 cm2, surface area of fission converter
ν = 4.5, neutrons produced per fission at 14.1 MeV

The result is 93.2% fusion neutrons entering the sample after exiting the converter, which
demonstrates the limitations of this approach. It is possible to have thicker converters or
to cover larger surface areas, but the fissile or fissionable material mass quickly becomes
prohibitive, which also reduces the overall flux available to irradiate the sample. The simple
analytic calculation was confirmed with a Monte Carlo Neutral Particle (MCNP)8 simulation
that had 95.7 +− 0.1% fusion neutrons in the sample. Additionally, these converters are more
efficient when using fissile material, and the DoD solicitation specifically calls for alterna-
tives without using special nuclear material (SNM). For these reasons, direct production is
impractical for high fission to fusion ratios and cannot fill the NW neutron source term need.

Another approach at direct production is using charged particle and breakup reactions
to produce tailored neutron spectra [28, 130, 139, 221]. Due to the ability to tune the
incident charged particle energy, these reactions can be designed to produce neutrons that
vary from nearly monochromatic to a wide energy range. This is illustrated in Figure 1.3 for
charged particle reactions by the HFNG and NIF neutron spectra and for breakup reactions
by the three 88-Inch Cyclotron spectra. In addition to the tuning of the incident beam, the
spectra can be modified by interchanging the type of beam or target. Finally, methods have
been developed to shape the initial beam energy distribution to result in a wider neutron
distribution [171].

However, the charged particle and breakup reactions are not suitable as replacement
NW sources for several reasons. First, the reaction cross sections tend to be in the millibarn
range, resulting in a low neutron flux compared to the desired spectrum9. For time-correlated

8MNCP version 6.1 was used with ENDF/B-VII.1 data libraries throughout this research effort.
9See Figure 1.3, where NIF stands out as the notable exception.
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nuclear effects or reaction histories, the low flux can produce an end result that is not
closely correlated with the expected result from a prompt, high flux source. Second, the
energy range spanned by any given reaction is insufficient to cover the spectral range of
the TN+PFNS. This necessitates multiple reactions be combined, resulting in the need
for multiple beams and/or generators, an experimentally difficult and expensive proposition.
Finally, any attempt to reproduce the TN+PFNS spectral shape solely with charged particle
or breakup reactions is unlikely to succeed without modification of the incident charged
particle or resulting neutron energy spectrum using methods described in Subsection 1.3.4
or Praena [171]. Although either direct production method is theoretically feasible, both are
impractical, complex, and unlikely to be implemented for safety or technological limitations.

1.3.3 Surrogate Methods
An alternative method is to target reproducing the end state in the material using surrogate
methods instead of reproducing the starting neutron spectrum via direct production. This
approach has been successful in both radiation effects and nuclear physics to compensate
for a lack of intensity and sources in important regions. For example, surrogate reactions in
nuclear physics leverage the compound nucleus to study reactions that are otherwise inac-
cessible due to difficulty in producing the necessary isotopes, small cross-sections requiring
a higher flux than may be practical, or radiation dose hazards due to short half-lives, among
others [67, 102, 170]. However, the surrogate reaction method requires well known reference
cross-sections to be able to infer the cross-section of interest [67, 170]. Additionally, surro-
gate reactions only approximate the reaction of interest, and details such as the spin-parity
mismatch can lower the accuracy of the results obtained [67, 102].

Research at LLNL has explored the use of surrogate reactions to produce synthetic fission
products using the Center for Accelerator Mass Spectrometry (CAMS). LLNL used 25.6
MeV α particles via the 232Th(α, n)236U reaction as a surrogate for 235U fission from 14 MeV
neutrons. Initial results have shown a strong correlation between the surrogate and 14 MeV
neutron produced fission product distributions [74]. Assuming that there is similar overlap
in the angular momentum distributions at other excitation energies, this is a promising area
of further research as a viable alternative to produce realistic synthetic debris.

To consider the limitations of the charged particle surrogate approach if pursued in its
fullest extent, it is worth considering their use in the radiation effects area. The Qualification
Alternatives to the Sandia Pulsed Reactor (QASPR) program was started in 2005 due to
the impending closure of SPR10, a FBR that was a close approximation of spectral and
temporal characteristics of the NW fission source term [182, 225]. The QASPR program
aims to replace the SPR capability by using “available irradiation facilities combined with
new, science-based modeling to predict time-dependent device and circuit performance under
inaccessible conditions” [154].

10SPR-III was closed in September 2006 due to security concerns over the 258 kg of HEU it contained in
its 18 fuel plates [186].
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As part of the QASPR program, the IBL uses ions to simulate the late-time neutron-
induced defect population to inform physics based modeling [86]. The key requirement is that
the defect population resulting from a NW exposure is well understood, using techniques
like deep-level transient spectroscopy (DLTS), thereby enabling defect reproduction using
the surrogate ions at IBL. However, there is no current representative NW source term
to generate the benchmark data for IBL, which was built in 2010. Instead, the ion-to-
neutron damage equivalence for IBL is established using ACRR irradiations, which itself was
benchmarked against SPR-III, which traces its pedigree to NW testing [86, 180]. Despite
ten years of effort, to date QASPR simulations only “enabled a ‘ranking’ of the circuits in
terms of vulnerability” [180]. This ranking, when compared to previous test history and
experience, combined with a significant margin, provides the basis for our certification of
components to survive in a NW neutron environment.

The QASPR approach is proof that the surrogate method is feasible and can be used to
access previously “inaccessible conditions.” However, each new device technology or material
requires new benchmark data as well as significant effort to develop the device response
models and establish the trace to NWs, a trace that gets more tenuous as the sources and
device technology progresses further from those used in or shortly after the era of NW testing.

Table 1.1 is also useful to understand the benefits and shortcomings of this approach.
While nuclear reentry vehicles, nuclear bombs, and cruise missile warheads have some of
the highest requirements for survivability, they are also the least at risk thanks to programs
like QASPR. However, these systems are among the smallest in scale for systems requiring
capabilities against NW, and the level of effort and funding required for QASPR and similar
programs is too high to allow for this effort to be extended directly to many other components
in the NW Enterprise or critical infrastructure.

These same limitations were also present when looking at the surrogate method as applied
by the nuclear physics and astrophysics communities. In general, surrogate methods are
limited by the inability to replicate small order effects and the need for a priori knowledge.
Additionally, each particular measurement of interest requires a full development effort to
validate. Given the alternative in many cases, these limitations are acceptable, and surrogate
methods could meet most of the needs for NW related nuclear effects and nuclear reaction
based requirements. Nevertheless, a more affordable, adaptable method with closer ties to
the NW source term, thereby reducing the need for a priori knowledge, is a more desirable
approach.

1.3.4 Spectral Methods
Following the discovery of the neutron by James Chadwick in 1932, research into measuring
the resulting (α,n) spectrum started the same year [22, 36]. Very early on, it was deemed
desirable to modify neutron spectra, and hydrogen thermalization and cadmium filters were
employed by 1935 to modify or remove portions of neutron spectra [37, 58]. Over 80 years
later, neutron spectral modification techniques have advanced, but the same basic concepts
are largely the state-of-the-art today. The history of spectral shaping, along with some
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current, relevant examples are explored in detail in Chapter 4. However, it is worthwhile to
note some key characteristics that make spectral shaping a desirable approach to realistic
synthetic FP generation here, while leaving the background and examples to later.

Spectral shaping methods meet many of the high level design objectives described in
Chapter 2 and the DoD solicitation in that they are inexpensive, flexible11, and do not
need to utilize SNM. Unlike surrogate approaches, a spectrally-shaped neutron beam could
have many applications in the forensics, nuclear weapon effects, and stockpile stewardship
communities. Spectral shaping also avoids the need for a priori knowledge, and all of the
physics of interest are replicated to the extent that the spectral shape matches the objective
spectrum. Ostensibly, surrogate debris materials, even the glassy matrix, could be irradiated,
producing realistic synthetic fission and activation products.

There are some drawbacks to the spectral shaping approach. Like all of the previous
methods, it is limited in the flux that is achievable, but spectral shaping does allow the lever-
aging of the most intense experimental neutron sources. Additionally, physics will impose
limitations on what spectra are achievable, especially when considering practical engineering
constraints on the design. However, the same is true for any of the three other methods
discussed. In total, the spectral shaping’s benefits, combined with the potential to reach a
broader set of applications (see Section 1.5), outweigh the drawbacks. For these reasons, this
research will pursue the spectral modification method.

1.4 Research Objective
The research objective is to develop a methodology to generate synthetic FPs for post-
detonation nuclear forensic application. Specifically, the creation of synthetic FPs will be
accomplished through spectral modification techniques that will generate a forensics relevant
neutron energy spectrum from the NIF source. The end deliverables will be a novel spectral
modification capability, a fabricated design, and an outlined test plan to prove the concept.
The research objective, as phrased, is broad in scope, and it is worthwhile to explicitly narrow
the scope of the problem and define the limitations associated with this research.

1.4.1 Scope and Limitations
The first major limitation is classification issues surrounding NWs. To avoid any potential
issues, this research only uses NW data and information available in the U.S. Government
open literature and uses surrogates or simplistic approximations for any NW related infor-
mation. The research objective is to obtain an approximate solution that represents the
desired end state, thereby enhancing the probability of success with minor tweaks when us-
ing real data. To this purpose, the more stressing conditions were chosen where they could

11This is evidenced by the wide range of sources that beam shaping assembly (BSA) designs have been
developed to meet similar boron neutron capture therapy (BNCT) criteria, which is described further in
Chapter 4.
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be identified12. This limitation primarily affected the FP distribution data, TN+PFNS, and
the range of variation for the TN+PFNS. Each of these is described in further detail below.

Several possible national security applications were covered in Section 1.1 and Section 1.2.
This research will focus on the nuclear reaction applications, specifically the generation of FP
distribution representative of exposure to a TN+PFNS. This approach was chosen because
generation of the correct FP distribution is sensitive to the correct incident neutron energy
across the entire spectrum, as described in Section 3.1, thereby allowing a point solution and
validation of the correct spectrum13. These features make the FP distribution one of the
most difficult national security applications, in keeping with the stated objective of pursing
the most stressing conditions for the research.

Using the FP distribution as the target application is not without difficulties. The pri-
mary issue is that there are no FP data openly available for a TN+PFNS. This data would
exist for the U.S. NW test program, but it is not available for this research. Instead, models,
benchmarked to data where it does exist, are used to derive the expected FP distribution
given the incident TN+PFNS neutron energy spectrum. The details of this derivation are
described in Subsection 3.1.3.

A key component to this research is defining a suitable TN+PFNS. However, this in-
formation is not available in the open literature, and a strict derivation would run into
classification issues. For these reasons, a simplified approach was taken, using critical as-
semblies as surrogate geometries to construct a MCNP model to determine a representative
neutron spectrum. All associated weapon physics that would have temporal, spatial, or
physical effects were ignored. Additionally, although bare and reflected 239Pu and 235U sys-
tems were explored, only a bare 235U system, Godiva, was carried forward. The complete
details, including several approximations and neglected attributes, are described further in
Chapter 2. While this representative spectrum is likely not correct in many respects, the
hope is that it will contain key features and approximate relative intensities that will result
in a methodology that is adaptable to the actual neutron spectra of interest.

It is important to clarify what the range of interest in TN+PFNS entails. There are three
broad classes of nuclear weapons: fission based, boosted, and TN [54]. Fission weapons only
contain PFNS. Although a need exists for a prompt PFNS source, it is also the area that
surrogate methods and alternative sources are most developed14. Boosted and TN weapons
contain both the PFNS and TN portions of the spectrum, but TN weapons are multi-stage
devices for which a critical assembly is a poor approximation. For the purposes of this
research, a TN+PFNS representative of a boosted NW was chosen as the objective.

Within each broad major classification, there is a large variation in design that can result
12These choices are described in this section and Chapter 2, but two main examples are the use of bare

critical assemblies and the FP distribution application.
13For all practical purposes, this statement is true. While surrogate spectra can be used to produce FP

distributions within measurement uncertainty, these spectra are significantly different than the target spectra
and unlikely to be obtained accidentally. The details of the FP sensitivity with respect to incident neutron
energy are described in Section 3.1

14See Section 1.1 and Section 1.3
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in different neutron spectra. For example, fission weapons can be broken down into two
subcategories: implosion and gun-type. Each has different geometry, materials, and masses
used that will affect the neutron spectrum. For the purposes of this research, only a point
approximation is used. No attempt is made to quantify the range of neutron spectra that
could result from this class, or any other class, of weapon.

The design optimization uses NIF as the ideal source of neutrons. However, fielding at
NIF was unfeasible for this research. Instead, the spectral shaping capability was designed
to the NIF source but tested at the Lawrence Berkeley National Laboratory (LBNL) 88-
Inch Cyclotron. Testing at the 88-Inch will not result in producing a TN+PFNS relevant
spectrum or a realistic synthetic FP distribution, but it will enable validation of the model
and process using NIF relevant materials and designs.

The use of the 88-Inch Cyclotron and its associated facilities does complicate making
the FP measurements of interest. First, the total fluence delivered at the 88-Inch Cyclotron
is a factor of ∼50 less than the minimal NIF fluence considered in the experiment design.
The lower flux, combined with the lack of radio-chemistry analysis capability, will make the
measurement of valley and wing FPs extremely difficult. However, the 88-Inch Cyclotron
adds flexibility in the use of multiple detectors and experimental set-ups as described in
Chapter 8.

Finally, any design developed will be a point design subject to all of the nuances described
in this section. In other words, the research demonstrates a proof of concept, not an all-
encompassing solution. However, the methodology to generate spectral shaping designs is
developed to be broadly applicable to generating new designs for TNF–or other national
security–applications. This was a key consideration in developing and scoping the solution
methodology.

1.4.2 Solution Methodology
Figure 1.4 shows a schematic overview of the solution methodology taken for this research.
The figure shows three pathways. The first path, shown in black, is the modeling and op-
timization path that originates with the NW and culminates in the design of the Energy
Tuning Assembly (ETA or η). The second path, shown in green, is the piece-wise experi-
mental validation path that starts with the LBNL 88-Inch Cyclotron and finishes with pulse
height spectrum (PHS) and FP measurements. The final path, shown in blue, is the integral
test and generation of a realistic synthetic FP distribution at NIF. This section will provide
a logical overview of each path.

The modeling and optimization path starts with defining a suitable NW neutron spec-
trum. Since this information is not available in the open literature, critical assemblies were
used as a surrogate to construct a relevant TN+PFNS spectrum using MCNP15. The re-
sulting TN+PFNS spectrum is used as the objective function, and the NIF source spectrum

15The complete derivation is described further in Chapter 2.
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Figure 1.4: Schematic overview of the proposed solution approach. Black lines indicate
the modeling and ETA design path, green lines represent the 88-Inch Cyclotron piece-wise,
application-specific validation path, and the blue lines represent the integral NIF validation
path.

and facility limitations are used as design constraints for the ETA design. The ETA design
is generated with the Coeus optimization code developed for this research16.

Due to difficulty of testing at NIF17, the 88-Inch Cyclotron was chosen as the primary
experimental facility for this research for initial validation efforts and method development18.
Given the Coeus-generated ETA design, MCNP was used to predict the output spectrum
expected when the ETA is exposed to the 88-Inch Cyclotron source spectrum instead of
NIF. PHS and foil activation measurements were made in a variety of ETA configurations.
These measurements were unfolded to provide complementary spectrum measurements that
can be compared to the modeled spectral shaping predictions. The partial stack-ups of the
ETA can be used as integral tests to understand how the nuclear data affects the ability to
model ETA performance. Finally, irradiated 235U foils will serve as a secondary diagnostic
to measure the integral neutron spectrum.

The 88-Inch Cyclotron validation serves as the basis for future experiments at NIF to
16Coues, the Gnowee optimization engine, and the final ETA optimization are described fully in Chapter 6.
17The NIF proposal, vetting, and scheduling cycle to get a dedicated shot is long compared with the

typical time of a dissertation if starting from scratch as is the case for this research.
18See Chapter 8 for the full experimental procedures.
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produce representative TN+PFNS spectra for national security applications. At NIF, only
the full ETA assembly is tested19. Additionally, only fission and activation foils are fielded
as diagnostics. However, NIF enables the generation of synthetic FPs in quantities sufficient
to be measured with radio-chemistry. The FPs themselves can be used as a measure of per-
formance, and the fission and activation products can be used to unfold the ETA generated
neutron spectrum.

1.5 Broader Applications
This chapter has focused on national security applications with an emphasis on TNF and
realistic synthetic fission products in particular. Improvements in realistic synthetic fission
products would enable advancement of forensic capabilities from the current baseline capa-
bility established from Cold War era science and tests to a more modern, adaptive capability
with timelines appropriate for nuclear forensics. Additionally, better production methods for
synthetic debris would move away from the current labor-intensive approaches and help bol-
ster research and capability development to supplement the education and training that has
lost prominence in the U.S. university system [101]. These capabilities enhance the ability
of the U.S. to attribute the source of a nuclear weapon design and components, thereby
strengthening deterrence and non-proliferation.

However, a secondary goal of this research is to look at solution methods that go beyond
point designs and can be applicable to a range of applications. This secondary goal is also
useful to the TNF and national security communities as the neutron spectra of interest
changes based on weapon type and employment scenario thereby limiting the utility of any
particular point design. This secondary goal also makes this research useful to many other
problems in nuclear engineering, and it is worthwhile to acknowledge the broader potential
before delving into the specific research thread pursued in this dissertation.

As will be described in much more detail in Chapter 5 and Chapter 6, the use of formal
optimization techniques to generate the ETA design enables a framework under which future
designs can be generated. Since the process uses metaheuristic optimization techniques,
future ETA designs can differ significantly from the concepts developed for NIF in Section 6.3.
Additionally, the metaheuristic optimization approach allows for a full design space to be
considered, thereby allowing for non-intuitive designs that would be missed by common point
design approaches.

More importantly, nothing about the radiation transport methods employed or the Gnowee
optimization algorithm is specific to ETA design. While optimization performance gains
might have resulted from the tailoring of the algorithms to ETA design, the exclusion of
problem-specific information allows for any nuclear engineering optimization problem to be
considered. The only real limitation is the compute resources required, which can be limiting
for some large scale design problems if not properly scoped. In other words, while the bulk
of this dissertation is devoted to the TNF synthetic FP application, the core of the research

19See Chapter 9 for the full experimental procedures.
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has potential impacts for medical physics, nuclear data, radiation shielding, medical isotope
production, detector network and mask configuration, and nuclear reactor designs, to name
a few applications.

1.6 Innovations
This research advances the state-of-the-art on many different, disparate fronts, which are
explicitly identified here. While perhaps not an all encompassing list, the key aspects of this
research are

1. Improve the ability to generate synthetic fission and activation products:
The primary stated goal of this research represents a dramatic improvement over the
current sample doping techniques with respect to the ability to generate a full, realistic,
synthetic FP distribution.

2. Advance the field of neutron spectral shaping: The ETA design represents a
step forward in neutron spectral shaping design from previous experience with neutron
filters, screens, and BSAs, as described in Chapter 4.

3. Develop novel optimization algorithms: The Gnowee algorithm developed is a
robust, capable metaheuristic algorithm that has been shown to outperform existing
metaheuristic algorithms across a range of objective functions and input variable types,
as shown in Section 6.1.

4. Demonstrate a nuclear engineering optimization framework: Coeus is demon-
strated to be a powerful ETA optimization tool in Section 6.2, and ongoing development
is improving the generality and applicability to other nuclear engineering design prob-
lems. Coeus represents a significant improvement over existing nuclear optimization
codes, as described in Chapter 5 and Section 6.2.

5. Development of a spectral shaping test methodology: The techniques used in
Chapter 8 and Chapter 9 are not novel in and of themselves, but the full design of
experiment, development of the techniques, and application to spectral shaping and
integral nuclear data benchmarks are more thorough and nuanced than any previous
spectral shaping concept experimental validation.

Each of these innovations will be expounded upon in great detail throughout the course
of this dissertation. This starts with Chapter 2, explicitly defining the problem constraints
and objectives to delineate the available ETA design space. Chapter 3 builds the foundation
for the physics-based constraints and considerations for neutron energy modifying reactions
and the current state of FP data and models. Chapter 4 then explores the previous spectral
shaping literature and approaches to establish the current state-of-the-art and its associated
limitations. Chapter 5 proposes a different approach to spectral shaping, the implementation
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of which is described in Chapter 6. Chapter 7 outlines the experimental procedures to be used
during the 88-Inch Cyclotron and NIF validation efforts, which are described in Chapter 8
and Chapter 9, respectively. The dissertation closes with a summary of the accomplishments
of the research in Chapter 10 and an outline of future work required in Appendix A. Finally,
an overview of the code and data locations are made available in accordance with reproducible
science principles in Appendix B.
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Chapter 2

Problem Definition

A problem defined, is a problem half solved.

- Albert Einstein

Development of an ETA design to create a TNF relevant synthetic fission product dis-
tribution begins with clearly defining the problem and desired objectives in quantifiable
terms. This chapter starts with a derivation of the objective TN+PFNS spectrum. Next,
key attributes of the NIF and 88-Inch Cyclotron sources are defined. This is followed by
a discussion of experimental considerations and the constraints imposed on the solution by
NIF. Finally, the chapter closes with a discussion of the design space considered within the
bounds of the defined constraints and objectives.

2.1 PFNS+TN Target Spectrum Derivation
While there is an established need for a TN+PFNS source, precisely quantifying that need is
difficult as most NW spectra are not openly published. Figure 2.1 shows the four commonly
referenced, openly published fission weapon neutron spectra from Hiroshima, Nagasaki, Glas-
stone, and the Defense Nuclear Agency (DNA) [11, 77, 172]. In addition, Figure 2.2 shows
the two published TN neutron spectra from Glasstone and DNA [11, 77]. All of these spectra
are transmission, sometimes called leakage, spectra, where the neutron spectrum is taken at
some point exterior to the bomb casing, resulting in varying thermalization of the neutrons.

For NW effects, this is appropriate, but the design and scenario details can result in dif-
ferent spectra depending on the application and scenario. For example, consider the different
neutronics properties and areal densities of a 10,000 lb Fat Man versus a couple hundred
pound modern inter-continental ballistic missile (ICBM) warhead. For studies looking at
the nuclear reactions inside of the warhead for forensics, performance, secondary NW ef-
fects, or other purposes, the neutron spectrum can be significantly less thermalized than the
open source transmission spectra shown in Figure 2.1 and Figure 2.2. Additionally, these
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Figure 2.1: Open source fission based NW neutron spectra [11, 77, 172].

open source neutron spectra tend to have few energy groups, with the notable exception of
Hiroshima and Nagasaki, which can miss important spectral information.

To avoid these issues, this research derived a simplistic approximation of the TN+PFNS
from first principles. There were three primary factors affecting this derivation:

• Determine the class of NW.

• Quantify a zeroth-order spectrum.

• Correlate the FP results from an optically thin to an optically-thick geometry.

2.1.1 Determining NW Class
The first goal was to determine which class of NW to design to. NWs can be broadly classified
into fission, boosted, or multi-stage TN devices, and the anticipated neutron spectra would
vary significantly from one class to another [54]. Fission based devices are either implosion
or "gun-type", and generate their yield purely from fissioning of fissile material [54, 189]. All
neutrons are born with the PFNS. Boosted devices use the D-T fusion reaction to increase
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Figure 2.2: Open source TN based NW neutron spectra [11, 77].

the overall yield [54]. Consequently, neutrons are born with the prompt fission, 14.1 MeV
D-T fusion, and, to a much lesser extent, 2.45 MeV D-D fusion distributions. Multi-stage
TN devices have multiple fission and/or fusion stages, and the neutron birth energies will be
comprised of the prompt fission, D-T, and/or D-D fusion distributions.

For the purposes of this research, the purely fission based class was eliminated. First, the
use of NIF as the starting source makes this class difficult as it is impossible within practical
constraints to fully eliminate the 14.1 MeV neutrons from the spectrum. Second, while a
prompt PFNS source is needed, as per the DoD solicitation noted in Chapter 1, it is also the
area for which surrogate methods and sources are the most developed [52]. Finally, fission
based spectra are not the most challenging distribution to produce1.

Multi-stage TN weapons were eliminated for the purpose of this research as there is in-
adequate published information available to determine a suitable method for ascertaining an
appropriate spectrum to use. This left the boosted class as the basis for this research. How-
ever, purely knowing the birth spectra is insufficient for determining the proper TN+PFNS

1This is most easily accomplished by fast burst reactors, but could be done with fast reactors or, albeit at
a much lower flux, with fissionable or fissile converters at the end of a thermal column of a research reactor.
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to use. To develop a better approximation, a zeroth order surrogate was used to approximate
the neutron transport characteristics.

2.1.2 Zeroth-order Neutron Spectrum Development
In developing the TN+PFNS, there are several questions that need to be answered:

• What is the appropriate fission and fusion mixture?

• How should the starting source terms be modeled?

• How do you model the impact of material interactions on the observed spectrum?

• What combinations of materials should be pursued as the transport matrix?

Question one does not have an easy, direct answer as it theoretically should vary by the
design and class of the device of interest. Additionally, no device information accompanied
the spectra shown in Figure 2.2 [11, 77]. Therefore, only a rough approximation can be used.
It is possible to glean insight from the open-source TN spectra by integrating the fission and
fusion components. As an approximation, the spectrum can be divided into fission from 0
- 5 MeV and fusion from 5 - 20 MeV. While this method is not exact, ignoring the down-
scattered fusion contributions at lower energies and the tail of the PFNS at higher energies,
it is a useful approximation and provides sufficient detail for this research. Integration of
the DNA spectrum in Figure 2.2 from 5 - 20 MeV yields 15% fusion and 85% fission. These
fusion and fission fractions are the ones carried forward in this research.

Knowing the appropriate starting source term fraction for each component is a useful
starting place for a radiation transport model, but it is worthwhile to elaborate on how
each of those source terms are implemented. The PFNS is generally described as the Watt,
Maxwellian, or Madland-Nix spectrum [9, 200, 209]. The Watt spectrum’s probability dis-
tribution as a function of energy is

p(E) = Ce−
E
a sinh(

√
bE) . (2.1)

In general, this is the dominant representation used in the evaluated nuclear data library
(ENDL). This spectrum reproduces the experimental data more accurately for 235U as
demonstrated in Figure 2.32 [9, 94, 209]. In Equation 2.1, a, b, and C are normalization
parameters that depend on the fissioning isotope and incident neutron energy. In this prob-
lem, there is not a single incident neutron energy, but a range of neutron energies spanning
from weapon thermal to ∼14 MeV. Using the DNA spectrum from Figure 2.2, the average
neutron energy is 1.7 MeV. Since the Watt distribution only varies weakly with energy, the
MCNP built-in parameters for a Watt spectrum for a 1 MeV incident neutron were used for
this research. Additionally, all spatial and temporal variations were ignored, and the fission
source term was treated as a uniform volumetric source.

2The results are mixed for 239Pu, with different models performing better in different energy regimes.
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Figure 2.3: Comparison a different neutron energy distribution models for thermal neutron
fission of 235U; present calculation refers to the Madland-Nix model [9].

The fusion source term probability distirubtion as a function of energy is modeled as a
Gaussian spectrum according to [200]

p(E) = Ce(−(E−b
a

)2) . (2.2)

In Equation 2.2, a is the width of the distribution, and b is the average energy of the reaction.
In general, these can be determined by the temperature at which the fusion reaction is taking
place, but there is no suitable way to determine that parameter for this problem. As such,
for this research, the fusion source term is assumed to be a D-T point source at 10 keV, the
MCNP default parameter [200].

With the source fully outlined, the next step is to define the appropriate geometry on
which to transport the TN and Watt birth spectra. This choice is important because the
choice of material will impact the resulting objective neutron spectrum3. Neglecting the effect
of neutron interactions completely will result in an arbitrarily artificial objective spectrum,
but the inclusion of too much will result in a much softer spectrum than is likely to be of
interest to TNF applications. Once again, openly published literature does not have many
answers in terms of NW device designs that can be modeled here. However, all NWs will
have to assemble at least one critical mass worth of fissile material to function. While there

3Elastic scattering, inelastic scattering, (n,xn), and (n,x) reactions will moderate the spectrum, changing
and softening the initial birth distribution.
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Figure 2.4: Comparison of the TN+PFNS obtained with the Godiva and Jezebel bare critical
assembly geometries.

can be significant differences between the one critical mass assembled via implosion4 and
one critical mass assembled for a criticality experiment, there will be similar neutronics
properties, allowing for a zeroth-order approximation of the spectrum.

Many experiments have been performed on bare and reflected critical assemblies of mul-
tiple isotopes [160, 168, 169, 183]. Jezebel and Godiva are bare metal spherical critical
assembly benchmarks made of plutonium and highly enriched uranium (HEU), respectively
[160]. Jezebel and Godiva were modeled with the D-T and fission source terms, and two
possible TN+PFNS were determined as shown in Figure 2.4. Between the two, the Godiva-
based TN+PFNS is softer due to the much larger mass of the critical assembly. This observed
result is corroborated by the comparisons of the reported 238U/235U fission ratios for Jezebel
and Godiva [160]. While the harder spectrum is the more difficult design target, HEU is
chosen as the fissile material due to the difficulty of performing plutonium experiments at
NIF.

In addition to bare critical assemblies, extensive work has been done to determine critical
4Implosion of the fissile material will result in spatial and temporal varations of the temperature, density,

and source term. None of these variations are considered.
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Table 2.1: Be and natural U reflected critical assembly dimensions [169].

Reflector Thickness [cm] Density [g cm−3] HEU mass [kg] HEU Density [g cm−3]
Be 5.1 1.84 20.8 17.6
Nat U 18.0 18.62 16.63 18.62

configurations for reflected, bare and hydrogen-moderated HEU, 233U, and 239Pu systems.
Results for varying thickness of H2O, D2O, graphite, beryllium, polyethylene, wood, con-
crete, graphite, borated graphite, aluminum, steel, natural uranium, and other materials
have been reported [76, 169, 183]. For this research, only beryllium and natural uranium
critical assemblies, both of which are extensively characterized for varying thicknesses, were
considered.

Table 2.1 shows the relevant details of the critical assemblies modeled, and Figure 2.5
shows the resulting TN+PFNS. Both reflectors "soften" the spectrum, although the impact
is more pronounced for the low-Z beryllium. For the purposes of this research, the reflected
geometries were eliminated, and the bare critical assembly was chosen. This resulted in
the "hardest" TN+PFNS, which also represents the most difficult spectrum to reproduce as
limiting the thermal and epi-thermal component while spectrally modifying the 14.1 MeV
peak is difficult. If a bare TN+PFNS can be achieved with spectral shaping, modifications to
account for the reflection, moderation, and/or leakage of the TN+PFNS for other national
security applications is relatively straightforward.

The final volume-averaged TN+PFNS, as determined through transport of an 85% Watt
fission and 15% Gaussian D-T source on the Godiva critical assembly, is shown in Figure 2.6.
This spectrum is used as the objective function for the ETA design and optimization process
as discussed in Chapter 5 and Chapter 6. In Figure 2.6, the group structure is changed to the
DPLUS 46 group structure, which is based on the DABL69 library for use in defense-related
radiation shielding problems [149]. This is necessary to work with the AutomateD VAriaNce
reducTion Generator (ADVANTG) code, which is described further in Subsection 6.2.1.

2.1.3 Optically Thick to Optically Thin Geometry Correlation
An implicit assumption that has been carried forward to this point is that the replication of a
representative TN+PFNS in a different sample geometry would result in the same observable
effects and reactions. In the case of this research, the sample geometry is a HEU foil, and
the observable is the FP distribution. The fission reaction rate is given by

Rf ( #»r , E,
#»Ω, t) = Φ( #»r , E,

#»Ω, t)Σ( #»r , E) . (2.3)

In Equation 2.3, #»r , E, #»Ω, and t comprise the spacial, energy, angle, and time phase
space. Σ( #»r , E) is the space and energy dependent macroscopic cross section. Rf ( #»r , E,

#»Ω, t)
and Φ( #»r , E,

#»Ω, t) are the space, energy, angle, and time dependent fission reaction rate and
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Figure 2.5: Comparison of the TN+PFNS obtained using bare and reflected critical assembly
geometries.

neutron flux, respectively. If the flux is integrated over volume, angle, and time, the result
is that the fission rate as a function of energy is only dependent on the energy-dependent
cross-section, a fixed value5, and the energy-dependent flux as shown in Equation 2.4. Math-
ematically, this shows that the fission rate is geometry independent and reproducing the
volume averaged flux will reproduce the FP distribution.

Rf (E) =
˚

V

Σ( #»r , E) dV
ˆ

4π

d
#»Ω

+∞ˆ

0

Φ( #»r , E,
#»Ω, t)dt = Φ(E)Σ(E) (2.4)

Noting that the goal is to reproduce the volume-averaged flux has important implications
for ETA design and experimental validation. Conceptually, it is useful to draw the distinction
between a neutron beam, in which the neutron energy spectrum is relatively constant at
different points in a homogeneous medium, and a neutron field, in which the neutron energy

5This assumes a homogeneous material at room temperature, which is the case in this research as applied.
However, neither of these will hold true for NWs.
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Figure 2.6: TN+PFNS derived from the Godiva critical assembly used as the objective
spectrum for ETA optimization and design.

spectum varies, sometimes drastically, based on the location in a nonhomogeneous medium.
Since the neutron field can vary significantly, it is important to consider the location of the
measurement sample used to determine the volume-averaged flux.

For example, one approach is to treat the ETA as a beam modifier after which inter-
changeable samples can be placed. Under this construct, the design process would target
replicating the objective TN+PFNS at the rear of the ETA. However, the resulting neutrons
do not have beam-like characteristics and instead behave like a field where the energy spec-
trum is dependent on the additional materials and the location in proximity to the ETA.
There will be small but measurable distortions introduced into the spectrum of the energy of
the neutrons, causing fission inside of any sample added later based on the sample location
and characteristics.

To avoid these errors and best produce the desired objective neutron spectrum, the ETA
design goal is to produce a neutron field across a sample volume that is integral to the
design. The sample volume will contain the HEU and other activation foils required for
the measurement of the flux and FP distributions. The ETA design code will tally the
volume-averaged flux across the HEU foil to compare with the objective TN+PFNS.
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2.2 Input Spectrum
The starting point, whether one considers the computational optimization and design or
experimental validation, is the input spectrum that is to be spectrally modified. NIF is an
ideal starting source for this research and will be used for determining the ETA design, but
the experimental validation at NIF was not accomplished as part of this research. Instead,
an intermediate step of validation was pursued to test the ETA concept.

Other facilities such as OMEGA laser at the Laboratory for Laser Energetics and TAN-
DEM at the Triangle Universities National Laboratory have intense D-T sources that could
be used as a scaled down NIF test, but the 88-Inch Cyclotron at LBNL was chosen instead.
The 88-Inch Cyclotron is able to achieve many of the same objectives that could be done
at TANDEM and OMEGA and is subject to the same limitations in generating a realistic
synthetic FP distribution6. While the 88-Inch Cyclotron has the additional drawback of
having a different source spectrum than NIF, the facility accessibility was a driver for this
stage of the research effort. The input source and spectrum chosen for the 88-Inch Cyclotron
measurements is defined and discussed in Subsection 2.2.2.

2.2.1 NIF
When comparing various possible sources shown in Figure 1.2 and Figure 1.3, NIF stands
out as an ideal starting point to reproduce the TN+PFNS due to the intensity and starting
neutron energy distribution. Both are key features in any attempt to produce a TN+PFNS
that will be relevant to national security applications, and there currently is no other neu-
tron source that is even within orders of magnitude in intensity. A facility overview and
description of the NIF source is provided in Section 9.1.

The highest yield shots as of 2017 were from the high-foot campaign. Of these, NIF shots
130927 and 140520 were selected as the basis for the NIF spectrum used in this research.
Shot 140520 is shown in Figure 2.7 and compared with the desired final TN+PFNS.

2.2.2 88-Inch Cyclotron
The 88-Inch Cyclotron is a K=140 cyclotron pulsed ion source with both light- and heavy-ion
capabilities. The accelerated ions can be used to generate neutrons through various nuclear
reactions such as D-D fusion, D-T fusion, 7Li(p, n), deuteron breakup, among others. A
facility overview and description of the source and target is provided in Section 8.1.

The neutrons for this research were generated from 33 MeV deuteron breakup on a thick
tantalum target, resulting in the neutron distribution shown in Figure 2.8. This process, and
the spectral variations that result from changes in incident neutron energy and target choice,

6This is due to the orders of magnitude lower flux available at the three facilities in comparison with
NIF. While TANDEM and the 88-Inch Cyclotron can be ran for longer times to compensate, the resulting
FP distribution is perturbed by the differential decay as a result of the long irradiation time of several hours
to days.



CHAPTER 2. PROBLEM DEFINITION 30

Figure 2.7: Comparison of the normalized NIF Shot 140520 vs the desired TN+PFNS [35].

are described in Section 8.1. This starting distribution is significantly different from the NIF
source spectrum shown in Figure 2.7, and it has many undesirable characteristics for use as
a starting source to achieve the objective TN+PFNS, as shown in Figure 2.9. However, the
33 MeV deuteron breakup spectrum does peak at about 10 MeV7, has a small fraction of
the total fluence above 20 MeV8, and has sufficient intensity to be able to perform the pulse
height and activation measurements.

2.3 NIF Constraints
Many constraints and considerations must be included when developing a spectral shaping
capability for NIF or the design generated might not be able to be fielded. This section
looks at the different factors that were considered and included in the development of an

7This means that a bulk of the nuclear cross-sections that are relevant for the neutron spectral shaping
at the 88-Inch Cyclotron will also be relevant for NIF.

8This limits the relative contribution from reactions such as (n,3n) that would not be present at NIF.
Additionally, it limits the reliance on reaction models instead of nuclear data for the simulations.
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Figure 2.8: Neutron spectrum resulting from 33 MeV deuteron breakup in a thick Ta target.

ETA design. First, the diagnostic instrument manipulator (DIM) that will be used to place
the ETA in the NIF target chamber (TC) and the associated mechanical limitations are
evaluated. Next, a brief survey of the materials requirements and limitations are described.
Finally, the limitations imposed on the foil diagnostic package are detailed9.

2.3.1 DIM Limitations
Several design studies were conducted with LLNL to determine the design constraints for
the ETA design. There are four primary mechanical considerations that must be met to field
on any of the four DIMs: laser exclusion zone, target positioner (TarPos) sweepout, DIM
weight limitations, and a maximum outer diameter. The laser exclusion and TarPos/Cryo-
TarPos sweepout are combined here to yield a single exclusion zone expressed as a minimum
distance from target chamber center (TCC) and a conical opening angle from that point.

9The permalink location of the full inputs and design results can be found in Appendix B.
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Figure 2.9: A comparison of the 88-Inch 33 MeV breakup neutron distribution and the
desired TN+PFNS.

The weight limitation is expressed as a moment that is a function of the closest approach
from TCC and the size of the ETA. The maximum outer diameter is 285 mm as set by the
diagnostic load package (DLP) limitation.

NIF currently has four DIMs. The mechanical limitations for each are outlined in Ta-
ble 2.2. It is worth noting that the closest approach and diagnostic volume listed are es-
timates that are subject to the design of the ETA. They are not the final answer, but are
useful for comparing the relative and approximate distances that can be achieved for each
DIM. The polar DIM (0-0) was immediately rejected as it has the most restrictive exclusion
zone. NIF has three equatorial DIMs: 90-78, 90-315, and TANDEM (90-348). As of this
writing, TANDEM was not yet certified for passive diagnostics, and the maximum moment
was not specified during the initial scoping studies. However, it is expected to have the
largest load capacity, which, coupled with the shorter reach into NIF, will make the moment
non-limiting for any design capable of being fielded on 90-78 or 90-315.

DIM 90-78 is capable of a slightly closer approach than 90-315 for both TarPos and Cryo-
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Table 2.2: DIM Mechanical Limitations.

DIM Limiting Factor Volume Approach [mm] τ [ft-lb]

Polar (0-0) 1Ω Beam 38.1° 220.50 1738
90-78 TarPos 72.1° 109.00 1792

Cryo-TarPos 72.1° 134.50 1792
90-315 TarPos 72.1° 153.00 1792

Cryo-TarPos 72.1° 156.25 1792
90-78 TarPos 72.1° 115.75 >1792

Cryo-TarPos 72.1° 407.00 >1792

TarPos10 while maintaining the same load bearing capacity. For the purposes of setting
constraints, DIM 90-78 was chosen. Due to 90-78 being capable of achieving the closest
possible approach, any design that meets the weight and moment limitations for 90-78 will
meet the limitations for the remaining DIMs.

After design iteration, the design constraints determined for DIM 90-78 are shown graph-
ically in Figure 2.10. The closest approach of 60 mm and opening angle of 102.3° corresponds
to a weight limitation of 80 kg. The front nose cap is hollow, resulting in the front of the
shaping assembly and materials being located ∼ 75 mm from TCC. The outer radius is
limited to a maximum of 280 mm to allow for clearance on the DLP cart.

2.3.2 Materials
Due to the close approach of the ETA to TCC, additional requirements for the ETA case
must also be specified. The conical section of the ETA case was required to be made of
stainless steel 409 to be able to withstand debris impact. The aft conical section was made
of aluminum alloy 6061 to minimize weight. Finally, the design requires a debris shield on
the nose to partially deflect and thereby minimize the impulse from the shot on the DIM.

For the ETA internal materials, there are three primary NIF-imposed limitations. First,
hazardous or carcinogenic materials such as lead or beryllium will need to be encapsulated.
This does not preclude their use, and the subsequent encapsulation should have little impact
on the neutronics properties of the ETA. Second, the materials will have to pass dose limit
requirements post-irradiation. This analysis will be performed after the final ETA design is
determined and will not limit any of the materials used for the ETA design.

However, HEU and plutonium, required for the generation of the synthetic FPs, fall
under much stricter guidelines at NIF than typical activation products. To eliminate time-
consuming and costly approvals, the approach was taken to adopt the use of 1.2 g HEU

10Cryo-TarPos is required for the highest yield, cryogenically-cooled shots.
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Figure 2.10: The final design constraints and envelope for DIM 90-78.

foils encapsulated in a Target Option Activation Device (TOAD). This approach has been
approved on NIF for past radio-chemistry experiments [75, 190, 192].

Finally, any materials fielded in the ETA will have to pass NIF cleanliness and off-
gassing tests. This can be limiting, but an alternative approach is to hermetically seal the
ETA materials, thereby eliminating this concern. The choice was made that the materials
library consist of elemental materials for both simplicity and a straightforward tie to the
nuclear data. For practical considerations, the library consisted of a few compounds and
alloys (6061 Al, LiF, high density polyethylene (HDPE), deuterated HDPE, Stainless 409,
and boron carbide) as well. From the initial list of 83 elements, 35 undesirable materials such
as gas, low-melting point, expensive, and reactive elements were removed. This resulted in
a material library consisting of 54 elements, compounds, and alloys for potential use in the
ETA design. As will be seen in Section 6.3, this library is a good starting point for future
designs but needs to be further vetted for reactive metals. The addition of more alloys and
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compounds should also be considered.

2.3.3 Diagnostics Limitations
As described in Subsection 2.1.3, the ETA will produce a neutron field that replicates the
TN+PFNS objective spectra across the HEU and activation foils. Since activation foils
are the measurement of interest for a NIF experiment, the ETA can be fielded as a pas-
sive diagnostic. This greatly simplifies the experiment and implementation on a DIM at
NIF. However, the considerations of access time and determining the minimum number of
acceptable reactions need to be addressed.

The timeline of access to the ETA after a shot is on the order of a few hours, and longer
if a full unmounting is required. To avoid requiring an unmounting of the ETA to retrieve
the samples, the ETA will be engineered with a drawer that provides quick access to the
HEU and activation foils. Post-irradiation, the DIM will be removed from the TC, and the
drawer containing the HEU and activation foils will be transported to the radio-chemistry
and gamma spectroscopy facilities.

The logistical delay required before counting can begin limits the activation reactions and
fission products that can be considered11. NIF designed a neutron activation spectrometer
(NAS) with these limitations in mind, and it has been approved for use on previous NIF
shots. A sample NAS is shown in Figure 2.11. A modified NAS foil pack was used for this
research12.

The final diagnostic consideration is the minimum number of atoms that need to be
created for radio-chemical separation, which turns out to be on the order of 105 atoms [75].
Factoring in the valley and wing yield of ∼0.1%13, the minimum number of fissions required
is 108. To improve the statistics to a few percent for valley and wing FPs, the minimum
number of fission was set to be 109. This is not the primary factor constraining the spectral
match possible in ETA design, but it does influence the choice of materials utilized to improve
the neutron economy.

This chapter has presented a full problem definition for the TNF synthetic fission products
research problem. It outlined the derivation of the TN+PFNS objective spectrum, and
the material, mechanical, and diagnostic constraints imposed on the ETA design by NIF.
Next, the development of the fission and activation diagnostics, and achieving the NIF to
TN+PFNS spectral shaping goals within the constraints specified, will be discussed from
the perspective of neutron reaction and fission theory.

11See Section 3.1 for a description of the process used and considerations made in choosing the FPs to
measure. While the half-life limitation is one factor, energy dependent fission product data tends to be a
more limiting factor.

12See Section 7.2 for a full description of the activation foils and reaction channels used for the 88-Inch
and NIF experiments.

13Approximate yield given the TN+PFNS spectrum. Exact yields are calculated in Subsection 3.1.3
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Figure 2.11: A sample NIF NAS configuration containing a TOAD.
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Chapter 3

Neutron Reaction Theory

It is conceivable that the nucleus breaks up into several large fragments, which
would of course be isotopes of known elements but would not be neighbors of the
irradiated element.

- Ida Noddak, 1934

Neutron reactions are the fundamental physics underlying every aspect of the ETA from
the spectral shaping to the fissioning process to the measurement of the neutron spectrum.
As such, this chapter explores basic neutron reaction theory as applicable to the TNF ETA
design and measurement. The chapter starts with an overview of fission theory1, the fis-
sion product data, and fission models that could be used to determine the fission product
distribution resulting from irradiation of HEU by TN+PFNS. Next, neutron reactions are
described in the context of their kinetics and application to spectral shaping from the NIF
spectrum to the TN+PFNS. Finally, activation-relevant reactions are described in the con-
text of developing a neutron activation foil pack to be used as the primary diagnostic for the
measurement of the TN+PFNS.

3.1 Fission Theory
Fission is the process by which heavy nuclei, either spontaneously or through the absorption
of a neutron, photon, or charged particle, splits into varying combinations of two lighter
fission fragments. This is shown schematically in Figure 3.1. In the process of fissioning,
nuclei in the uranium-plutonium region release ∼200 MeV of energy in the form of fragment
kinetic energy, gammas, and neutrons. Additional delayed neutrons, gammas, and beta
particles are emitted from the subsequent decay of the neutron-rich fission fragments. The
distribution of the fission fragments varies as a function of the isotope undergoing fission and

1This is a brief overview intended to provide context to the FP models available and the limitations of
the current approaches available.
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Figure 3.1: Schematic depiction of neutron induced fission depicting one possible fission
fragment and neutron outcome [161].

the incident neutron energy as shown in Figure 3.2 and Figure 3.3, respectively. Similarly,
the number of neutrons and their associated energy distribution are affected by the fissioning
nucleus and incident neutron energy, as shown in Figure 3.4 and Figure 3.5, respectively.

Fission nominally produces two fission products (FPs) per fission event, and these FPs
cover a large swath of the known neutron-rich isotopes, as shown in Figure 3.6. The FPs
are neutron rich because the two fragments closely replicate the N/Z ratio of the fissioning
nucleus shown in Figure 3.6, instead of being closer to the valley of stability and N/Z ≈ 1.
Virtually all of these are formed in an excited state, and some will also form long-lived
isomers of the elements. Complicating the picture further, each of these elements will decay,
often with sub-second half lives, resulting in the formation of new isotopes. Often this decay
is via β− decay channels due to an excess of neutrons in the FP. Finally, the FPs will emit
both prompt and delayed neutrons on time scales ranging from 1× 10−17 to 1× 104 seconds
after the start of fission [108].

To ensure consistency when discussing the dynamic fission process and resulting fission
fragment populations, several common definitions are worth defining explicitly. The term
fission fragment is generally used to refer to the primary fragments pre-evaporative neutron
emission, while fission product is used to refer to the resulting post-evaporative product
nuclei. This terminology convention is adopted here, and the fission products are the ob-
servables of interest for TNF applications due to the time scale required for collection. This
also corresponds to the commonly measured quantity in the literature.

The yield of the fission products can then be broken down into several sub-categorizations.
The fractional independent yield, f(A,Z), is the fractional yield of all isomers of (A,Z). The
sum yield, Y (A), is defined as the total independent yield, prior to delayed neutron emission,
of all fission products of mass A. The isomeric yield ratio, R(A,Z, I), is the fraction produced
as isomer I for each value of (A,Z) [98].

The independent yield, y(A,Z, I), is then given by [98]
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Figure 3.2: Impact of different fissioning isotopes on the resulting fission product distribution
for thermal neutron induced fission of 233U, 235U, and 239Pu and spontaneous fission of 242Cf
and 256Fm [216].

y(A,Z, I) = Y (A)f(A,Z)R(A,Z, I) . (3.1)
The sum yield is then given as [98]

Y (A) =
∑
Z,I

y(A,Z, I) for all A . (3.2)

Given that fission is most commonly a binary process,

Y =
∑
A

Y (A) =
∑
A,Z,I

y(A,Z, I) = 2 . (3.3)

In contrast, the cumulative yield, Ycu(A,Z, I) is defined as the number of atoms of
(A,Z, I) produced over all time. This is typically the experimentally measured quantity. The
chain yield for a mass chain is determined as the cumulative yield for the stable terminating
isotope of the chain. For example, 137Ba is the terminating stable element of the A=137
mass chain shown in Figure 3.7.
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Figure 3.3: Impact of incident neutron energy on the fission product distribution for 235U.
Each curve is labeled energy of the neutron that induced fission [79].

The chain yield differs from the sum yield in accounting for exit and entry channels into
the mass chain. Whereas the sum yield is given by Equation 3.2, the chain yield can be
calculated from the independent yield by

Ych(A) =
∑
Z,I

y(A,Z, I) ∗ (1− αout(A,Z)) (3.4)

+ y(A+ 1, Z, I) ∗ (αin(A+ 1, Z)) ,

where α is the branching ratio out of or into the chain by delayed neutron emission B−n .
Unless otherwise specified, the cumulative yield is used when referring to the distribution of
fission products for the purposes of this research as these are the measurements of interest
in a TNF application.
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Figure 3.4: Emitted neutron multiplicity for different fissioning isotopes as a function of
excitation energy left in the fission products [92].

3.1.1 Fission Models
Since fission was discovered by Strassman, Meitner, and Hahn in 1938, several models have
been proposed to describe the fission process and the resulting observables, such as the
fragment distribution, the number of neutrons, the overall energy partitioning, and the
energy distribution of the emitted neutrons. Meitner and Frisch proposed the Liquid Drop
Model (LDM) that was expounded upon by Bohr and Wheeler the very same year [20, 140].
In the LDM, the neutron adds excitation energy, causing the nucleus to elongate until it
splits. The LDM allows for accurate calculation of bulk properties of fissioning systems
but is insufficient to describe microscopic properties of the system. To move beyond the
“macroscopic” LDM model to be able to predict “microscopic” properties of the fission
system, a series of corrections were made to account for quantum effects on the system.

Quantum shell effects and deformation induced shell structure changes were added to
models of the nucleus by Mayer and Nilsson, respectively. Strutinsky incorporated these
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Figure 3.5: Prompt fission neutron energy distribution for various fissioning nuclei [218].

and pairing effects into a “macroscopic-microscopic” fission model. Many others have con-
tinued to refine macroscopic-microscopic fission models through addition of more realistic
potentials, assymetric distribution of the protons and neutrons, etc. These models provide
good agreement with macroscopic experimental results and are able to replicate microscopic
trends that generally agree with experimental results for nuclei that have been well-studied
[145].

One shortcoming of the LDM based models is their ability to model the dynamic process
of scission that leads to the observables of interest to this research, namely the distribution
of the fission products and their properties. Wilkins et al. overcame this limitation by using
statistical arguments to simulate the dynamic scission process [224]. Continued improve-
ment of this approach through improving the parameter selection, description of the scission
geometry, statistical descriptions, and improved state density calculations have been incor-
porated. One example of a modern scission-point model is the scission-point yield (SPY)
model developed by Lemaître et al. Despite the improvements of scission-point models at
simulating the resulting particle and energy partitioning following scission, they still are un-
able to predict the fission fragement distribution with any accuracy useful for comparison
with ETA experiments, as shown in Figure 3.8 [116].

The macroscopic and micro-macroscopic approaches are limited because they replace the
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Figure 3.6: GEF calculated FP distribution prior to prompt neutron emission. The dashed
line is the same N/Z ratio as the fissioning nucleus and the solid line is N/Z=1 [185].

fundamental physics of the interactions between protons and neutrons with approximations.
“Microscopic” models seek to bridge this gap and fully describe the process of fission from
first principles, starting with the effective nucleon interactions. However, microscopic mod-
els are computationally expensive and do not currently produce better correlations with
the data for fission product distributions than phenomenological or semi-empirical models.
Figure 3.9 shows a comparison of a microscopic calculation by Younes, experimental data
from Schillebeeckx, and the GEneral description of Fission observables (GEF) code from
Schmidt [184, 185, 235]. A combination of semi-empirical and phenomenological models
are described next in terms of their general characteristics and ability to model the fission
product distributions following neutron induced fission.

GEF

GEF calculates “pre-neutron and post-neutron fission-fragment nuclide yields,
angular-momentum distributions, isomeric yields, prompt-neutron yields and prompt-neutron



CHAPTER 3. NEUTRON REACTION THEORY 44

Figure 3.7: A=137 mass chain. Only the neutron rich side of the chain is shown for com-
pactness [25].

spectra, prompt-gamma spectra, and several other quantities for a wide range of fissioning
nuclei from polonium to seaborgium in spontaneous fission and neutron-induced fission”
[185]. Additionally, GEF can model multi-chance fission, which is fission that follows af-
ter the emission of a neutron. Multi-chance fission is an important component for 14 MeV
neutron induced fission. GEF also preserves the correlations between all of the fission observ-
ables modeled. This is accomplished through Monte-Carlo sampling of the multi-dimensional
parameter space for each fission history [185].

GEF uses a combination of quantum, statistical mechanics, and experimental information
tied together by a set of 50 adjustable parameter values. The full models for each fission
observable are described in the GEF manual [185]. While this parameter set is large, it
covers approximately 100 fissioning systems from spontaneous to 100 MeV induced fission.
Most of these parameters are tied to physical properties of the fissioning system. Since
GEF is a Monte-Carlo code, the parameter set can be sampled according to the prescribed
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Figure 3.8: Comparison of thermal induced fission mass yield for different nuclei as calculated
in SPY (red) and the evaluated data from ENDF/B-VII.1 (black) [38, 116].

uncertainties to develop a perturbed parameter set for estimation of model uncertainties
[185].

In general, GEF does an excellent job of matching the fission product mass distribution,
especially in regions where data exists. For example, the comparison between GEF and
ENDF/B-VII evaluated data for thermal induced fission of 235U is shown in Figure 3.10.
However, GEF’s performance varies when considering the energy dependence of individual
fission products. This is shown in Figure 3.11 and Figure 3.12 for a valley (111Ag) and heavy
peak FP (140Ba), respectively. While GEF replicates the overall trends well, the actual
reduced χ2 can vary significantly from one FP to the next2.

2χ2 is used as a “goodness of fit” statistic to describe how well a model fits a set of observed data and
their associated uncertainty. It is given by χ2

ν = 1
ν

∑N
i

(xi−µi)2

σ2
i

where ν is the degrees of freedom (N -model
free parameters) and xi, µi, and σi are the model estimate, the measure value, and the uncertainty of the
ith measurement.
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Figure 3.9: Comparison of the fission fragment mass distribution for neutron induced fission
on 239Pu at various incident energies. The red dashed line is a microscopic calculation by
Younes, the solid blue line is experimental data from Schillebeeckx, and the blue dotted line
is a calculation from the GEF code by Schmidt [184, 185, 235].
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Figure 3.10: Comparison of the GEF calculations and ENDF/B-VII evaluated data [38] for
the fission product mass distribution for thermal neutron induced fission on 235U [185].

Figure 3.11: Comparison of the GEF, FREYA, Wahl, and Nagy energy dependence calcu-
lations to measured data for the energy dependent cumulative yield of 111Ag [155, 185, 209,
217].
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Figure 3.12: Comparison of the GEF, FREYA, Wahl, and Nagy energy dependence calcu-
lations to measured data for the energy dependent cumulative yield of 140Ba [155, 185, 209,
217].

In Figure 3.11 and Figure 3.12, GEF is also compared to alternative options such as
Fission Reaction Event Yield Algorithm (FREYA), Wahl systematics, and Nagy fits. Each
of these is described further in the following sections.

FREYA

FREYA has many similarities to GEF in that it models the complete fission event history
while maintaining correlations between observables and conserving energy and momentum.
FREYA has the additional benefit of integration into MCNPX 2.7.0, MCNP6, and Geant
4.10, thereby allowing for a complete model of neutron transport, the fission process, and
the resulting observables. FREYA’s goal is to improve upon the previous state-of-the art
processes implemented in MCNPX 2.7.0, MCNP6, and Geant 4.10 that sampled from average
fission parameter distributions without maintaining correlations [175, 209].

Similar to GEF, FREYA uses a combination of models and approaches under a Monte-
Carlo construct for simulating the fission observables. Fits to nuclear data are used for fission
product mass and kinetic energy distributions, and statistical models are used for neutron
and photon emission. Monte-Carlo sampling is used to maintain the correlations between
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the fission products and the emission of neutrons and gammas. Of interest to this research,
the fission product mass distributions are modeled with classical five-Gaussian fits given by

Y (A) = G1(A) +G2(A) +G0(A) , (3.5)
where A is the mass of a given fission product, G1 and G2 are the asymmetric fission modes
associated with spherical shell closure at N = 82 and the deformed shell closure at N = 88,
respectively, and G0 is the symmetric fission mode. Equation 3.5 has eight free parameters
and is given by

Y (A) = N1

σ1
√

2π
[e
− (A−Ā−D1)2

2σ2
1 + e

− (A−Ā+D1)2

2σ2
1 ]

+ N2

σ2
√

2π
[e
− (A−Ā−D2)2

2σ2
2 + e

− (A−Ā+D2)2

2σ2
2 ]

+ N3

σ3
√

2π
e
− (A−Ā)2

2σ2
3 ,

(3.6)

where Ni is the coefficient of the ith Gaussian, σi is the Gaussian width parameter, Ā is the
mean mass of the distribution, and Di is the separation of the ith Gaussian peak from Ā
[98]. Ā can also be calculated from the experimental data by

Ā =
∑
A

A ∗ Y (A) . (3.7)

This approach is quite adequate to reproduce the fission product distribution where there
is underlying data, as shown in Figure 3.13. FREYA also does admirably in reproducing
the correlated gamma and neutron observables, a primary objective for the code and its
intended applications [213, 214]. However, similar to GEF, FREYA is limited by the available
complete sets of nuclear data, and struggles to simulate the energy dependent cumulative
yields for specific isotopes, as demonstrated in Figure 3.11 and Figure 3.12. In this aspect,
GEF outperforms FREYA significantly. However, FREYA runs far more quickly than GEF
and is integrated into neutron transport codes, often making it more appropriate for modeling
an application where fission is only one aspect of the entire system of interest.

Wahl Systematics

Wahl developed a set of empirical equations to describe the systematics of fission-product
yields that has been used for decades. Unlike GEF or FREYA, Wahl does not attempt to
develop an all-encompassing model, nor is there an attempt to tie parameters of the model
explicitly to nuclear and quantum physics. Nonetheless, the model is similarly effective in
reproducing the fission product distribution, as shown in Figure 3.14 [217].

The model developed by Wahl is a multi-Gaussian (3-7) approach similar to that out-
lined in Section 3.1.1. The addition of two more Gaussians has been shown to improve the
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Figure 3.13: Comparison of the FREYA calculations and England and Rider evaluated data
[64] for the mass distribution for thermal neutron induced fission on 235U. The solid black
curves are the five-Gaussian fits to the fragment distributions, while the red dashed curves
are the results after neutron emission in FREYA [213].



CHAPTER 3. NEUTRON REACTION THEORY 51

Figure 3.14: Comparison of the Wahl systematics and England and Rider evaluated data
[64] for the mass distribution for thermal neutron induced fission on 235U [217].

representation of Y (A) on the wings of heavier fissioning nuclides (Z≥94). Additionally,
Wahl breaks the model parameters into the separate regions based on the Z and energy of
the excited fissioning nucleus to improve the representation of the data. The multi-Gaussian
functions are then fit to the available cumulative yield data using the method of least squares
[217].

This is a large domain to fit, but Wahl’s approach obtains more success in reproducing
the fission product distributions over a wider range of fissioning nuclei and excitation ener-
gies than FREYA due to the more sophisticated approach to the same basic methodology.
However, similar to FREYA, the lack of a tie to any fundamental physics limits the ability
to extrapolate beyond the measured data. This is evident in Figure 3.11 and Figure 3.12
where GEF outperforms the Wahl systematics in reproducing the trends and values of the
energy-dependent behavior for the fission product yield.
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Figure 3.15: The constant in the exponential, b, from Equation 3.8 as a function of fission
product mass for neutron induced fission on 235U [155].

Nagy Fits

Nagy reduced the scale of the problem one step further and focused exclusively on an em-
pirical model for the energy dependence of the fission product yield data. Nagy fit a series
of fission product yield data against an exponential function of the form

Y (En) = Y0e
bEn , (3.8)

where b is a measure of the sensitivity of the fisson product yield to the incident neutron
energy and Y0 is the yield at thermal fission [155].

Equation 3.8 was then fit using the method of least squares to energy dependent data for
each fission product of interest. For the asymmetric mass regions (83 ≤ A ≤ 106 and 131 ≤
A ≤ 153), a single equation was used for all energies3. The symmetric mass region (109 ≤
A ≤ 129) was divided into the energy ranges corresponding to first chance fission (up to 5.5
MeV) and second chance fission (5.5 to 14.1 MeV). The resulting b parameters as a function
of mass number are shown in Figure 3.15 [155].

As shown in Figure 3.11 and Figure 3.12, Nagy’s approach is able to best model the
energy dependence of the fission products. This is not surprising as it takes the most direct
approach and does not try to fit the entire fission process with dozens of parameters. As
such, it has limited predictive ability as the parameter values are determined empirically for

3Up to 14.1 MeV data was used for the fits.
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a given mass change. However, interpolation between known parameters could be used to
allow the Nagy approach to be used where limited data exists.

3.1.2 Fission Product Distribution Data
As seen in Subsection 3.1.1, the performance of fission models are heavily reliant on mea-
sured fission data. For this research, and fission model development in general, the most
relevant measurements are those of the fission fragment and fission product yields and their
dependence on the energy of the fissioning neutron [14]. Unfortunately, current evaluated
nuclear data libraries, based on the original England and Rider evaluation with a literature
cutoff date of 1989, only contain the fission product yield for thermal, fast (fission - like spec-
trum with average energy of 0.5 MeV), and high (14.1 MeV) energy neutrons [38, 64]. The
limitation is manifested in the inability of most models to capture the energy dependence of
the fission product yield, as illustrated by Figure 3.11 and Figure 3.12.

However, there have been a series of mono-energetic measurements for select fission prod-
ucts and the 236U and 239U fission systems done that could be used with the Nagy approach
[40, 48, 72, 79, 82, 89, 121, 155, 157]. These measurements are generally only cumulative
yields of select mass chains, but a few independent yields are reported as well. The limited
data of select isotopes poses a significant limitation when considering which fission products
to use for experimental validation purposes. While peak, or near peak, energy-dependent
fission product data tends to be more abundant, the wing and valley fission products are
more useful for measurement in the ETA context because they have far more energy sensitiv-
ity. Using available energy-dependent fission product data and the experimental limitations
described in Subsection 2.3.3, a set of cumulative yield fission products are identified for use
in the ETA experiments in the next section.

3.1.3 TNF Fission Product Estimates
Two approaches were taken to model the fission product distribution expected from exposure
of a HEU sample to the objective TN+PFNS. First, the existing energy-dependent cumu-
lative yield fission product measurements available were used to develop energy dependent
fits according to the Nagy methodology [155]. This only allowed for specific fission products
to be estimated based on the available data in the literature.

The fission products shown in Table 3.1 are a subset of the available data that were se-
lected for this research based on the criteria of half-life, location on the FP yield distribution,
and decay radiation characteristics. Key characteristics of each FP, according to the selec-
tion criteria, are listed in Table 3.14. While a broader set of FPs could be analyzed, these
represent the most accessible and easiest to measure while ensuring a diversity of energy
dependence behavior5.

4BR = branching ratio
5In general, the FP yield trends are: a) the light and heavy peaks have a slight linear decrease in yield
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Table 3.1: Fission products of interest for this research.

A FP Location T1/2 Eγ BR [%]

95 95
40Zr Light Peak 64.032 d 724.192/756.725 keV 44.27/54.38

97 97
40Zr Light Peak 16.75 hr 743.36 keV 93.09

111 111
47 Ag Valley 7.45 d 342.13 keV 6.7

115 115
48 Cd Valley 53.46 hr 933.84 keV 2.0

133 133
53 I Heavy Peak 20.83 hr 529.87 keV 87.0

140 140
56 Ba Heavy Peak 12.7527 day 537.26 keV 24.39

147 147
60 Nd Heavy Wing 10.98 d 91.11/531.02 keV 28.1/13.4

151 151
61 Pm Heavy Wing 28.40 hr 340.08 keV 22.5

153 153
62 Sm Heavy Wing 46.50 hr 103.18 29.25

The cumulative yield data available from each FP listed in Table 3.1 was fit according to
Equation 3.8 to develop mass-chain-specific Y0 and b parameters. The cumulative yield for
each FP for exposure of a 93.15% 235U HEU sample to the TN+PFNS objective spectrum
was then calculated as

Y (A,Z) =
4∑
i=1

G∑
g=1

fiYi,0(A,Z)ebi(A,Z)Eg ∗ φg´
φ(E) dE , (3.9)

where fi is the fission fraction of the ith isotope, Eg is the mid-point energy of the gth energy
group, and φg is the fluence in the gth group. The four isotopes considered are 234U, 235U,
236U, and 238U. Since 234U and 236U are minor and threshold fissioners, the fission fraction
or each were summed with the fission fraction of 238U. The FP yields calculated using Nagy
fits weighted to the objective spectrum from Equation 3.10 are shown in Table 3.2.

The second method used to estimate the FP yield was with the GEF code and was
calculated as

Y (A,Z) =
4∑
i=1

G∑
g=1

fiYi(A,Z,Eg) ∗
φg ,´

φ(E) dE (3.10)

where Yi(A,Z,Eg) is determined from GEF energy- and fission-system-dependent calcula-
tions. While not reproducing the energy dependence of the data quite as well as the Nagy
fits, GEF was the next best option of the codes and methods considered. GEF has the

with increasing neutron energy, b) the valley has an exponential increase in yield with increasing neutron
energy, and c) the wings range from flat to exponential increases in yield with increasing neutron energy.
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Table 3.2: Nagy- and GEF-based fission product yield estimates for select FPs from a 93.15%
235U HEU foil exposed to a TN+PFNS [155, 185].

FP Nagy fcum(A,Z) [%] GEF fcum(A,Z) [%]
95
40Zr 6.17 +− 0.09 6.47 +− 0.30
97
40Zr 5.75 +− 0.09 6.47 +− 0.28
111
47 Ag 0.25 +− 0.01 0.21 +− 0.12
115
48 Cd 0.25 +− 0.01 0.24 +− 0.11
133
53 I 6.41 +− 0.13 6.04 +− 0.37
140
56 Ba 5.71 +− 0.07 5.41 +− 0.28
147
60 Nd 2.12 +− 0.03 2.00 +− 0.22
151
61 Pm 0.47 +− 0.02 0.46 +− 0.10
153
62 Sm 0.18 +− 0.01 0.17 +− 0.05

benefit of allowing for the full fission product distribution to be estimated, as shown in Fig-
ure 3.16. The specific yields for the FPs that are to be measured for this research are shown
in Table 3.2 in comparison with the Nagy estimated yields.

3.2 Neutron Reactions
Spectral shaping of an incident neutron energy distribution is governed by, and fundamentally
limited by, the available neutron interactions that serve as the energy loss mechanisms. This
section explores the major neutron interactions in this context to understand the underlying
physics of spectral shaping. These concepts can be used to understand the selection of
materials appropriate for an ETA design of a given application, and each will be described
in relation to their applicability to the TNF synthetic debris application.

3.2.1 Elastic Scattering
The kinematics of elastic neutron scattering are well documented [109], but a couple of
key outcomes are described here in the context of ETA design, specifically for the TNF
TN+PFNS objective spectrum. First, the maximum energy loss for a neutron elastically
scattering off of a nucleus is given by

Qmax =
(

1− (A− 1)2

(A+ 1)2

)
E , (3.11)
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Figure 3.16: GEF-based fission product yield estimates for a 93.15% 235U HEU foil exposed
to a TN+PFNS [185].

where E is the initial neutron energy and A is the target atom mass. For perspective, elastic
scattering on hydrogen can result in a complete loss of energy in one scatter, but scatter off
of a 208Pb nucleus will loose a maximum of 2% of the initial energy. The average energy loss,
assuming isotropic scattering in the center-of-mass system, is then

Qavg = 1−
(

1 + (A− 1)2

(A+ 1)2

)
E

2 . (3.12)

Because the TN+PFNS has very few thermal and low-energy neutrons, Equation 3.11
and Equation 3.12 indicate that low-A materials would be undesirable due to fewer scatters
required for thermalization. Mid- to high-A materials provide more fine-tuned control over
the neutron population for elastic scattering reactions and are likely to be better suited to
this application.

High-A materials offer two additional advantages for the TN+PFNS application. One of
the primary goals for any ETA generating the TN+PFNS from a NIF source spectrum is to
down-scatter the 14.1 MeV neutrons. In the 10-15 MeV energy region, the trend is towards
higher elastic scattering cross sections with increasing A, as shown in Figure 3.17. Addition-
ally, the overall trend is for increasing atom density with increasing Z. Therefore, higher A
materials will scatter the D-T fusion neutrons more frequently and be more beneficial for
generating the TN+PFNS.
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Figure 3.17: Comparison of the elastic scattering cross section of several isotopes spanning
from A=1 to A=209 [38].

3.2.2 Inelastic Scattering
In inelastic neutron scattering, the total kinetic energy before and after interaction is not
conserved, and a portion of the incident neutron energy is absorbed by the nucleus, resulting
in the population of an excited state. The energy loss of the neutron depends on the states
available for population in a given material. The lowest states can range from several keV
in the actinides to several MeV in tightly bound nuclei such as 12C, and the highest states
range up to neutron separations energies in the range of several MeV. Generally speaking,
the majority of the transitions available tend to be in the hundreds of keV to a few MeV
range.

The overall trends are a decrease in the energy of the lowest lying state and an increase
in the number of states with increasing Z. The increase in the number of states translates
to a general increase in the inelastic scattering cross section for high Z materials, but these
global trends are subject to significant local deviations because of shell and nuclear structure
effects. The differentiation of the cross-section and variable energy loss can be exploited to
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Figure 3.18: Comparison of the inelastic scattering cross section of several isotopes spanning
from A=13 to A=209 [38].

fine tune the spectral shaping of the 100s of keV to several MeV range.
However, there is little differentiation of the inelastic cross section in the 14.1 MeV range

important for depopulation of the D-T fusion peak, as illustrated in Figure 3.18. High-Z
materials will still maintain an advantage due to increased reaction rates from a generally
higher atom density. In contrast to elastic scattering, this gain in reaction rate for high-Z
materials is not necessarily offset by a reduction in the energy loss per reaction, which is
useful to move neutrons from the TN to Watt portion of the objective TN+PFNS.

3.2.3 (n, xn)
(n, xn) reactions result in the absorption of one neutron followed by the emission of two or
more neutrons, through the compound nucleus formation process or pre-compound emission
of a neutron with lower energy. For the TN+PFNS objective spectrum, the formation of a
compound nucleus is a beneficial attribute of the (n, xn) reactions. In the compound nucleus,
the neutron shares its kinetic and binding energy with many nucleons thereby “heating up”



CHAPTER 3. NEUTRON REACTION THEORY 59

the nucleus. The subsequent interaction of the “hot” nucleus results in a probability for one
or more neutrons to “boil off.” This is the same process for prompt neutrons emitted from
the primary fission fragments6, and the resulting neutrons have an “evaporation” spectrum.
While the spectrum for neutrons evaporated at temperatures associated with fission differs
than that at temperatures associated with (n, xn) reactions from neutrons with up to 14
MeV of kinetic energy, the differences are small making the (n, xn) reaction a key component
for any ETA design for the TN+PFNS application.

Nature grants another favor in addition to the favorable resulting neutron energy dis-
tribution in the form of favorable cross-section trends. The (n, 2n) cross-section is on the
order of the elastic scattering cross-section near 14.1 MeV making it a viable reaction in
this region. The higher-A materials also tend to have higher overall cross-sections as shown
in Figure 3.19. This, combined with higher atom densities, results in the most favorable
combination of reaction rate and energy loss of any neutron interaction mechanism available
in the 14 MeV energy range.

3.2.4 (n,γ)
The final reaction that needs mentioning is the (n,γ), or more generally (n, abs) reaction.
These reactions absorb a neutron and generally form a compound nucleus, but they emit a
non-neutron particle. As such, they are parasitic reactions, which lowers the overall neutron
economy of the spectral shaping system. The reduction in neutron economy is generally not
beneficial in the TNF application where higher efficiencies and fission yields are desired.

However, these reactions can be useful in three ways. First, the (n, x) reactions can be
useful as an interaction mechanism for high energy neutrons. This is not necessary when
NIF is the source, but it would be for a white source like the deuteron breakup reaction at
the 88-Inch Cyclotron. Second, the (n,γ) reactions are useful to “clean-up” any low energy
neutrons resulting from over thermalization of the spectrum. Finally, (n,γ) reactions are
useful as a diagnostic to measure the spectrum generated through activation analysis, which
is discussed further in Chapter 7.

6It is worth noting that this is not true for the scission and delayed neutrons which contribute to the
observed Watt spectrum.
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Figure 3.19: Comparison of the (n, 2n) reaction cross section of several isotopes spanning
from A=13 to A=209 [38].
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Chapter 4

Neutron Spectral Shaping
Background

If the neutron did not exist, it would need to be invented.

- Bertram Brockhouse, 1994 Nobel Laureate in Physics

Very early on, it was deemed desirable to modify neutron spectra. By 1935, only three
years after the discovery of the neutron itself, hydrogen thermalization and cadmium filters
were employed to modify or remove portions of neutron spectra [37, 58]. Over 80 years
later, neutron spectral modification techniques have advanced, but the same basic concepts
are largely the state-of-the-art today. This chapter starts with a description of modern
applications of the neutron filter and screen concepts. Next, the most sophisticated approach
to targeted neutron spectral shaping, beam shaping assemblies (BSAs) designed primarily
for boron neutron capture therapy (BNCT), are described. Finally, the chapter closes with
a description of the limitations to the BSA approach and the areas where this research aims
to advance the state-of-the-art for designing neutron spectral shaping assemblies.

4.1 Neutron Filters and Screens
Neutron filters, sometimes called neutron screens, have been used in a wide variety of nu-
clear science and engineering applications. In activation analysis, highly absorbing filters
employing Cd, B, Gd, Hf, etc. are often used to suppress the thermal neutron flux, allowing
for epi-thermal reactions to dominate [179]. Materials science and nuclear physics have used
neutron filters on cold neutron beams to filter neutrons with wavelengths less than the critical
wavelength, resulting in a high purity, low energy beam [3, 61]. To certify epi-thermal and
fast reactor designs, solid and liquid neutron filters have been used for irradiation degrada-
tion and power transient studies, respectively [42]. In the field of radiation detection, filters
have been used to enhance the gamma signal by suppressing high neutron fields and to se-
lectively detect thermal and fast neutrons [24, 107]. Neutron filters can be used to produce
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quasi-monochromatic neutron beams with V, Mn, S, 56Fe, or other nuclei that have deep
interference minima [153]. Optimized, sometimes layered, neutron filter designs for several
applications such as neutron radiography and neutron transmutation doping of silicon have
also been developed by combining multiple elements from the list of applications above [106,
152].

Despite the broad range of applications requiring spectral and different nuclear properties
that are employed for each application, the unifying feature of all filters is that they modify
an incoming neutron spectrum by removing portions of that spectrum. This technique is
insufficient for this research, as there is not a suitable starting neutron source in which
cuts alone can be used to achieve the TN+PFNS. Additionally, cutting a neutron spectrum
reduces the available flux on target, an area where all available neutron sources are currently
deficient compared to the desired source term.

In contrast to filters, moderation can be used to soften a neutron spectrum without
cutting flux. The most notable example of this is nuclear reactors, which thermalize a
starting PFNS to reactor thermal energies while minimizing non-fission absorption. This
concept is also regularly employed in neutron detection to take advantage of the high thermal
absorption cross section of several materials, or to help unfold the incident neutron spectrum
[15, 109].

4.2 Beam Shaping Assemblies
Perhaps the most advanced employment of neutron filters and moderation for the purpose
of spectral modification has been done in BSA development for BNCT research [Goff2003,
6, 18, 27, 142, 173, 210, 208]. BNCT uses the capture of neutrons on boron, a process that
is maximized at thermal neutron energies, to deposit large doses locally in brain tumors
to kill cancer cells [Goff2003, 208]. To maximize dose to the tumor while minimizing the
overall dose to the patient, it was determined that an optimal neutron spectrum peaked at
approximately 10 keV was needed, but neutron sources with this characteristic spectrum and
suitable treatment times do not exist [142, 208, 210]. BSAs have been used to shape the neu-
tron spectra from subcritical assemblies, research reactors, 7Li(p,n)7Be, 9Be(d,n)10B, (γ, n),
D-D, and/or D-T sources to a spectrum that meets the clinical needs for BNCT [Goff2003,
18, 31, 173, 208]. Figure 4.1 shows one of the BSA designs proposed for modification of a
7Li(p,n) source, and Figure 4.2 shows the resulting neutron energy spectrum from this design
[142].

The BNCT BSA design methodology differs significantly from the surrogate debris ap-
plications in the target objectives and design optimization1. First, the target objective of
BSAs for BNCT was not a spectrum but a ratio of the dose to a tumor and the dose to
the patient. This was often represented as a quasi-monoenergetic source at approximately
10 keV, but that was not the controlling figure of merit for the design. This distinction is
important because there is no guarantee that the spectrum to achieve a given dose ratio

1For a full description of ETA design objectives, see Chapter 2.



CHAPTER 4. NEUTRON SPECTRAL SHAPING BACKGROUND 63

Figure 4.1: Example BSA configuration for modification of a 7Li(p,n) source [142].

is not degenerate. While this does not matter for the BNCT application, it does for the
TN+PFNS where the same spectrum would be useful for many other applications besides
the specific TNF application to generate synthetic FPs pursued in this research.

Additionally, BCNT sources can be made sufficiently intense, or boosted using subcritical
assemblies, to allow filtering techniques to significantly reduce the flux and still obtain enough
neutrons at the target. In contrast, the potential sources for TN+PFNS applications do
not have sufficiently intense starting neutron sources, limiting the choice of filtering and
moderating materials because of neutron economy needs.

However, the concept of using spectral modification of an existing source to become
representative of the TN+PFNS shows promise. The BSA concept meets many of the high
level design objectives described in Chapter 2 and the DoD solicitation described in Chapter 1
in that BSAs are inexpensive, flexible2, and do not need to utilize SNM. For these reasons,
this research will pursue neutron spectral modification methods and aim to improve upon

2This is evidenced by the wide range of sources that BSA designs have been developed for to meet criteria
similar to those needed for BNCT.
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Figure 4.2: Neutron spectrum resulting from modification of a 7Li(p,n)7Be source using the
BSA configuration shown in Figure 4.1 [142].

the limitations of previous employment methods.

4.3 Limitations to Current State-of-the-Art
Based on the wide array of different applications for neutron spectral shaping detailed in this
chapter and Section 1.5 as well as the long history of their use, one might think that the field
is fairly mature. In reality, the previous approaches of neutron screens, filters, moderators,
and BSAs have had limited neutron spectral shaping goals, if any explicit spectrum shaping
objectives at all. None of the approaches sought to design a complicated spectrum such
as the TN+PFNS objective spectrum used in this research. At most, the best that has
been achieved is either hardening a spectrum, softening a spectrum, or generating a quasi-
monoenergetic spectrum. Here, we aim to design a complete spectrum, which is a significant
advance on the previous applications in the literature.

How the design of the energy tuning assembly (ETA) is approached also is a significant
departure from the current methodologies in the literature. Previous approaches have re-
lied on either analytic or parametric approaches to the design of the neutron filter, screen,
moderator, or BSA. In most cases, this is possible due to the design being considered – i.e.
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a single material where the only design parameter is the thickness. Even those applications
which have sought complicated, multi-layered designs to achieve their objectives have used
the parametric approach [15, 95, 106, 152, 208]. As the complexity of the design space and
objective increase, the parametric approach becomes increasingly less desirable.

The benefits and drawbacks of enumerative (parametric) design approaches for compli-
cated designs are detailed further in Subsection 5.2.1. To illustrate the drawbacks, consider
the extensive work that has gone into the BNCT application over the course of ∼60 years
[12]. One reason for the sheer volume of BSA papers, dissertations, and theses, is that nu-
merous starting neutron sources and desired tumor treatment locations have been considered
for the BNCT application. Because each design process tends to be parametric, future design
efforts for new sources or tumor locations are not greatly enhanced by the previous work. In
fact, there are many examples in the literature of multiple BSA designs for essentially the
same neutron source and treatment scenario. For example, the BSA shown in Figure 4.1
was designed for a 7Li(p,n) source for treatment of brain tumors [142]. There were previous
papers describing the same process that came up with the design shown in Figure 4.3 in-
stead. While the Minsky design (Figure 4.1) did improve upon the patient outcomes in some
regards, such as patient treatment times and treatable depth, the overall dose to tumor /
dose to patient ratio is approximately the same at the peak, as shown in Figure 4.4.

One of the reasons that revisiting previous work can result in design improvements is
that the parametric design process tends to result in the investigation of limited geometries
and materials, often based on those that worked for previous designs. This unnecessarily
limits the design space in ways that can drastically impact the overall performance of the
design. The benefits of pursuing a true optimization process was highlighted by work done
at UC Berkeley in the early 2000’s by Vujic and Greenspan. In the late 1990s and early
2000s, two Ph.D. dissertations and a Masters thesis were performed at UCB to design BSAs
[Goff2003, 17, 208]. Following this work, initial efforts at formal optimization of these and
similar BSA deigns were pursued using the SWAN code. Despite 2-D convergence issues and
a limited library of materials considered, the SWAN study was able to identify new materials
and BSA geometries that outperformed previous work [215].

This research will expand upon the initial SWAN studies to develop an optimization
methodology to design spectral shaping assemblies. Through framing the design as a formal
optimization problem, the design space can be expanded to materials and/or geometries
that were not previously considered. Additionally, through the use of global or nearly-global
optimization techniques, designs developed will have the maximum performance under the
constraints and objectives considered. Finally, the development of optimization software will
enable future designs to be generated at a fraction of the cost in terms of manpower and
research effort, thereby greatly accelerating the pace of development in this field. Chapter 5
explores optimization approaches available and selects one that is the most applicable to a
wide range of spectral shaping applications.
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Figure 4.3: Alternate BSA configuration for a 7Li(p,n) source [27].

(a) a) (b) b)

Figure 4.4: Comparison of the dose profiles achieved for the BSA design shown in a) Fig-
ure 4.1 and b) Figure 4.3 for a 7Li(p,n) source applied to brain tumors for BNCT [27, 142].
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Chapter 5

Optimization Theory and Background

For rarely are sons similar to their fathers:
most are worse, and a few are better than their fathers

- Homer, The Odyssey

The question of how to best improve upon shaping assemblies’ (BSAs’) or energy tuning
assemblies’ (ETAs’) ability to shape a neutron beam’s characteristic energy distribution to
another desired distribution, or spectrum, is difficult to answer analytically or from intuition
for many reasons. First, the problem space is large and many dimensional. Second, there
are multiple competing neutron interactions with widely varying and often rapid changes in
probability of occurrence. Finally, any answers that are derived from either approach will be
extremely problem specific and require starting anew when the problem changes. Conversely,
formal optimization techniques are designed to answer such questions, can be made more
or less general, and bring a level of reproducibility to the design process. In other words,
if done appropriately, the application of optimization to the ETA design processes can be
extended to cover a broad set of design problems to generate ideal, or nearly ideal, solutions
as opposed to a one-off point design.

This chapter starts by defining general optimization problems and frames ETA design
within this construct. General approaches to optimization are then described along with
some high level benefits and drawbacks. The state of the art for mixed-integer nonlinear
programming (MINLP) is explored in detail to consider options available. Finally, the chap-
ter closes by discussing metaheuristic optimization, the technique chosen for application to
the ETA design problem.

5.1 ETA Optimization Problem Definition
Many engineering problems and processes can be described by multi-dimensional surfaces
that form the “fitness” landscape of the solution [55, 115, 146, 230]. An example of a potential
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Figure 5.1: Example of a noisy, multi-modal fitness landscape.

landscape is shown in Figure 5.1. A single point on the fitness landscape is obtained through
evaluation of one n-dimensional solution set against desired objectives such as performance,
size, cost, etc. All solution sets that meet the given design constraints of a problem form
the complete fitness landscape, which can have many locally-optimum solution sets (multi-
modal). The combination of a large n-dimensional search space, a noisy, multi-modal fitness
landscape, and a complex objective function evaluation, often via a black box code, makes
the determination of the globally optimum solution virtually impossible via intuition or
parametric studies. Formal optimization techniques are required to solve these types of
problems.

At its most basic, an optimization problem can be stated as
Minimize

#»x∈Rd fi( #»x ), (i = 1, 2, . . . , I)T , (5.1)
Subject to: gj( #»x ) ≤ 0, (j = 1, 2, . . . , J), (5.2)

hk( #»x ) = 0, (k = 1, 2, . . . , K), (5.3)

where I, J, and K are the number of objective functions, inequality, and equality constraints,
respectively. #»x is the candidate design solution given by #»x = (x1, x2, . . . , xn)T ∈ Rd, where
Rd is the design space. Optimization problems can be classified by sub-setting the mathe-
matical formulation in ways that are illustrative to assessing the requirements for a given
optimization algorithm. Some of the more general classifications are considered here: single
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objective (I = 1) versus multi-objective (I > 1); linear versus nonlinear objective function(s);
differentiable versus derivative free objective function(s); unconstrained (J = K = 0) ver-
sus constrained (J |K > 0); continuous, discrete, combinatorial, or mixed-integer (MI) de-
sign space (Rd); and uni-modal (convex) versus multi-modal (non-convex) fitness landscapes
(f( #»x )) [88].

For the ETA design problem being considered, Equation 5.1 can be formulated as a
flux-weighted relative least squares minimization given by

f1( #»x ) =
G∑
g=1

(
φTNFg − φCg ( #»x )

φTNFg

)2

∗
φTNFg

φTNF
, (5.4)

where φTNF is the technical nuclear forensics (TNF) relevant fluence, φTNFg is the TNF
fluence in a given energy bin g, and φCg ( #»x ) is the fluence in a given bin g for the spectrum
obtained from a candidate design. Equation 5.2 can be formulated as

g1( #»x ) =
N∑
n=1

ρnVn −W ≤ 0 (5.5)

for the weight constraint, where ρn and Vn are the mass and volume of the nth compo-
nent, respectively, and W is the maximum system weight allowed. The minimum reactions
constraint can be formulated as

g2( #»x ) = Nmin
f − φC( #»x )V ΣHEU

f ≤ 0 , (5.6)
where φC( #»x ) is the candidate design’s neutron spectrum produced across the highly enriched
uranium (HEU) foil, V and ΣHEU

f are the volume and macroscopic cross-section of the HEU
foil, respectively, and Nmin

f is the minimum number of fissions required. It is worth noting
in this problem formulation that φC( #»x ) from Equation 5.4 and Equation 5.6 are informed
by black-box radiation transport calculations.

The design vector #»x contains all of the variables describing the system (ETA design). #»x
for a 2-D ETA design is given by

#»x = {Cell1[M1, ρ1, IR1, OR1, Z11, Z21], Cell2[. . .], . . . ,
CellN [MN , ρN , IRN , ORN , Z1N , Z2N ], Rfoil, Zfoil} , (5.7)

where Mi is the material for the ith cell (discrete variable of size m, where m is the number
of materials being considered); ρi is the density corresponding to Mi (discrete variable of
varying size depending on the allowable densities for a given material); IRi and ORi are
the inner and outer radii, respectively (continuous variables); Z1i and Z2i are the initial
and final Z locations, respectively (continuous variables); Rfoil and Zfoil specify the foil’s
location (continuous variable); and N is the number of cells, or components, in the geometry
(integer variable). Additionally, the location of the materials within the construct of each
component or cell can be treated as a combinatorial variable such that the material ordering
within the cells can be swapped.
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Figure 5.2: Optimization taxonomy with an emphasis on deterministic techniques [162].

In summary, the ETA design is best formulated as a single objective, nonlinear, derivative-
free, constrained, combinatorial and mixed-integer, multi-modal optimization problem. Ad-
ditionally, the constraints and objective function are informed by black box radiation trans-
port calculations that may not be continuous and can be very noisy due to limitations in
the model or underlying data. With the problem definitions and categorizations in mind, a
survey of the literature for optimization approaches can be undertaken.

5.2 General Optimization Methods
The optimization field can be subdivided in many ways. Often, the literature is broken out
based on the categorizations outlined in Section 5.1, but most taxonomies converge to three
top level techniques: deterministic (calculus-based), stochastic (random), or enumeratives
(parametric) [162, 226]. An example taxonomy with an emphasis towards deterministic
approaches is shown in Figure 5.2, and another with emphasis towards stochastic approaches
is shown in Figure 5.3. Each of these three general classifications is explored in broad strokes
with respect to the ETA design optimization in the following sections.

5.2.1 Enumerative Optimization
Enumerative optimization techniques involve breaking down the variable space into all pos-
sible solutions [26, 178]. These can range from unguided parametric studies where the search
space is discretized, to computing all possible combinations, to guided approaches such as
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Figure 5.3: Optimization taxonomy with an emphasis on stochastic techniques [226].

branch and bound [34, 120]. Branch and bound techniques are considered further in Sec-
tion 5.3.

Parametric studies are common in engineering design [42, 95, 208]. The approaches are
attractive because their use requires little to no formal framework – i.e. every competent
engineer comes equipped with the knowledge and insight required by this approach. When
only considering one or two variables and convex problems, nearly-optimal solutions can be
obtained with very few function evaluations. Finally, knowledge of a problem or previous
solutions is easy to apply to the optimization process, further accelerating the convergence
to a suitable point design.

However, enumerative techniques are problem specific and do not accelerate the pace
of future research or design development unless a very analogous problem is considered.
Additionally, they do not scale well to large, multi-dimensional variable sets. Consider the
design space for the ETA problem as described by Equation 5.7. If the continuous variables
are discretized, the number of possible permutations is given by

P = (|M | × |ρ| × |IR| × |OR| × |Z1| × |Z2|)|N | × |Rfoil| × |Zfoil| , (5.8)
where | | represents the number of allowed values for a given variable. For a simple 1-D ETA
design with 5 layered cells (|N | = 5, |IR| = 1, |Z1| = 1), a material set consisting of the
83 naturally occurring elements and no compounds (|M | = 83), a single allowed density for
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each (|ρ| = 1), a fixed outer radius (|OR = 1|, ten possible thicknesses (|Z2| = 10), and a
foil located on the X-Y axis |Rfoil| = 1) that is allowed to be placed at ten different heights
(|Zfoil| = 10), the number of possible ETA designs is 3.94× 1015 Therefore, any realistic
ETA design that fully considers the available design space is far too complex to be considered
using these enumerative techniques.

5.2.2 Deterministic Optimization
Deterministic optimization techniques, also referred to as calculus-based or mathematical
programming, follow a rigorous mathematical formulation of the problem to move towards
the optimum solution. The methods generally involve computation of the gradient or Hessian
to guide the next selection of design variables. Some common deterministic algorithms are
Newton’s Method, Gradient Decent, and the Simplex Method [34, 178, 231].

In the nuclear field, SWAN is a 1-D deterministic solver developed originally to optimize
nucleonic characteristics of fusion reactor blankets. It obtains approximations to the gradient
through the use of perturbation theory [83]. Later algorithm versions extended SWAN’s
capabilities to criticality and shielding problems [84]. Attempts were made to extend SWAN
to 2-D to address BSA design with mixed results [215].

SWAN, like all deterministic methods, has many advantages. Deterministic solvers have
a tremendous advantage in the number of function evaluations required for convergence
as compared to stochastic solvers. They are also mathematically guaranteed to find a local
optimum within a given set of bounds, which is not always true for stochastic or enumerative
methods. Finally, the results are reproducible given an initial set of conditions used as input
to the solver [34, 178, 231].

However, there are also drawbacks to deterministic approaches. First, the requirement
for a rigorous mathematical formulation makes each approach problem specific – especially
in the case where constraints or objectives are derivative-free and/or evaluated by black
box codes. Next, while local convergence is guaranteed, global convergence is not. In fact,
which optima is found is highly dependent on the starting conditions, which is non-ideal.
This can be overcome with several methods, but all either increase the number of function
evaluations, often through the addition of a stochastic component, or further entrench the
problem specific-nature of the implemented solver. Finally, deterministic approaches are
intrinsically single objective [34, 178, 231].

A strong case can be made for using deterministic approaches for ETA design. First, a
preliminary capability exists in SWAN. Second, radiation transport is expensive computa-
tionally, which is an important fact when hundreds or thousands of transport calculations
are required, and deterministic methods could reduce the number of calculations required
compared to stochastic methods.

However, the combination of noisy, potentially discontinuous, and highly multi-modal
fitness landscape makes obtaining global or nearly global optimum solutions difficult. Addi-
tionally, this deterministic approaches would not generate a general optimization approach
that could be applied more broadly than this specific ETA design problem. Finally, existing
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literature suggests a need to limit the design space considered, which challenges the idea of
extending the existing approaches to 2- or 3-D [215]. In other words, a deterministic approach
would generate a fantastic, problem-dependent, local solver, but would struggle to serve as
a general, global or nearly-global optimization technique given the problem definitions of
interest. For these reasons, deterministic approaches were not pursued.

5.2.3 Stochastic Optimization
Stochastic optimization uses random search methodologies or patterns to sample the design
space. This can be in the form of modifications to deterministic methods to overcome local
convergence issues or algorithms whose entire search process is based on random moves.
Here, the focus is on completely stochastic algorithms. The most common of these tech-
niques are embodied in the class of evolutionary or metaheuristic algorithms [125, 231]. For
the purposes of this dissertation, the term metaheuristic will be used to described guided
stochastic optimization methods.

The term metaheuristic was coined by Glover in 1986 by combining the Greek prefix
meta- (metá, beyond in the sense of high-level) with heuristic (from the Greek heuriskein
or euriskein, to search) [80, 193]. Sorensen and Glover define metaheuristic as “a high-level
problem-independent algorithmic framework that provides a set of guidelines or strategies to
develop heuristic optimization algorithms” [193]. Originally intended to describe the frame-
work of search strategies, the term metaheuristic is commonly used as being synonymous
with nature-inspired stochastic algorithms of which there are numerous and varied imple-
mentations in the literature [69, 231]. For the purposes of this dissertation, metaheuristics
will be used to refer to the search technique framework developed, and heuristic will be used
to refer to the specific search technique used.

Metaheuristics have several advantages over deterministic and enumeration methods.
First, metaheuristics can efficiently explore large design spaces without requiring a gradi-
ent or discretization. This efficient exploration, coupled with the random walks, enables
metaheuristic algorithms to overcome local convergence issues rather well. Second, unlike
deterministic methods, limited, if any, a priori knowledge is required. In this way, meta-
heuristic frameworks can be developed that are generally applicable to a wide range of
problems. Metaheuristic approaches are also not intrinsically limited to a single objective
function as is the case with deterministic approaches. Finally, metaheuristic approaches lend
themselves to building a population of candidates, which can simultaneously perform their
individual random walks either in isolation or with information sharing. Because of this,
metaheuristic algorithms are generally “embarrassingly parallel” [34, 69, 231].

Alas, there are also significant drawbacks worth considering. In isolation, stochastic
processes will always, on average, require more function evaluations than properly defined
deterministic approaches given that there are suitable gradients to follow. Because the
solution process is stochastic, the design process is not repeatable outside the partial caveat
of seeding random number generators [34, 69, 231]. Finally, there exists a “no free lunch”
theorem, which states that “any elevated performance over one class of problems is offset
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by performance over another class”. This is important to keep in mind for metaheuristic
algorithms that are developed to be general-purpose [228].

On the balance, metaheuristic optimization’s benefits outweigh its drawbacks for ETA
optimization and design, and this was the optimization approach chosen for this research.
Most importantly, these techniques are capable of solving the complex class of optimization
that characterize ETA design (see Section 5.3 for more details). In addition, metaheuristic
algorithms can be made general while still obtaining global or nearly global optimization
results. Finally, the intrinsically parallel nature of the algorithm allows the decreased rate
of convergence to be overcome with high-performance computing (HPC) resources.

5.3 MINLP
Section 5.2 explored optimization taxonomy at the highest levels, but it is also worthwhile
to explore a cross-cutting, categorization-based taxonomy slice that most closely addresses
the ETA design problem in more detail. MINLP addresses nonlinear optimization of design
problems informed by continuous, integer/binary, and discrete variables. Most approaches
require continuous, convex functions or that the problem can be decomposed into a set of
continuous, convex functions [91, 120]. The existing techniques generally struggle with noise
and black box objective function evaluations, but advances have been made in both areas
[71, 91].

A full reproduction of all of the different approaches to MINLP is beyond the scope of
this work. Several good review papers and books exist on this topic, and a large majority
of the techniques have little to no applicability to the ETA optimization problem under
consideration [13, 21, 71, 120, 178]. Instead, a survey of two broad techniques that were the
most promising for ETA design are considered: surrogates and metaheuristics.

5.3.1 Surrogate Methods
Surrogate methods aim to minimize function evaluation costs for computationally expensive,
black box objective functions or constraints. They accomplish this through the use of either
a simplified model or interpolation of previously evaluated design points to develop response
surfaces. The results of the surrogate evaluation can then be used to guide the optimization
to perform the computationally expensive function evaluations in promising portions of the
design space. This can be accomplished directly through developing a seed population that
is handed off to a local optimizer, or can be used with branch and bound techniques to
selectively remove unproductive regions of the design space by generating sub-regions or
constricting the bounds of individual variables [23, 49, 91, 151].

Surrogate models are attractive because many applications have suitable, lower-fidelity
alternative codes available. In areas where lower-fidelity models do not exists, regression
methods, such as kriging, can be used to develop response surfaces with limited initial design
points. Additionally, response surfaces can incorporate uncertainty estimates that can be
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used to identify regions requiring additional sampling, further increasing the robustness of
this approach [2, 49].

However, the development of fast running models suitable as surrogates often significantly
lags that of their high-fidelity peers. The lack of development has left behind assumptions
tied to computer memory or computational speed that are unnecessary for today’s com-
puters. These simplifying assumptions used in the lower-fidelity models can lead to added
noise or can misguide the optimization process completely, resulting in more function eval-
uations. This is especially true for the potential surrogate options that could be applied to
the ETA problem. Diffusion theory, the lower-fidelity version of transport theory, is limited
in this application because assumptions of the finite size of potential ETA designs, the pos-
sibility of inclusion of sources and sinks within the ETA, and the proximity of the ETA to
rapidly time-varying sources. An alternative surrogate option could be deterministic meth-
ods. However, the discretization of the phase space required by deterministic solvers can lead
the optimization process astray. This can be especially true for cross section discretization;
some candidate ETA designs utilize resonances to populate or depopulate select portions
of the neutron energy spectrum, so the cross sections must be captured accurately for this
to work. While surrogate models were not incorporated into the optimization process di-
rectly through evaluating objective or constraint functions, they were used to reduce the
computation expense of the evaluations as described in Subsection 6.2.1.

Response surface techniques also struggle with noisy and discontinuous response surfaces.
Continued development of response surface techniques has improved their ability to address
noise, handle constraints, and address problems that do not decompose to convex functions.
However, for high-dimensionality problems with many of these features, most of these meth-
ods are best used to provide seed populations at best [23, 49, 91, 151]. Response surface
techniques were not explored directly in this work, but are address in Chapter 10 for possible
future research.

5.3.2 Metaheuristic Methods
Metaheuristic techniques have been adapted to solved MINLP problems to great success [59,
60, 68, 71, 131, 234]. For the reasons outlined in Subsection 5.2.3, metaheuristic techniques
are perfect for the complicated MINLP design space in many ways. For example, they are not
limited by non-convexities, readily handle constraints, can handle noise, and are extensible
to large dimensions – all of which can be problems for surrogate or deterministic methods
of solution.

Despite this, there is a surprisingly limited amount of metaheuristic development or
tools in the MINLP realm [60, 193]. Work has been done to extend scatter search (eSS),
tabu search, and particle swarm optimization (PSO) to biomedical and chemical engineering
MINLP design problems [59, 60, 68, 234]. However, of Matlab’s five solvers in its Global Op-
timization Toolbox, only GA is capable of handling mixed-integer design vectors [131]. Even
more limiting to research, only the MEtaheuristics for bIoinformatics Global Optimization
(MEIGO) algorithm (eSS based) was found to be openly available [60].
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Metaheuristic techniques applied to MINLP only magnify the short comings that are
characteristic of the metaheuristic techniques. If the number of function evaluations was
limiting in a simpler design space, they can become prohibitive in a more complex one. Ad-
ditionally, the performance of the algorithm is highly driven by the selection of the heuristics
used and the settings of the tunable parameter set associated with that algorithm. Following
the principles of the no free lunch theorem, heuristics and parameters tuned to perform well
for one problem will result in poor performance for others. Mitigation of these limitations
will be a focal point of the optimization method development in this work.

5.4 Metaheuristic Algorithms
The goal, then, for any metaheuristic optimization development should be to overcome
the method limitations through careful selection and balancing of search heuristics. The
chosen mix of search heuristics should emphasize general applicability and global search
while maintaining sufficient intensification, or local convergence, to minimize the required
number of function evaluations. However, this development approach is rarely explicitly
taken [193]. Instead, most algorithm development starts with metaphors, often based on
natural processes, with no eye towards the fundamental reasons why mimicking that process
will work as an optimization technique. Subsequent iterations often stray from this metaphor,
but few approaches identify the key characteristics of the heurstics that are being utilized
that enable an algorithm’s success.

Some authors have gone so far as to claim that a bulk of the metaheuristic literature is
better described as art than science [193]. Some of this is rooted in the stochastic nature
of the field and the limitations imposed by the no free lunch theorem. Some is driven by
apples and oranges comparisons between stochastic and deterministic method development
and the stark differences in the mathematical underpinnings. Some is purely driven by the
proliferation of algorithms in the literature that make it difficult for designers and engineers to
use the methods developed due to information overload or a lack of transition from academic
papers to useful tools [91, 125, 193]. In spite of all of this, it is hard to argue against the
success that metaheuristics have had in solving complex global optimization problems.

To continue improving upon that success in a responsible way, Lones and Sorensen have
proposed ways to advance the state of the field. Some of the proposed ideas within the scope
of this research include [125, 193]:

1. Analysis and explicit identification of the characteristics of the heuristics employed in
an algorithm.

2. The development of hyper-metaheuristics that can be used to evaluate the effectiveness
of different combinations of heuristics.

3. The establishment of consistent, adequate testing standards.

4. The requirement to disclose source code.
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An attempt to address the spirit of the second suggestion is described in Subsection 6.1.3,
but it falls far short of the large research and development effort they envisioned. The code
developed in this research is open-source, documented, and available1,2. Complete details
for all of the data, analysis and code locations for this research are described in Appendix B.
The third step is also beyond the scope of this research, at least in the sense that no attempt
was made to establish testing standards across the metaheuristic optimization field, but a
coherent benchmarking strategy across a range of established optimization benchmarks is
developed and presented in Subsection 6.1.5. Additionally, the full results of the benchmarks
are made available for review3.

The first suggestion is worth expanded discussion as it provides the framework for the
development of the algorithms discussed in Chapter 6. Lones lays out an argument for con-
sidering metaheuristics a framework under which specific heuristics are combined to achieve
the appropriate diversification and intensification strategies. He then identifies ten common
search strategies employed in metaheuristic algorithms. Although Lones also calls these
ten strategies metaheuristics, this work adopts a more nuanced definition as proposed by
Sorensen, where metaheuristics refers to the overall framework and heuristics to the specific
search strategies [125, 193]. A specific algorithmic implementation of one or more heuristics
is then referred to as a search operator (i.e. mutation or crossover).

Lones’s list is not all inclusive or a universally adopted, complete classification of the
different possible strategies. The ten strategies considered in this work as proposed by Lones
are [125]:

• Neighborhood Search: New solutions developed are a move, or step change, away
from current solutions. A move can be defined as a change in a single variable or the
entire solution. While the neighborhood can be defined and sampled multiple ways,
the search carried out typically is local in nature.

• Hill Climbing: A sequence of moves is used to find a locally optimum solution where
moves are only accepted if they lead to an improvement in fitness. The acceptance
of only positive moves along a search path can lead to local optima trapping if not
combined with another global search heuristic.

• Accepting Negative Moves: Allows moves to worse fitness solutions. Often used
to prevent premature convergence at local optima.

• Multi-Start: Restart the search process with a new starting location once it converges
at a local optimum. The use of a population can be considered a form of multi-start.
The use of restarts and/or population-based techniques reduces local optima trapping
in large search spaces.

1https://github.com/SlaybaughLab/Gnowee
2https://github.com/SlaybaughLab/Coeus
3https://github.com/SlaybaughLab/Gnowee/tree/master/Benchmarks/results

https://github.com/SlaybaughLab/Gnowee
https://github.com/SlaybaughLab/Coeus
https://github.com/SlaybaughLab/Gnowee/tree/master/Benchmarks/results
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• Adaptive Memory Programming: Uses past search experience to guide develop-
ment of the next move. This can range from calculating random steps from the current
design point to stored histories of recent moves. These strategies can help guide the
search away from well explored regions, preventing cyclical patterns.

• Population-Based Search: Multiple search processes that are often cooperative
and executed in parallel. In cooperative executions, information sharing can be tightly
or loosely coupled. For large, multi-modal search spaces, this can accelerate global
convergence, though it can be inefficient in relatively easy problems.

• Intermediate Search: Explores the space between two or more high fitness solutions.
This can either lead to exploration of new regions between two local optima or faster
local convergence if both solutions reside in the region of the same optimum. Particular
implementations of this may not be universal as defining a logical “middle” between
different types of design variables will differ.

• Directional Search: Carries out moves according to identified productive directions
of search. Implementation can be guided by gradients, known locations of high fitness
solutions, or estimates of the derivatives. This can lead to faster convergence, but, if
not scaled properly for the size and complexity of the problem, can lead to premature
convergence.

• Variable Neighborhood Search: Explores different neighborhoods around the cur-
rent search point. The definition of different neighborhoods can vary from using moves
of variable size to fixed definitions of search neighborhoods. This can help reduce local
trapping and increase search efficiency in large, complex problems.

• Search Space Mapping: Constructs a map or partitions on the search space to
guide the search process. This can aid in the efficiency of convergence but can require
knowledge of the problem to devise the correct mapping or partitioning.

With these descriptions of the heuristics in mind, it is worth exploring some well trav-
eled metaheuristic algorithms. When considering each of the algorithms, it is important to
note that these heuristics are not fixed in stone, prescriptive search procedures, but instead
describe the general features and characteristics of a given method of search methodology.
Consequently, while two algorithms may employ the same heuristic, the implementation may
vary in nature and effectiveness. With that in mind, the following sections describe the basic
algorithm, give a brief description of the search operators, and annotate which heuristics are
employed. These descriptions are not intended to be all inclusive, and make no attempt to
document the many variations and extensions of the foundational algorithms made in the
literature.
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5.4.1 Evolutionary Algorithms
Evolutionary algorithms can trace their early development to the late 1950s and early 1960s
[34, 193]. The basic concept behind evolutionary algorithms is to replicate the evolutionary
process through blending of two parent chromosomes, mutation of chromosomes, and natural
selection processes. Two popular forms of evolutionary algorithms are explored here: genetic
algorithms (GA) and differential evolution (DE).

GAs have been around in their modern form since their formulation in Holland’s seminal
1975 book [93]. They represent some of the first algorithms developed in the metaheuristic
and evolutionary computation field [193]. They represent the basis for numerous other
branches of algorithms, and there continues to be active research of GA variants [226].

The basic GA concept is the encoding of the design space into binary strings or chromo-
somes. This mapping to binary space allows tremendous flexibility in addressing continuous,
binary, integer, discrete, and combinatorial variables, but it does require discretization of the
continuous design space [34]. Some more modern methods have removed the requirements
to map to binary space to generate the chromosomes, thereby eliminating the discretization
issues [226, 231].

GAs generally employ the mutation and crossover operators, with the common addition
of the elitism, to guide the search process [34, 231]. Crossover is the primary operator, with
mutation taking a secondary role. In crossover, one segment of chromosome from one parent
is swapped with the corresponding segment in the other parent. In mutation, random bits
are selectively flipped from a zero to one, or vice versa. Elitism is used in many ways: from
the selection of the parents used for the operators to the selection of the next generation’s
population [231].

DE can be considered an extension of GA. DE was first introduced by Storn and Price
in 1996 and 1997, and active development of variants and derivative methods continues [34,
195]. DE differers from GA in two primary ways. First, the DE search vectors, called
chromosomes in GA, are real valued and require no binary coding or decoding. This enables
DE to avoid discretizing the search space. Second, DE utilizes mutation as the primary
operator, with crossover taking a secondary role.

Evolutionary algorithms employ several of the heuristics described in Section 5.4. First,
crossover uses the intermediate search algorithm looking for design solutions that lie between
two sets of parent chromosomes. Second, mutation, as described above, uses the neighbor-
hood search heuristic through exploration of small moves around a given chromosome. Both
utilize the adaptive memory programming heuristic in that the subsequent moves are in-
formed by the current chromosomes. The selection process for the subsequent generation
is an implementation of hill climbing. Finally, the construct of GA around a population of
chromosomes is supported by the multi-start and population-based search heuristics [125,
231].
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5.4.2 Particle Swarm Optimization
Particle swarm optimization (PSO) was introduced by Kennedy and Eberhard in 1995 to
apply swarm theory to optimization [105]. This technique seeks to use the swarm behavior
of fish, birds, or insects looking for food to optimally search a design space for productive
regions. Many variants of PSO have been developed, and it has become the basis for several
other algorithms, including the Firefly Algorithm and Cuckoo Search (CS) [231].

As opposed to GA and DE, PSO uses real-number random search operators and informa-
tion sharing among particles to search the design space. Each particle has an attractiveness
factor based on the quality of its current solution. This information is shared among the
swarm and used to alter the velocity vector of each particle to bias the velocity vector toward
those particles with better solutions. The addition of randomness to the alteration of the
velocity vectors limits trapping in local minima. Additionally, the strength of the attrac-
tiveness factor can vary as a function of generation to allow for enhanced early time global
exploration and accelerated late time convergence [34, 105, 231].

PSO leverages population-based search and mulit-start heuristics extensively through its
formulation and theoretical foundation in swarm theory. Similar to evolutionary algorithms,
it also uses hill climbing selection strategies. Intermediate search and adaptive memory pro-
gramming is used through the information sharing among the swarm in each generation, and
the use of different velocities, specifically different magnitudes of velocity, for each particle
is an implementation of the variable neighborhood heuristic. Finally, the concept of attrac-
tiveness enables the use of a directional search heuristic, which can accelerate convergence
and enable efficient search of the design space [125, 231].

5.4.3 Cuckoo Search
Cuckoo Search (CS) is a nature-inspired metaheuristic algorithm that was introduced in 2009
by Yang [232]. The basic concept seeks to mimic the obligate brood parasitism behavior
of some cuckoo species, where the cuckoo tricks a host bird into raising its young. The
method has proven to be highly effective and has compared favorably to other metaheuristic
algorithms [45, 232, 231]. As a result, CS has quickly spawned dozens of variants and hybrid
methods based on the original CS algorithm [70].

Although not explicitly stated, part of the reason for CS’s success is that it blends PSO
and GA/DE behavior in its search operators. It’s primary operator uses random walk pro-
cesses governed by Lévy flights based on animal, and human, foraging behavior. Lévy flights
are heavy tailed probability distributions that enable efficient exploration of the design space
(see Subsection 6.1.1 for more details). The secondary operator is referred to as a “nest aban-
don” operator by Yang. This operator is essentially a real-valued, population based mutation
strategy where portions of each design vector are replaced. The nest abandon operator seeks
to identify a fraction of the nests, mutate them, and discard the worst solutions.

The core of the CS algorithm is supported by population-based search and multi-start
heuristics. Updating strategies utilize the hill climbing heuristic. Lévy flight operators are
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a form a variable neighborhood search supported by adaptive memory programming. The
abandon nests operator uses the intermediate search and mulit-start heuristics [125].

5.4.4 Ant Colony Optimization
Ant colony optimization (ACO) was introduced by Dorigo in 1992 [57]. This algorithm
draws inspiration from the foraging and social behavior of ants that enable them to find
the shortest route to a food source. The shortest route information is shared via deposited
pheromones that increase in strength as more and more ants traverse a given path. Like all
of the other algorithms, many variants of ACO can be found in the literature [57, 62].

ACO encodes the solution space into a set of discrete variables, each with an associ-
ated pheromone concentration. The initial pheromone levels are populated after objective
function evaluation of a randomly generated starting population. The search operator then
updates the population using on a biased random walk based on the pheromone concentra-
tions. Another operator is introduced through pheromone decay. The pheromone levels are
allowed to decay over time so that only well worn paths, highly used variables, maintain
their pheromone levels, thereby increasing intensification [57, 62, 125].

Like the other algorithms discussed to this point, ACO is supported by population-based
search and multi-start heuristics. The used of pheromones is based on the adaptive memory
programming, directional search, and search space mapping heuristics [125].

5.5 Optimization Strategies for ETA Design
The ETA design problem is best described as a single objective, nonlinear, derivative-free,
constrained, combinatorial and mixed-integer, multi-modal optimization problem with noisy,
discontinuous, black box objective function and constraint evaluations. This chapter detailed
an overview of the current optimization approaches in the literature and how they would ap-
ply to the ETA optimization problem. From the options outlined, metaheuristic techniques
were chosen for their generality, robustness, compatibility with derivative free optimization,
and extensibility to multi-objective optimization, and ease of parallelization. To overcome
the cost of increased functions evaluations, a characteristic of metaheuristic algorithms in
comparison with deterministic approaches, a balanced global search and intensification strat-
egy was employed using Lones heuristic classification as a guide. The next chapter explores
the specific implementation of the metaheuristic concepts into the Gnowee algorithm in
detail.
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Chapter 6

Energy Tuning Assembly Design

I love it when a plan comes together!

- Hannibal Smith, A-Team

The previous chapters outlined the TNF relevant ETA problem definition (Chapter 2),
the physics behind and past experiences with neutron spectral shaping (Chapter 3 and
Chapter 4), and the optimization approaches available for ETA design (Chapter 5). This
chapter brings it all together to describe the ETA design tools developed in this research.
It is organized into three major sections. Section 6.1 describes Gnowee, a general-purpose
metaheuristic optimization code. Section 6.1 describes the algorithmic framework, each
of the search operators and associated heuristics, tuning of Gnowee’s parameters, and the
benchmarks used to show the effectiveness of the algorithm. Section 6.2 outlines Coeus, a
nuclear engineering design package. Section 6.2 describes the radiation transport models
implemented, the method of parallelization, and ongoing development. Finally, Section 6.3
shows the ETA design developed using Coeus.

6.1 Gnowee
Eternally looking for her son she lost while gathering yams using her powerful
torch from her perch high up in the sky.

- Australian Aboriginal mythology

Gnowee is a modular, Python-based, open-source hybrid metaheuristic optimization al-
gorithm1. Gnowee is designed for rapid convergence to nearly globally optimum solutions

1Open source and available from https://github.com/SlaybaughLab/Gnowee. Code documentation,
installation procedures, how to run, and an overview of the outputs is in the README file located here as
well.

https://github.com/SlaybaughLab/Gnowee
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Figure 6.1: Gnowee flowgorithm.

for complex, constrained engineering problems with mixed-integer and combinatorial de-
sign vectors and high-cost, noisy, discontinuous, black box objective function evaluations.
Gnowee’s hybrid metaheuristic framework is based on a set of diverse, robust heuristics that
appropriately balance diversification and intensification strategies across a wide range of op-
timization problems. While developed with ETA design in mind, the approaches outlined
here are generally applicable across a wide range of engineering design problems as shown
by the benchmarks used in Subsection 6.1.5.

The general flow and decision process for Gnowee is presented in Figure 6.1. This is a
high level overview of the Gnowee optimization process detailing the algorithm’s logic and
primary steps. The stacked search operators indicate an internal loop through each of the
operators described in Subsection 6.1.2. This loop through the operators can be better shown
in the algorithm framework outlined in Algorithm 1. Operators of the algorithm have been
simplified in Algorithm 1 for conciseness.

A key feature that underpins many of the operators displayed in Algorithm 1 are Lévy
flights. Subsection 6.1.1 introduces the concept of Lévy flights and how the probability
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Algorithm 1: Gnowee Algorithm
Input : User defined objective function, f ; constraints, g and h; design space, #»x ;

and algorithm settings (see Table 6.1)
1 begin
2 P. #»x ← initialization(n) // P is the parent population of size n
3 P.fit← population_update(P. #»x ) // fit is the assessed fitness
4 while convergence criterion is not met do
5 C. #»x ← three_opt(P. #»xx)
6 P.fit← population_update(C. #»x )
7

8 C. #»xc ← cont_lévy_flight(P. #»xc) // C is the child population and #»xc is
the subset of the design vector containing continuous variables

9 C. #»xd ← disc_lévy_flight(P. #»xd) // #»xd is the subset of the design
vector containing discrete, integer, and binary variables

10 C. #»xx ← comb_lévy_flight(P. #»xx) // #»xx is the subset of the design
vector containing combinatorial variables

11 P.fit← population_update(C. #»x , mh) // mh indicates a
Metropolis-Hastings algorithm is to be used

12

13 C. #»x ← crossover(P. #»xc, P. #»xd)
14 P.fit← population_update(C. #»x )
15

16 C. #»x ← scatter_search(P. #»xc, P. #»xd)
17 P.fit← population_update(C. #»x )
18

19 C. #»x ← mutation(P. #»xc, P. #»xd)
20 P.fit← population_update(C. #»x )
21

22 C. #»x ← inversion_crossover(P. #»xc, P. #»xd, P. #»xx)
23 P.fit← population_update(C. #»x )
24

25 C. #»x ← two_opt(P. #»xx)
26 P.fit← population_update(C. #»x )

distribution is sampled. Subsection 6.1.2 expounds upon and then implements these concepts
into many of the search operators.
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Figure 6.2: Comparison of equal length paths for a Lévy flight and a normally distributed
Brownian walk [227].

6.1.1 Lévy Flights
Metaheuristic implementations are often stochastic, with a preponderance of implementa-
tions sampling from variations of uniform or normally distributed processes. As many al-
gorithms are built on metaphors of physical, nature-inspired processes, this is a convenient
choice as there are many naturally occurring phenomena that follow a normal distribution.
An alternative is the Lévy distribution, which also has a basis in animal foraging behavior
[127, 203, 237]. Lévy Flights are implemented as the basis for the random walk processes in
the Cuckoo Search (CS) optimization algorithm and its variants [232].

The Lévy distribution is given by

Lα,γ(z) = 1
π

+∞ˆ

0

e−γq
α cos(qz)dq, (6.1)

where α defines the index of the distribution and γ selects the scale of the process. Lévy
distributions are heavy-tailed probability distributions where the wings are characterized by
a power law behavior. This enables a more efficient global search of the phase space to be
conducted through a higher probability of medium and large step sizes. Not only does the
Lévy flight cover more of the phase space, it also avoids revisiting the same design point
multiple times. This is shown graphically in Figure 6.2 for a Lévy flight and Brownian walk
of the same path length.

Several algorithms have been developed to draw a stochastic sample with the correct
probability density from a Lévy stable distribution. In this work, we chose the Mantegna
algorithm for its speed and accuracy in sampling a Lévy distribution [127, 165]. We show
the key steps for the original, full algorithm, as some implementations vary in the literature
[127, 232]. First the stochastic variable, ν, is calculated by

ν = x

y
1
α

, (6.2)

where x and y are normally distributed stochastic variables with standard deviations σx and
σy. Since σx and σy cannot be chosen independently for arbitrary values of α, σy = 1 is



CHAPTER 6. ENERGY TUNING ASSEMBLY DESIGN 86

chosen and

σx(α) =
[

Γ(1 + α) sin(πα/2)
Γ (((1 + α)/2)α2(α−1)/2

] 1
α

. (6.3)

A nonlinear transformation can be done to speed up the convergence to a Lévy stable process
by

w = ν
[
(K(α)− 1)e(−ν/C(α)) + 1

]
, (6.4)

where K(α) is given by

K(α) = αΓ((α + 1)/2α)
Γ(1/α)

[
αΓ((α + 1)/2)

Γ(1 + α) sin(πα/2)

] 1
α

, (6.5)

and C(α) is obtained by numerically solving

1
πσx

ˆ ∞
0

q1/α exp
[
−q

2

2 −
q2/αC(α)2

2σ2
x(α)

]
dq

= 1
π

ˆ ∞
0

cos
[(
K(α)− 1

e
+ 1

)
C(α)

]
e−q

α

dq. (6.6)

The stochastic Lévy sample is then given by

z = γ1/α 1
n1/α

n∑
k=1

wk, (6.7)

where n is the number of independent stochastic variables.

6.1.2 Search Operators
Gnowee operators implement the neighborhood search, hill climbing, accepting negative
moves, multi-start, adaptive memory programming, population based search, intermediate
search, directional search, and variable neighborhood search heuristics. Search space map-
ping was not implemented as it generally required discretization of the phase space. A
balance was struck between directional search, which can increase the rate of convergence,
and accepting negative moves, which can increase the global search capabilities, to accom-
plish a fast, nearly global convergence within the design criterion described more fully in
Subsection 6.1.3.
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Initialization

The Gnowee algorithm has flexible user-selected initialization through random draws from a
uniform distribution, nearly orthogonal Latin hypercube (NOLH), NOLH with random per-
mutation, NOLH with Cioppa and Da Rainville permutations, and Latin hypercube (LHC)
[44, 174, 212]. The use of LHC and NOLH sampling techniques increases the diversity of
initial solution sets by better covering the design space. Increased diversity in the population
improves global search while minimizing premature local convergence. This can dramatically
improve early time (i.e. few function evaluations) convergence rates, but at late time, only
minor differences were noted. However, improvements in the early time convergence can
be useful for the high cost objection function evaluation applications for which Gnowee was
designed, and LHC was selected as the default initialization method.

The efficiency of the LHC algorithm to sample the design space is dictated by the number
of population members. Larger populations provide a more robust sampling but are cumber-
some to carry throughout the optimization process due to the increased number of function
evaluations performed on "dead weight" members (see Subsection 6.1.3 for further discussion
on the selection of the population size). Here, a compromise is struck to allow for robust
LHC sampling by generating a number of LHC samples equal to the greater of twice the
population size or three times the length of the design vector. After evaluating the fitness
of the candidate designs, only the best p designs are carried forward into the optimization
process.

3-opt

The 3-opt is in the family of heuristics introduced by Lin and Kernighan that has been
applied to a wide variety of different algorithms [122]. For the Gnowee algorithm, the 3-opt
heuristic is ideal as it is largely problem independent – requiring minimal, if any, knowledge
of the problem – and can be implemented rather generically. Three-opt implements the
neighborhood search, adaptive memory programming, hill climbing, and population based
search heuristics. To explain 3-opt, consider the following non-looping parent sequence:

P1 = A H B D G F C E
Three random, unique break points are selected from within the parent. For this example,

H, G, and C. To simplify the diagram, consider the following sequence:
P1 = S1 S2 S3 S4

where S1 is the sub-sequence given from A to the first break point (A−H), S2 is the sub-
sequence given from the point following the first break point, B, through the second break
point (B −D −G), S3 is the sub-sequence given from the point following the second break
point, F , through the third break point (F −C), and S4 is the renaming sub-sequence (E).
Gnowee considers two re-orderings of the parent sequence around the three chosen break
points. The first child, C1 is defined as



CHAPTER 6. ENERGY TUNING ASSEMBLY DESIGN 88

C1 = S1 S3 S2 S4
If the fitness of C1 improves upon the fitness of P1, then C1 replaces P1 in the parent
population. The second permutation is then determined to be

C2 = S1 S2−1 S3−1 S4
where S2−1 and S3−1 is the inverse of the original sub-segment. If C2 improves the fitness, C2
replaces P1 in the parent population. This continues for each parent in the initial population.

Continuous Lévy Flights

Lévy flights are used to develop Markov chains that sample the design space. Lévy flights
have primarily been employed in CS algorithms, but stochastic sampling of the search space
is a commonly employed heuristic [231]. Lévy flights implement the variable neighborhood
search, adaptive memory programming, hill climbing, directional search, accepting negative
moves, multi-start, and population based search heuristics described in Section 5.4. Lévy
flights on continuous variables are performed on a fraction of parents, fl, as

#»x g+1
r = #»x gr + 1

β

#»

Lα,γ, (6.8)

where g is the generation number, r is a unique random index, r ∈ {1, 2, . . . , p}, β is a step
size scaling factor, and the procedure to determine #»

Lα,γ was described in Equation 6.2 -
Equation 6.7. Including β is typically necessary to avoid consistently taking steps that are
large relative to the dimensions of the problem, which can result in oscillatory behavior. The
recommended value for β reported in the literature varies from β = 1 to β = L/100 where
L is the characteristic scale of the problem being considered [231, 232, 238]. This can be
problematic when the scales vary significantly for different variables of the design vector, a
fact often ignored.

Instead of scaling β to the characteristic scale of the problem, the Gnowee algorithm
takes a slightly different approach. First, the updated design vector is calculated using
Equation 6.8. Next, a boundary rejection and re-sampling algorithm is implemented to
check the resulting design vector’s validity. If the step returns a valid result within the
boundary of the problem for a given variable of the design vector, the value is accepted and
no further action is taken. However, if that step is outside the problem boundary for a given
design variable, that solution is rejected and a new Lα,γ is generated. Finally, the value
of the optimal β under this approach was determined using a hyper-optimization technique
described in Subsection 6.1.3. This method showed drastic improvement in decreasing the
sensitivity of the optimization performance with changes in β, allowing a constant value to
be chosen without any impact on the algorithm’s performance.

Finally, within the Lévy flights heuristic, a form of the Metropolis-Hastings rejection
sampling algorithm is implemented [90]. All children that improve upon the fitness of the
parent are automatically accepted. A fraction, fmh, of the children that would normally
be discarded due to lower fitness than their parent are instead compared against another
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random parent in the population. If the fitness of the child is an improvement over the
random parent, the child replaces that parent. This technique works well when coupled with
Lévy flights. For small steps, accepting a fraction of the solutions that would normally be
discarded increases the local convergence rate through the directional search heuristic. For
large steps, this can increase the global exploration through the acceptance of negative moves
and multi-start heuristics. However, even with Lévy flights, care must be taken not to set
fmh too large or the population diversity will decrease, resulting in premature convergence.

Discrete Lévy Flight

Lévy flights on discrete, integer, and binary variables are performed as described in Equa-
tion 6.8, but Lα,γ is calculated from

Lα,γ = ROUND(TLFα,γ ∗D(x)), (6.9)
where TLFα,γ is a truncated Lévy flight on the interval [0, 1] and D is a variable describing
the scale of the discrete variable, x, being considered [128]. In this way, the TLF can be used
to map a Lévy distribution onto a discrete variable by eliminating arbitrarily large steps.
D can be kept general, such as the relative current location indexes, or problem specific
knowledge relevant to the objective function can be leveraged.

For the Gnowee algorithm, one child is generated per fl ∗ p parents. The Metropolis-
Hasting algorithm is employed to accept a fraction of the children that do not improve upon
their parent’s fitness.

Combinatorial Lévy Flight

Combinatorial Lévy Flight combines Equation 6.9 from Discrete Inversion Lévy Flight with
an inversion operator. Inversion operators are common in Genetic Algorithm (GA) imple-
mentations, and they have been adopted by other algorithms such as Cuckoo Search (CS)
[194, 198, 238]. Combinatorial Lévy Flight implements the neighborhood search, hill climb-
ing, adaptive memory programming, directional search, accepting negative moves, multi-
start, and population based search heuristics described in Section 5.4 by creating new so-
lutions through inverting a portion of the original solution set. For example, consider the
parent sequence below:

P1 = A H B D G F C E
The inversion points can be selected randomly, based on current location indexes, or by

using a problem-specific quantity related to the minimization of the objective function such
as distance. For example, if H and G are chosen as the cut points, the child would be:

C1 = A H G D B F C E
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For the Gnowee algorithm, one child is generated per fl ∗ p parents. The Metropolis-
Hasting algorithm is employed to accept a fraction of the children that do not improve upon
their parent’s fitness.

Crossover

Crossover is a common feature of GA and Differential Evolution (DE) algorithms imple-
mented in a variety of manners [195, 198]. Variations of the crossover concept have been
applied in Particle Swarm Optimization (PSO) and CS algorithms as well [105, 219]. For
Gnowee, a version of the implementation adopted by Walton is employed for continuous,
integer, and discrete variables where the child solution is calculated as [219]

#»x g+1
r = #»x g0 + ( #»x g0 − #»x gr)

Φ , (6.10)

where r is a unique random index, r ∈ {1, 2, . . . , fe ∗ n}, fe corresponds to the fraction
of parents in the elite subset of high fitness designs, and Φ is the golden ration given by
Φ = (1 +

√
5)/2. The golden ratio is used as it has been found to increase convergence over

other choices in the range of [0, 2] for similar strategies [195, 219].
As implemented, this method executes the intermediate search, adaptive memory pro-

gramming, hill climbing, directional search, and population based search heuristics described
in Section 5.4. The addition of intermediate and directional search through elitism increases
overall population fitness and allows for rapid search of promising localities but can lead to
premature convergence if fe is not chosen properly due to the loss of population diversity.

Scatter Search

Gnowee uses an adaptation of scatter search pioneered by Egea et al. [59]. The scatter
search approach leverages the information of the population to build variable search spaces
based on the relative fitness of selected population members. In Gnowee, the scatter search
heuristic is applied to continuous, integer, binary, and discrete variables. Scatter search
implements intermediate search, variable neighborhood search, adaptive memory program-
ming, hill climbing, and population based search heuristics described in Section 5.4. The
scatter search heuristic updates the design vector according to

xg+1 = c1 + (c2 − c1)r, (6.11)
where xg+1 is the updated design vector and r is a vector of uniformly distributed random
variables. c1 and c2 are given by

c1 = xi − d(1 + αβ), (6.12)

c2 = xi − d(1− αβ), (6.13)
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where xi is a member of the elite sub-population. d is given by

d = xj − xi
2 , (6.14)

where xj is a randomly chosen member of the population. From Equation 7.13 and Equa-
tion 7.14, α and β are calculated as

α =
1, if i < j

−1, otherwise,
(6.15)

β = |j − i| − 1
p− 2 , (6.16)

where p is the size of the population.
This process is continued for fe ∗ p parents. If the generated children have a better

assessed fitness than their parents, they are accepted into the population and replace their
parents.

Mutation

Mutation is another foundational search heuristic of GA and DE algorithms that has been
modified and adopted by a wide variety of other approaches [10, 195, 231]. The Gnowee
algorithm implements mutations for continuous, integer, binary, and discrete variables. The
mutation method implements intermediate search, variable neighborhood search, adaptive
memory programming, hill climbing, and population based search heuristics described in
Section 5.4. The mutation method employed is calculated as

Xg+1 = Xg + rD(P1 −P2), (6.17)
where X is the population solution vectors, #»x ; r is a uniformly distributed random variable;
D is a matrix of 0s and 1s where each value is determined through a random draw from a
uniform distribution, with 0 obtained if < fm and 1 otherwise; and P1 and P2 are random
permutation of the original X.

Inversion Crossover

Inversion and crossover is used in GA and DE algorithms to copy portions of one parent into
another to create a unique child [10, 195, 198]. When combined with elitism, crossover can
be used to copy traits of high fitness parents into the population. In Gnowee, crossover with
elitism for the continuous, integer, binary, discrete, and combinatorial variables implements
the intermediate search, adaptive memory programming, hill climbing, directional search,
and population based search heuristics described in Section 5.4. Gnowee uses random search
to determine the sub-segment to crossover in order to allow for general applicability. This
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can be kept general, such as the relative current location indices, or can be problem spe-
cific so knowledge relevant to the objective function can be leveraged [198, 238]. Consider
the following sequences: P1, chosen randomly from elite sub-population, and P2, a unique,
randomly-chosen parent from the entire population:

P1 = A H G D B F C E
P2 = E A G C H B D F

Point H is chosen randomly as the first inversion point from P1. The second inversion
point is determined by the location that follows H in P2, which is B in this example. After
inversion, the child sequence is

C1 = A H B D G F C E
Only children that improve upon their parent’s fitness are accepted. Next, the previous
second inversion point, B, is taken as the starting inversion point in P2, and the new second
inversion point is determined from the location that follows B in P1, which is F . The new
child sequence generated is

C2 = E A G C H B F D
If C2 improves upon the fitness of P2, then the child replaces the parent in the population.
This process is continued over each location in the elite parent for fe ∗ p elite parents.

2-opt

Two-opt is one of a family of heuristics introduced by Lin and Kernighan that has been
applied to a wide variety of different algorithms [122]. The Gnowee algorithm adopts an
implementation similar to that described by Zhou by adding Lévy flights and elitism to
the selection process [238]. As implemented, 2-opt employs the neighborhood search, adap-
tive memory programming, hill climbing, directional search, and population based search
heuristics.

To understand 2-opt, consider the following parent sequence
P1 = A H B D G F C E

The first break point is chosen as A. The second break point, G for this example, is chosen
from a TLF mapped onto the length of the sequence. The re-connection is made where the
first break point connects to the second break point and inverts the sequence between the
two points. The point originally following the first break point, H, then connects to the
point originally following the second break point, F as shown in the sequence

C1 = A G D B H F C E
If the child improves upon the parent’s fitness, then the solution is accepted. The starting

break point then cycles through the list up to the nth item in the sequence (or n − 2 for
non-looping sequence) for each parent in the elite subset given by the top fe ∗ p parents.
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Population Update

The descriptions of the individual operators describe the population update procedures used,
but it is worth expounding upon this process. Update strategies typically follow a couple
of approaches. First, a common approach is to select p new parents from the generated c
children plus p existing parents. In this approach, the p best solutions are taken regardless
of their origin, which can result in faster convergence at the expense of reduced diversity
and increased chances of premature local convergence. An alternative approach is to select
the new p population members from the c children. This approach increases diversity and
limits premature convergence but may require more function evaluations as a large number
of negative steps can be accepted.

The approach adopted by Gnowee attempts to strike a balance by mostly only allowing
children to replace their parents. This keeps diversity high and avoids negative moves.
However, elitism based heuristics, while serving to increase convergence, can also themselves
decrease the diversity of the population. This is offset employing the Metropolis-Hastings
algorithm once a generation to allow for negative moves that, due to the nature of Lévy
flights, can increase the diversity of the population.

6.1.3 Parameter Selection
One of the challenges for metaheuristic algorithms is that the performance for a given prob-
lem type is generally highly dependent on the set of algorithm specific parameters chosen.
Gnowee’s use of a diverse set of heuristics compounds this by adding in the issue of selecting
the proper mixing of the heuristics and operators. One of the key points made by Lones
and Sorensen (point #2 in Section 5.4) cited the need for hyper-metaheuristics to be able to
address these questions [125, 193].

For the Gnowee algorithm development, true hyper-optimization techniques were not
used. Instead, Gnowee’s parameters were determined from the set of benchmarks described
in Subsection 6.1.5 using iterative parametric studies. Most of the parameters have large
stable regions making this approach sufficient, but it is subject to the limitations of numer-
atives described in Subsection 5.2.1. The Gnowee program-specific settings found from this
approach are shown in Table 6.1.

For brevity, only the results of the population size p are presented in Figure 6.3 as it
is the most sensitive and complex parameter2. Each class of problem, described further in
Subsection 6.1.5, could have a different optimal population size, but 25 was chosen as it max-
imized benefits for the largest number of considered benchmark problems while minimizing
the loss of performance for the remaining problems.

2The IPython notebooks containing the output results and methods used to develop the psuedo-hyper-
optimization are available at https://github.com/SlaybaughLab/Gnowee/tree/master/Benchmarks. The
full set of plotted results is available at https://github.com/SlaybaughLab/Gnowee/tree/master/
Benchmarks/plots/HyperOptimization.

https://github.com/SlaybaughLab/Gnowee/tree/master/Benchmarks
https://github.com/SlaybaughLab/Gnowee/tree/master/Benchmarks/plots/HyperOptimization
https://github.com/SlaybaughLab/Gnowee/tree/master/Benchmarks/plots/HyperOptimization
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Table 6.1: Gnowee algorithm settings.

Parameter Gnowee

P 25
Si LHC
α 0.5
γ 1
β 10
f1 1.0
fd 0.2
fe 0.2

6.1.4 Benchmarking Methodology
Several well-established, openly available algorithms were chosen to benchmark the perfor-
mance of Gnowee. This section describes the algorithms chosen, the origin of the specific
implementation chosen, and any modifications made to the original algorithm.

It is beyond the scope of this discussion to describe each algorithm implemented for
benchmarking in detail. However, with the exception of Discrete Cuckoo Search (DCS), all
algorithms were adopted directly from their authors with modifications only to the conver-
gence criteria, described below, and output information. References for the source location of
each algorithm are given below. The algorithms chosen for benchmarking represent a diverse
set of approaches with both unique and sometimes overlapping heuristic search strategies.
However, we do not claim the implementations chosen represent the best possible implemen-
tation of a given algorithm. Instead, preference is given to well characterized algorithms
readily available for use in engineering design problems.

For comparison against continuous vector algorithms, GA, simulated annealing (SA),
PSO, CS, modified cuckoo search (MCS), and MEIGO were selected. GA, SA, and PSO were
implemented using the Global Optimization Toolbox in Matlab® R2015b [131]. A Matlab®

implementation of Yang’s CS3 and Walton’s MCS4 algorithms were obtained through the
Mathworks® File and Link exchanges [219, 232]. The Matlab® implementation of MEIGO5,
openly available from the author’s website, was used [60].

For comparison against mixed-integer vectors, GA and MEIGO were chosen. GA was
3Available from https://www.mathworks.com/matlabcentral/fileexchange/

29809-cuckoo-search--cs--algorithm
4Available from https://www.mathworks.com/matlabcentral/linkexchange/links/

2999-modified-cuckoo-search-mcs-open-source-gradient-free-optimiser
5http://www.iim.csic.es/~gingproc/meigo.html

https://www.mathworks.com/matlabcentral/fileexchange/29809-cuckoo-search--cs--algorithm
https://www.mathworks.com/matlabcentral/fileexchange/29809-cuckoo-search--cs--algorithm
https://www.mathworks.com/matlabcentral/linkexchange/links/2999-modified-cuckoo-search-mcs-open-source-gradient-free-optimiser
https://www.mathworks.com/matlabcentral/linkexchange/links/2999-modified-cuckoo-search-mcs-open-source-gradient-free-optimiser
http://www.iim.csic.es/~gingproc/meigo.html
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(a) Mixed-Integer and Continuous Constrained (b) Continuous Unconstrained

(c) TSP

Figure 6.3: Parametric hyper-optimization results for Gnowee population size. Each algo-
rithm and benchmark was run for 100 iterations.

implemented using the Global Optimization Toolbox in Matlab® R2015b [131]. A Matlab®

implementation of MEIGO was obtained through the MEIGO website [60].
Finally, for combinatorial vector algorithms, Discrete GA and DCS were chosen. The

Discrete GA algorithm for TSP was obtained through the Mathworks® File exchange6. No
available implementation of the DCS algorithm was found, so the authors implemented their
best interpretation of the algorithm by Zhou [164, 238]. Results from this implementation
are consistent with those reported by Zhou [238].

Each of the considered comparison algorithms has many possible user directed modi-
fications that can be made through adjustment of algorithm parameters. For this study,

6Available from https://www.mathworks.com/matlabcentral/fileexchange/
13680-traveling-salesman-problem-genetic-algorithm

https://www.mathworks.com/matlabcentral/fileexchange/13680-traveling-salesman-problem-genetic-algorithm
https://www.mathworks.com/matlabcentral/fileexchange/13680-traveling-salesman-problem-genetic-algorithm
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all non-convergence related model parameters for the comparison algorithms are set to the
defaults recommended by that software package and/or author [60, 131, 219, 232, 238].

The convergence criteria were set to ensure fair comparisons were made among the al-
gorithms. The maximum number of function evaluations, F eval

max, is capped at 200,000 for
all algorithms. The stall convergence criteria is set at 1E-6, with the maximum number of
stall evaluations, F eval

stall, set at 10,000. The fitness convergence is set at 1% of the known
optimal fitness. Finally, because the solution process is stochastic, each problem was run
100 times to get the representative mean and standard deviation behavior. No attempt was
made to attempt to control for or quantify run time, as the intended applications will have
high objective function evaluation costs that dwarf the metaheuristic framework costs.

Using this prescribed approach, four sets of benchmark problems were considered: contin-
uous constrained, continuous unconstrained, mixed-integer, and combinatorial. The origin
and formulation of these benchmarks is described in the sections that follow. The complete
description of each problem is not presented, but the mathematical formulation of the ob-
jective function, constraints, and the optimal fitness is shown for an example problem from
each set. References to literature are provided for the remaining benchmarks.

Continuous Contrained Benchmarks

The first set of benchmarks consists of four continuous, constrained engineering problems
well described in the literature: optimization of a welded beam [30], pressure vessel [4, 30],
speed reducer [4, 30], and spring [30, 231]. The pressure vessel design problem is stated as

Minimize: f( #»x ) = 0.6224RLts + 1.7781R2th + 3.1611Lt2s
+ 19.8621Rt2h

Subject to: g1( #»x ) = −ts + 0.01932R ≤ 0
g2( #»x ) = −th + 0.00954R ≤ 0

g3( #»x ) = −πR2L− 4
3πR

3750 ∗ 1728 ≤ 0

g4( #»x ) = −240 + L ,

where #»x , the upper, and the lower bounds are given by
#»x = [R,L, ts, th]

#»x lb =
[
10, 1× 10−8 ,0.0625, 0.0625

]
#»xub = [50, 200, 6.1875, 6.1875] ,

and R is the pressure vessel inner radius, L is the length of the pressure vessel, ts is the
thickness of the pressure vessel shell, and th is the head thickness. All variables are treated
as continuous.
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Figure 6.4: Two-dimensional Ackley function.

Continuous Uncontrained Benchmarks

The second set of benchmarks consists of six continuous, unconstrained functions well de-
scribed in the literature as benchmarks: Ackley, De Jong, Easom, Griewank, Rastrigin,
Rosenbrock [131, 219, 231]. Ackley’s function is a multi-modal, n-dimensional function with
a global minimum of fopt = 0. This function is shown in Figure 6.4 for n = 2 and given by

f( #»x ) = −20exp
[
−0.2

√
1
d

Σd
i=1x

2
i

]
− exp

[1
d

Σd
i=1cos(2πxi)

]
+ (20 + e) xi ∈ [−32.768, 32.768].

Mixed-Integer Benchmark Problems

Mixed-integer optimization problems combine continuous, binary, integer, and/or discrete
variables. Here, three engineering design benchmarks are considered: MI spring [111], MI
pressure vessel [30], and a MI chemical process design [234]. For brevity, only the pressure
vessel is described in detail.

The MI pressure vessel design is similar to the continuous pressure vessel design specified
in Section 6.1.4 with the exception that two variables, ts and th, can only take discretized
values. The #»x , the upper, and the lower bounds are the same as specified in Section 6.1.4,
but for the mixed-integer case, ts and th can only take values that are discrete multiples of
0.0625.
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Combinatorial Benchmark Problems

The traveling salesman problem (TSP) was chosen for the combinatorial optimization bench-
marks. TSP problems were drawn from TSPLIB7 and were chosen to span a range of city
lengths without being excessively large given the intended engineering design applications.
For this study, the Eil51, St70, Pr107, Bier127, and Ch150 TSP problems were chosen.

6.1.5 Benchmarking Results
Benchmarks were carried out as described in Subsection 6.1.4 for continuous constrained,
continuous unconstrained, mixed-integer, and combinatorial (TSP) benchmark problems.
The results presented here highlight the optimization performance of Gnowee against the
eight algorithms described in Subsection 6.1.4. For brevity, we have only included a subset
of the results; the full results set is available8. Here, specific results are presented for the
continuous constrained spring optimization to serve as an example, and summary results are
presented for the remaining problems.

For Gnowee, success is measured by consistent, rapid convergence to nearly-globally-
optimal solutions. To benchmark in a method consistent with the Gnowee design objectives,
convergence criteria were set to a "limited" number of function evaluations (200,000), a
threshold of 1% of the best known optimal fitness, or a "limited" function evaluation stall
limit (10,000) as described in Subsection 6.1.4. To quantitatively capture the performance
of a given algorithm and to facilitate comparison of algorithm performance, a figure of merit
(FOM) was defined as

FOM = favg( #»x )− fopt
fopt

(
Navg
f( #»x ) + 3σNavg

)
. (6.18)

This formulation of the FOM emphasizes the convergence rate and width of the functional
evaluation distribution while also penalizing prematurely convergent algorithms for poor
fitness solutions. The choice of using the 3σ number of function evaluations emphasizes
the importance of minimizing the total number of function evaluations, an key factor for
the high-cost objective function evaluation applications for which Gnowee was designed. In
these applications, an optimization is often only performed a few times, perhaps even just
once, making the edge cases more interesting than the average behavior of the algorithm.

In the results presented below, bolded values indicate premature convergence where the
fitness achieved is > 1% from the optimal solution. The underlined values indicate the best
performing algorithm according to the FOM.

7Available from urlhttp://comopt.ifi.uni-heidelberg.de/software/TSPLIB95/
8Available from https://github.com/SlaybaughLab/Gnowee/tree/master/Benchmarks/results

https://github.com/SlaybaughLab/Gnowee/tree/master/Benchmarks/results
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Continuous Constrained Benchmark Results

The continuous benchmarks considered are subdivided into constrained and unconstrained
classes for ease of comparison. First, the detailed results for the spring optimization problem
are shown in Table 6.2 for the run conditions and convergence criteria specified in Subsec-
tion 6.1.3. Table 6.2 presents design variable values (x∗), fitness (f( #»x )), number of function
evaluations (Nf( #»x )), and FOM for both the average and best performance obtained over
the 100 optimization iterations performed by each algorithm. For the spring optimization,
Gnowee outperformed the other algorithms on average by reducing the number and stan-
dard deviation of function evaluations required, while MEIGO and SA had the best single
performance optimizations.

The summary of FOM results obtained for the continuous, constrained benchmark prob-
lems are shown in Table 6.3. Across all of the benchmarks in this category, Gnowee had the
best performance twice and never finished worse than third. Additionally, Gnowee did not
suffer from premature convergence issues that affected all of the other algorithms except CS.
Rapid yet continual convergence across a wide range of problems is a key feature of Gnowee
enabled by the diverse set of hybrid heuristics.

One way to better visualize the results from Table 6.3 is to look at the histogram of
converged solutions as shown in Figure 6.5 for SA and Gnowee. The histogram includes
optimization results for 1000 iterations of the best average performer, Gnowee, and one of
the top individual performers, SA. SA heavily relies on the directional search, neighborhood
search, and hill climbing heuristics resulting in rapid convergence to a local optima. However,
this comes at the expense of robust global search, often resulting in a solution that stalls
short of the global, or in this case nearly global, optimum. Gnowee, on the other hand, does
not achieve nearly as rapid initial convergence, but its convergence is more consistent due
to the balancing of local and global search heuristics.

The effect of the balanced heuristics on the convergence can be shown throughout the
complete optimization evolution as illustrated in Figure 6.6 for the spring benchmark. This
figure shows the average fitness versus fixed function evaluation intervals for up to 10,000
function evaluations, illustrating some key points. First, while Gnowee is not the best al-
gorithm at all fitness convergence levels, it is competitive across the full range considered.
Second, Gnowee maintains its convergence rate and continues to converge while other al-
gorithms start to plateau. Finally, this highlights a potential area for future work. In this
example, and across several others, Gnowee’s initial solution is among the worst. Work
to improve the initial starting solution could accelerate Gnowee’s convergence and improve
performance.

Finally, a look at the convergence history of the design parameters illustrates the impor-
tance of balancing local and global search. Convergence history is shown in Figure 6.7 for a
single optimization of the spring benchmark using Gnowee. In Figure 6.7, each point repre-
sents an improvement in overall fitness (top subplot) and the corresponding values for each
of the three design variables (bottom three subplots). When there are periods of gradual
change in the design variables with improvements in fitness, the solution is improving via
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Table 6.3: Summary of FOM results for continuous constrained optimization benchmarks.
Bold results indicate fitness greater than 1% from the global optimum. Underlined results
indicate the best performance for the average and the overall best run.

Welded Pressure Speed Spring
Beam [30] Vessel [30] Reducer [30] [30]

GA[131] 106667.6 762.0 56.5 4938

SA[131] 5125.8 8488.6 1437.1 188.3
PSO[131] 329.4 1209.5 62.2 702.9

CS[231] 442.6 529.4 51.3 323.2
MCS[219] 2933.8 1472.6 26.0 6654

MEIGO[60] 35.0 1567.4 11.7 355.3
Gnowee 80.6 108.4 29.7 79.0

local search heuristics. When there are large changes in one or more design variables from
one point to the next, the solution is improving via global search heuristics.

This combination of local and global improvement is the reason that Gnowee outper-
forms most other algorithms most of the time. Unlike GA, PSO, or MCS, which tend to
prematurely converge for some problems due to shifts towards local search with increasing
generation/evaluations as shown in Figure 6.6, Gnowee maintains global search heuristics
throughout the optimization as illustrated by the jumping between local optima throughout
the optimization history shown in Figure 6.7.

Continuous Unconstrained Benchmark Results

The other subset of continuous benchmarks was the unconstrained functions described in
Section 6.1.4. The summary of the FOM results obtained for these benchmark problems
are shown in Table 6.4. Each column of the table indicates the benchmark function and the
dimensionality considered. Here, Gnowee obtains the best performance for the Rastrigin and
Rosenbrock functions and the second best performance for the remaining functions. Similar
to the continuous constrained benchmark results shown in Section 6.1.5, Gnowee maintains
consistent continual convergence throughout the optimization process for all problems except
for the Rastrigin function. For the easier problems, Gnowee’s poor early time solutions slow
the convergence process slightly, thereby hindering its performance when compared to the
other algorithms.

The results in Table 6.4 are useful for understanding the interplay of the well defined fit-
ness landscape and the search heuristics used. For example, consider the Griewank function
results. The Greiwank function is a high-frequency multi-modal landscape super-imposed
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Figure 6.5: Histogram of the number of function evaluations performed before meeting the
convergence or stall criteria specified in Subsection 6.1.4.

on a convex design landscape. When solving this problem, an initial population is likely
to be formed in the large convex region and funneled to the edges of the flatter, center
multi-modal region. GA’s focus on intermediate search heuristics is highly effective in a
problem like Griewank. Intermediate search allows for pairs of solutions at opposite edges
to effectively traverse the complex multi-modal region in the center. Conversely, algorithms
that use neighborhood or variable neighborhood search heuristics will have to traverse many
local optima that can trap individual members. Algorithms incorporating intermediate or
directional search heuristics such as PSO, MEIGO, and Gnowee do better on this problem.
Algorithms that focus on neighborhood or variable neighborhood search, like SA and CS, do
poorly. Finally, SA and MCS use "cooling" parameters that limit the range of the neighbor-
hood and variable neighborhood search heuristics as the number of generations progresses.
This can lead to local trapping and premature convergence on large, highly multi-modal



CHAPTER 6. ENERGY TUNING ASSEMBLY DESIGN 104

Figure 6.6: Spring optimization fitness convergence. 1σ standard deviation in fitness is
generally comparable or smaller than the plot markers.

problems like Griewank, which is another factor in their poor performance.

Mixed-Integer Benchmark Results

The mixed-integer benchmarks allow for the performance of Gnowee to be assessed in prob-
lems containing a combination of continuous, integer, binary, and discrete variables. The
summary of the FOM results obtained for the mixed-integer benchmark problems are shown
in Table 6.5.

Here, Gnowee obtains the best performance across all benchmarks considered. Simi-
lar to the previous benchmarks, Gnowee maintains rapid, consistent continual convergence
throughout the optimization process across the range of the benchmarks considered. Al-
though MEIGO performs similarly well for the spring and chemical process problems, it
pre-maturely converges more often than not for the pressure vessel design. Once again,
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Figure 6.7: Spring optimization history for a single Gnowee run showing the convergence of
the fitness and each design parameter.

Table 6.5: Summary of FOM results for constrained mixed-integer optimization benchmarks.
Bold values indicate average fitness greater than 1% from the global optimum. Underlined
values indicate the best average performance.

Pressure Spring [111] Chemical
Vessel [30] Process [234]

GA[131] 897.9 1697.9 18890.1

MEIGO[60] 358.3 330.1 95.2
Gnowee 40.4 219.2 92.1

Gnowee’s diverse, robust set of heuristics limits premature convergence across all bench-
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Table 6.6: Summary of FOM results for TSP optimization benchmarks. Bold indicates
fitness greater than 1% from the global optimum. Underlined indicates the best average
performance.

GA[131] DCS[238] Gnowee

Eil51 10940.4 1509.7 555.6

St70 27452.0 3804.6 1403.1

Pr107 36563.1 6067.9 3380.5

Bier127 49869.9 8337.3 3918.6

Ch150 115495.0 14396.6 5261.4

marks considered.

Combinatorial Benchmark Results

The combinatorial aspects of Gnowee were benchmarked using the TSP problems described
in Section 6.1.4. Unlike the algorithms used to solve the previous benchmarks, the GA and
DCS algorithms used TSP specific information, i.e. the distance between pairs of cities, to
guide the search process. To enable a coherent comparison between the algorithms, distance
based searches were also incorporated into the Gnowee heuristics.

The summary of the FOM results obtained for the TSP benchmark problems are shown
in Table 6.6. Each row of the table indicates the benchmark TSP route considered. The
dimensionality of the TSP problems is indicated by the number in the problem name. Due
to the high dimensionality, the solution space is extremely large, making 1% convergence
results with limited function evaluations difficult. This is illustrated in Table 6.6 by the fact
that 13 of the 15 cases do not meet the 1% convergence criterion. While not meeting the
stated convergence criteria, Gnowee does outperform DCS and GA across all of the TSP
benchmarks according the defined FOM.

The primary driver for Gnowee’s increased performance is a reduction in the number of
function evaluations needed as shown in Table 6.7. Gnowee reduces the number of function
evaluations by a factor of ∼4-10 over the DCS and GA algorithms. The reduction in function
evaluations will enable nearly-global solutions with limited function evaluations in the smaller
sets of combinatorial variables found in typical engineering design problems.
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Table 6.7: Summary of function evaluation results for TSP optimization benchmarks. Bold
results indicate fitness greater than 1% from the global optimum. Underlined results indicate
the best performance for the average and the overall best run.

GA[131] DCS[238] Gnowee

Eil51 103415 +− 24218 104341 +− 39398 9294 +− 6033

St70 157455 +− 30426 174362 +− 37953 16238 +− 9823

Pr107 159692 +− 37900 198006 +− 15497 27447 +− 16157

Bier127 197340 +− 10306 228991 +− 6345 37483 +− 18077

Ch150 199603 +− 3276 231786 +− 5338 48757 +− 24725

6.2 Coeus
Titan god of intellect, wisdom, and heavenly oracles who pierces beyond the fog
of prevailing obviosities with his inquisitive mind to amass new truths.

- Greek mythology
Coeus9 provides the interface between Gnowee, the optimization alogithm, the radiation

transport codes required to evaluate the ETA objective function and constraints, and the job
scheduling system used to submit jobs on HPCs. The Coeus interfaces can be best visualized
through the flowgorithm shown in Figure 6.8. In Figure 6.8, the dashed lines indicate paths
that are taken either at the very start of the program or at the conclusion of each generation.
The completion of each generation is defined as a cycle through the operators described in
Subsection 6.1.2.

This section starts with a discussion of the use of surrogate methods to accelerate the
black box radiation transport calculations using the AutomateD VarianCe reducTion Gen-
erator v3.0.3 (ADVANTG) code [149]. It then describes how Gnowee design variables and
the search process is interfaced with the Monte Carlo Neutral Particle (MCNP) radiation
transport code [200]. Both codes were run with the ENDF/B-VII.1 evaluated nuclear data
libraries. A full description of either code and the transport methods employed is not pre-
sented as these are available in their respective manuals [149, 200]. Instead, the discussion
for both is centered around their use and interfaced within the Coeus construct. Next, a de-
scription of the method of parallelization employed is presented. Finally, this section closes
by highlighting future improvements that can be made to Coeus to improve its adaptability
to other nuclear engineering application.

9Open source and available from https://github.com/SlaybaughLab/Coeus. Code documentation,
installation procedures, how to run, and an overview of the outputs is in the README file located here as
well.

https://github.com/SlaybaughLab/Coeus
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Figure 6.8: Coeus flowgorithm showing the interfaces between Gnowee, the radiation trans-
port codes, and the parrallelization for HPC.

6.2.1 ADVANTG
ADVANTG determines space and energy dependent weight windows and biased source dis-
tributions for use in MCNP based on approximate 3-D, multigroup, discrete ordinates adjoint
transport solutions generated by Denovo. ADVANTG automatically converts the continuous
MCNP input to a discrete Denovo input, develops the variance reduction parameters, and
outputs an updated MCNP and weight window input file. ADVANTG is compatible with
all MCNP features and can handle one or more cell tallies (F4, F6, F8), surface tallies (F1
and F2), point-detector tallies (F5), and Cartesian mesh tallies (FMESH) [149].

The tally variance reduction parameters are generated with the Consistent Adjoint Driven
Importance Sampling (CADIS) method, which has been demonstrated to improve the tally
FOM by O(101 − 104) [149]. The tally FOM is defined as

FOM = 1
σ2t

(6.19)

where σ is the relative error of the tally and t is computer time in minutes. CADIS is designed
to improve one particular outcome in a calculation, e.g. detector response, flux at a small
volume, etc. For global solutions, e.g. flux everywhere, variance reduction parameters are
generated using the Forward-Weighted CADIS (FW-CADIS) method. Details about CADIS
and FW-CADIS can be found in the ADVANTG manual [149].
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Coeus leverages ADVANTG’s seamless integration with MCNP to generate weight win-
dows and baised source solutions for nuclear engineering optimization problems. The weight
windows and biased source solutions are then used to improve the FOM of MCNP cal-
culations, see Subsection 6.2.2, to specified levels of tally statistics. Each member of the
population in Gnowee carries an associated weight window map and biased source distribu-
tion. These are updated once per generation, which is once every few design calculations in
Gnowee (the actual number varies based on the type of variables, and the selection of the fl,
fe, and fm Gnowee parameters). Using the parameters recommended in Table 6.1, this has
been shown to be sufficient for the ETA design inputs and constraints shown in Section 6.3
as the importance maps do not change significantly from design to design.

The user can control the selection of the ADVANTG run parameters through an AD-
VANTG settings input file. The user must have some familiarity with ADVANTG and the
correct settings to appropriately set these parameters – Coeus does not automatically gen-
erate default parameters. The input file uses ADVANTG keywords to enable the changing
of key parameters such as the discrete cross-section library, the method used to generate the
weight windows, the tallies for which to optimize the weight windows, outputs desired, the
source characteristics, and the deterministic discretization levels. It also allows for specifi-
cation of three levels of spatial discretization granularity, but these are currently tied to the
ETA optimization problem. Future improvements will allow the levels of discretization to be
tied to start and stop points that are either fixed or associated with design variables. The
ability to have multiple levels of discretization is important for creating sufficiently useful
weight window maps while controlling deterministic computation time and storage require-
ments, which can be several GB per ADVANTG calculation. Coeus manages the storage
requirements by deleting all of the ADVANTG ancillary files after the completion of the AD-
VANTG run, but the weight window maps themselves, which must be kept for the MCNP
simulations, can be 100s of MB to a couple of GB each. Since Gnowee uses a population
based approach, the required storage can grow rapidly beyond the local user allotments.

Since extensibility beyond ETA design problems is desired, it is worth considering the
limitations and benefits of the variance reduction approaches employed in the context of
other nuclear engineering optimization problems. First, the use of ADVANTG allows for the
incorporation of many tallies through the FW-CADIS method. This allows Coeus to generate
weight windows for problems whose objective function and/or constraints are informed by
multiple tallies spread throughout the problem geometry. Using ADVANTG would also
integrate seamlessly with any future expansion of Coeus and Gnowee to multi-objection
function optimization.

However, the use of once-per-generation updates of the weight window map can be in-
adequate for problems with dynamic boundaries. Large shifts in the scale of the problem,
especially those that also move the tallies in space, would be problematic with the current
approach. To address this, each calculation tests the level of statistics for consistency be-
tween the previous parent design and the current child design being considered. If there is
a decrease in the level of statistics for the tallies being considered in ADVANTG by a factor
of two, a new weight window map is generated and the MCNP calculation is re-performed
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for the child solution. As long as the weight windows do not fail often, this approach is
sufficient.

Finally, this approach does limit the choice of radiation transport engine to MCNP in
order to achieve the acceleration of the design optimization. While Coeus is modular and
could integrate additional radiation transport codes, alternative strategies to improve the
FOM for the transport calculations needed by the optimization methods would need to be
employed.

6.2.2 MCNP
MCNP is the chosen radiation transport engine for Coeus. It is a Monte Carlo based, con-
tinuous energy, continuous space, coupled neutral and charged particle transport code [200].
The flexibility, wide adoption, extensive bench-marking, and test history make MCNP an
ideal choice for Coeus. Additionally, by using MCNP as the primary transport and geometry
specification mechanism, the learning curve associated with Coeus is greatly reduced for large
segments of the nuclear engineering community. For the ETA optimization, MCNP 6.1 with
only neutron physics was used. While the current user-specified MCNP physics parameters
are geared towards the neutron physics applications, nothing about the structure of Coeus
or Gnowee prohibits extension to the use of MCNPX and charged particle transport.

As shown in Figure 6.8, the primary purpose of Coeus is to manage the interaction
with Gnowee, creation of MCNP inputs, submitting of jobs, reading of MCNP outputs,
and updating the population and results. Coeus also has to manage the creation of the
ADVANTG inputs, submission of jobs, and reading of the ADVANTG outputs, but these
are essentially just extensions of the MCNP processes due to the tight integration between
MCNP and ADVANTG. This makes the interface between Gnowee and MCNP a crucial
aspect of Coeus.

Currently, the interaction between the Gnowee variable update operators and the cre-
ation of the MCNP input files is hard-coded into Coeus for the ETA application. Coeus
initializes surface and geometry objects with the specific 2-D ETA geometry used for the
NIF application in mind. For each operator, the variables associated with each surface are
sampled as described in Section 6.1. All of the surface and cell object updating and MCNP
geometry logic is handled within each operator as needed for the variables under consid-
eration for that particular operator. The MCNP parameters, surface, and cell objects are
then passed to a function that prints the associated MCNP input. However, nothing about
Coeus or Gnowee requires the tight integration of the search operators and cell update, and
this can be handled in a much more generic, modular fashion (see Subsection 6.2.5 for more
details).

After each MCNP calculation, the specified MCNP tallies are read and used to calculate
the objective function and constraints. After assessing the fitness, the population is updated
as described in Algorithm 1. Based on the assessed fitness, Coeus will increase the number
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of particles used for that parent10, rerun MCNP, and reevaluate the fitness of the considered
design. The number of particles used in this second calculation with this parent design
will be used for all future MCNP calculations involving that parent. This is true even if the
increase of particles results in a worse fitness, which is possible due to the increased accuracy
of the solution. Fixing the number of particles for future generations prevents oscillations
and excessive inter-generational MCNP calculations.

The variation of the number of particles used as a function of fitness of a given design
allows for the bulk of the computational cost to be spent on promising designs. For example,
if a current design is outside the constraints imposed on the system, there is not any reason
to spend time getting the statistical uncertainty to reasonable values. On the other hand,
if the entire process is run at higher uncertainty for the sake of speed, Coeus may not be
able to appropriately rank designs due to the large uncertainty in the tallies for each. This
has a ripple effect beyond the inaccurate ranking that affects the subsequent generations.
Since the Gnowee algorithm relies heavily on elitism, which requires an accurate ranking,
for its intensification (local convergence) efforts, the inaccurate ranking will propagate less
desirable characteristics throughout the population and spend extra function evaluations
attempting to improve upon a less promising design.

When evaluating the fitness and constraints, Coeus handles two different tally types:
scalars and vectors. The scalars are point values that represent the total from a tally, and
the vectors are generally energy-dependent spectra but can be any tally that varies as a
function of another MCNP-talliable variable, such as energy, time, or angle. For the vector
variables, MCNP represents them as a normalized, group-wise binned results. However, the
user may often have the desired objective in a different form (unnormalized, differential,
lethargy, etc.). Coeus handles all of these conversions internally based on the user specified
input and objective function type, thereby making the standard MCNP tallies adaptable to
a wide variety of user objectives.

6.2.3 Method of Parallelization
Coeus takes advantage of the “embarrassingly parallel” nature of both Gnowee and MCNP
to achieve efficient parallel computation. This results in a bi-level task based master-slave
approach to parallelization where the regroup points are at the end of each operator. Since
the computational requirements change over time for a given parent (due to increases in
accuracy for high fitness solutions) and operator (due to varying number of designs generated
by an operator), this represents a very efficient use of HPC computing time as only the
number of nodes required at any given time are requested. Additionally, this is a very
“courteous” approach as Coeus will surge to fill whatever nodes are available at the time,
but it will not lock up a large chunk of compute power for long periods of time.

10The user specifies the starting number of particles; future code improvements will have the starting
number of particles determined automatically.
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An alternative approach that was considered was to make each member of the population
its own thread that ran at its own speed. Coeus itself would hold a block of compute nodes
and divide them up according to the needs of the individual threads. The threads would
communicate via a bulletin board that would contain the design vectors for each thread to
enable the information sharing required for some operators. In this construct, there is no
requirement for the individual threads to be at the same operator or generation as another
thread. When the optimization converges, each thread will be at a different generation
and have performed a different number of function evaluations than if they had moved
in lockstep through the Gnowee algorithm. The understanding of the interaction of the
heuristics with out-of-sync threads is further complicated by the fact that the best fitness
threads will have higher numbers of particles (i.e. higher computational requirements) and
take longer to run unless some effort is spent on load balancing. While this threading and
load balancing strategy would require significant modifications to Coeus and Gnowee, and
perhaps a rethinking of the Gnowee operators altogether, this approach would be beneficial
in applications where time, not compute power, was the resource that required conservation.

Gnowee itself is not parallelized as the compute time for each variable updating operator
is a small fraction of the time required for the associated radiation transport calculation. It
is here that the first level of parallelization occurs. Coeus builds the job scripts and submits
slave jobs for each child generated by the current operator. The number of nodes allocated
to each job is dependent on the number of particles being used for the MCNP simulation
of that child design. This enables some semblance of load balancing. MCNP’s task-based
parallelization then provides the second level of parallelization within the allotted nodes and
cpus. Coeus monitors the submitted slave jobs waiting for their completion before moving to
evaluate the objective function and constraints. Coeus then continues to move through the
algorithm with serial calculations in Gnowee and parallel calculations when evaluating the
radiation transport codes required for weight window generation (ADVANTG) or objective
function and constraint evaluation (MCNP).

This parallelization method has been successfully implemented on Savio11, but it is not
limited to Savio and is flexible implementation compatible on a wide range of HPC assets.
The job submission script, currently adapted for the Slurm Workload Manager, is modular
and can be changed for different scheduling systems. Additionally, the inputs required for
the specific partition, user, or account are Coeus inputs, allowing for ease of use within a
given architecture. Finally, this parallelization method allows for Coeus to run on very few
nodes or to surge to run on many nodes, depending on the HPC capabilities and availability.

6.2.4 Alternate Use Cases
Gnowee was designed to be very general from initial development, as evidenced by the
wide variety of benchmarks considered. However, Coeus, in its first incarnation, did not

11Savio is UC-Berkeley’s 385-node, 8,040 processor-core (plus 169,728 GPU-provided CUDA cores) Linux
cluster rated at nearly 350 peak teraFLOPS.
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leverage this development fully. Instead, Coeus is currently limited to ETA design for 2-D
cylindrical and/or conical geometries. This is an artificially imposed constraint – “Premature
optimization is the root of all evil” after all – that can be removed in future development of
Coeus (see Subsection 6.2.5 for more details). Possible alternative use examples for Coeus
beyond the TNF ETA design considered in this work include:

1. Boron neutron capture therapy (BNCT)

2. Space radiation shielding design

3. Radiation converters

4. Medical isotope production targets

5. Fusion blanket design

6. Detector network configurations

7. Neutron spectrometers with matrixed detectors

8. Reactor design

6.2.5 Ongoing Development
Development of Coeus is ongoing to extend beyond ETA design applications to those men-
tioned in Subsection 6.2.4 and beyond. The aim is to develop a general purpose nuclear
engineering code that is flexible enough to accommodate different transport engines, HPC
architectures, modeled geometries, objective functions, and constraints. Some of the changes
required for this transition have been mentioned throughout Section 6.2. The following is a
brief summary of several of the major changes currently or soon to be underway that will
enable the transition to a more general purpose code:

1. A more general geometry: This is a two step process. First, the tight integration of
the Gnowee operators and the MCNP geometry modification must be separated. This
is basically done, but the MCNP geometry logic piece is lacking. Next, the input needs
to be modified to allow for a more generic geometry specification. The concept is that
a standard MCNP input file will serve as the main input, with special formats used
to identify inputs that are variables to be sampled. A parser then pulls the variable
vector definition from the file, passes it to Gnowee, and the updated vector replaces
the corresponding variables in the MCNP input file. A beta version of this is in place.

2. Expand ADVANTG input options: Currently, the user-selectable ADVANTG in-
puts are limited to a subset of the ADVANTG options. This will be expanded to
include all ADVANTG options with two methods of spatial discretization: (1) prede-
fined fixed bounds and intervals for static problems and (2) the current variable-based
bounds and intervals for dynamic problems.
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3. Automatic ADVANTG switch: This would enable the calculation of ADVANTG
weight windows to automatically change from once-per-generation to once-per-evaluation
for very dynamic problems where the weight windows rapidly become non-ideal.

4. Make file: While not overly complicated, Coeus currently has dependencies on other
non-standard packages. Adding a make file would make it easier and more repeatable to
use the software by building the dependencies and adding the appropriate environment
variables.

5. Remove PyNE dependency: PyNE is currently used for the material definition
support. However, it is a rather cumbersome dependency to have, and the format it
uses to add materials to the library is tedious at best. The goal is to build a small
elemental material library that can be used instead. This library can then be expanded
by users to fit their needs.

6. User defined constraints and objective functions: In order to extend to other
applications, the user must be able to add their own objective functions and constraints
to be used in the optimization process. This currently exists for Gnowee, and it needs
to be extended and integrated into Coeus. A beta version of this exists currently.

6.3 ETA Design Results
Gnowee and Coeus were not developed as ends unto themselves but instead as a set of tools
to enable ETA design. This section outlines the ETA design developed, how it performs
with respect to the objective spectrum and constraints, the process of converting an ide-
alized model into an engineering design, and lessons learned for future ETA development.
Although the objectives and constraints for this optimization were discussed in Chapter 2
and Section 5.1 in detail, some of the key parameters are mentioned here to aid in the
discussion.

6.3.1 From Optimized Design to Engineered Product
Coeus was ran on Savio to generate a TNF relevant ETA design. The optimization run
computed ∼ 4500 designs over the course of 76 hours (wall time). No attempt was made
at the time to characterize the compute time used, which should be tracked for future
improvements in Coeus. The end result was a time history of the top design as a function of
the number of function evaluations and their associated fitness, which is shown in Figure 6.9.
The fitness shown in Figure 6.9 can be compared with the snapshots of the top designs at
various points in the optimization process shown in Figure 6.10. These snapshots are not
an inclusive set of each top design generated but represent some of the points of major
improvements from the optimization.
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Figure 6.9: Coeus convergence history for the ETA optimization problem.

Since Coeus is a population-based optimization, Coeus also returns the final set of 25
designs and their associated fitness. The final fitness of each of the 25 designs is shown in
Figure 6.11. This complete set of designs, along with the stored time history, can be useful
when transitioning from a computer model to an engineering design and evaluating trade-
offs not captured in the optimization, such as material costs. The top design generated,
population member #0, is shown in Figure 6.12.

The ETA design shown in Figure 6.12 is not very practical from an engineering perspective
as the materials library used for the optimization was not properly vetted. The library
consisted of a few compounds and alloys (6061 Al, LiF, high density polyethylene (HDPE),
deuterated HDPE, Stainless 409, and boron carbide) and every naturally occurring element.
From the list of 83 elements, 35 gases and elements that had a low-melting point, were
expensive, and/or reactive were removed. However, some undesirable materials were not
removed from the library and some of those were used in the most optimal the ETA design.
Thus, modifications were made to the design to remove problematic materials.

The first change that was made to the ETA design obtained by Coeus was to remove the
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Figure 6.10: Snapshots of the best candidate designs at various points in the optimization
process. The number under each plot represents the number of function evaluations up to
that design point.
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Figure 6.11: The final design fitness for each member of the population. Points that are at
fitness > 2.0 are not plotted for conciseness.

iodine (I) layer. Iodine readily sublimes and is of limited availability in pure elemental form.
To make this change, the history of the top design was leveraged. Design #4390, shown in
Figure 6.13, was the last design that did not have iodine in the design, and this design was
used as the basis for future engineering design decisions. The use of design #4390 resulted
in a loss of 5.5% in fitness from the optimal design found by Coeus.

Similarly, potassium (K) is a difficult material to work with as it oxidizes rapidly in
air and reacts vigorously with water. Since potassium was present in many designs, it was
replaced with its nearest neighbor, bismuth (Bi), instead of choosing an alternative design.
Additionally, the construction and emplacement of floating aluminum and chromium (Cr)
rings was unnecessarily complex. The extra void space was removed, and the aluminum and
chromium rings were moved to be in contact with the barium (Ba) layer. Finally, the lead
layer containing the foil pack was turned into a drawer. These three changes resulted in the
design shown in Figure 6.14, which improved upon design #4390’s fitness a bit and was only
4.2% worse than the optimal design found by Gnowee.
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Figure 6.12: The top ETA design generated by Coeus (#4575) at the end of the optimization.

This design was sent out for cost estimates, but the overall cost (∼$64,000 for materials
alone without the case or any machining costs) was prohibitive. To lower the cost, some
design changes were made:

• Remove barium layer (difficult to machine and highly reactive): ∼$2,500 material cost
savings plus machining

• Remove chromium ring: ∼$4,300 material cost savings plus machining

• Remove aluminum ring: ∼$400 material cost savings plus machining

• Exchange boron (B) for boron carbide (BC): ∼$20,800 material cost savings

• Exchange tantalum (Ta) for tungsten (W): ∼$15,200 material cost savings

• Remove nose cap, remove snout mount, and make case all aluminum (all were require-
ments for NIF but not required for 88-Inch Cyclotron experiments): machining cost
savings
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Figure 6.13: Design #4390.

The final assessed fitness of the as-constructed design was 3.9% worse than best design
Coeus found, but it cost approximately 2-3 times less. The final design, shown in Figure 6.15,
cost ∼$57,600. The full specifications of the as constructed ETA are provided in Appendix B.

6.3.2 ETA Performance
While the computation of the fitness according to a defined objective function is useful
to guide an optimization process, it conveys little actual insight into what was specifically
achieved. This section details the expected performance of the ETA given the motivation of
this work.

The objective function measures how well a particular candidate design matches the
TN+PFNS objective defined in Chapter 2. This comparison is shown graphically in Fig-
ure 6.16. A more quantitative assessment is shown in Table 6.8. All uncertainties in Fig-
ure 6.16 and Table 6.8 are 1σ statistical uncertainties. For Table 6.8, the spectrum is divided
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Figure 6.14: Design #4390 with engineering modifications to remove the potassium layer
and extra void space.

into five bins that correspond to key features of the 235U cross-section and TN+PFNS. It
is worth noting that the worst performing bin, 0-3 keV, has minimal effect on the resulting
fission product distribution because the neutrons in this bin account for only 0.06% of the
overall spectrum achieved in the ETA.

In general, the weight limit imposed by NIF, ∼ 75 kg, is the factor limiting the spectral
shaping performance, especially for the energies at the 14.1 MeV peak and below 10 keV. The
increase in the fraction of neutrons below 10 keV is due to the introduction of low Z materials,
B4C and Si, that are non-ideal from an elastic scattering perspective but enable the design to
meet the NIF weight constraints. Additionally, the constraint on mass limits the fraction of
neutrons that can be removed from the 14.1 MeV peak as the interaction cross-sections for all
materials are roughly the same, making the atom density the key factor. For this spectrum,
there is also a physics limit constraining the performance in the 7-12 MeV range. This is an
artifact of the manner in which the representative TN+PFNS was generated using transport
in a bare Godiva critical assembly. The lack of any mid- or low-Z moderator resulted in an
artificially low flux in the 7-12 MeV range due to the many scatters required by uranium to
populate this region and the approximately equal probability for (n, 2n) reactions to occur,
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Figure 6.15: Final ETA design.

Table 6.8: ETA design spectrum results compared to the objective TN+PFNS

Energy TN+PFNS ETA
Range Fractional φ Fractional φ

0-3 keV 7.23× 10−5 6.20 +− 0.23× 10−4

3-100 keV 3.80× 10−2 5.02 +− 0.01× 10−2

0.1-6 MeV 8.03× 10−1 7.65 +− 0.01× 10−1

6-10 MeV 3.33× 10−2 4.01 +− 0.01× 10−2

10-20 MeV 1.26× 10−1 1.44 +− 0.01× 10−1
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Figure 6.16: A comparison of the modeled ETA flux spectrum achieved across the foil pack
and the TN+PFNS objective spectrum. All errors reported are Monte Carlo statistical errors
only.

which bypass this region entirely. Any real world TNF applications would introduce some
moderator which would fill in the 7-12 MeV region with elastic and inelastic scattering and
bring the objective spectrum more in-line with what the ETA was able to achieve.

The neutron spectrum objective function was a surrogate for the real item of interest –
the fission product distribution. The use of the neutron spectrum as the objective function
was necessitated by the lack of comparison fission product data for the spectrum of interest.
However, it is useful to compare the fission product estimates from Nagy fits (described
in Chapter 2 from 93.15% HEU exposed to the objective TNF spectrum and the ETA
spectrum. Nagy and GEF FP yield estimates for the objective and ETA spectrum are shown
in Table 6.9. The difference in the FP distribution between the two spectra are well within
the precision of the computational methods and any experimental procedures available.

The full FP distribution calculated using GEF is shown in Figure 6.17. The top half
of Figure 6.17 compares the ETA and objective spectrum generated fission product distri-
bution along with error bars for the objective spectrum generated FPs. The bottom half
of Figure 6.17 shows the residuals (YObj(A) − YETA(A)) in comparison with the error bars
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Table 6.9: Nagy and GEF based fission product cumulative yield (fcum(A,Z)) estimates
of select FPs from a 93.15% 235U HEU foil exposed to the TN+PFNS objective and the
TN+PFNS achieved by the ETA [155, 185].

FP Nagy GEF
FP Objective ETA Objective ETA
95
40Zr 6.17 +− 0.09 6.15 +− 0.09 6.47 +− 0.30 6.47 +− 0.30
97
40Zr 5.75 +− 0.09 5.74 +− 0.09 6.47 +− 0.28 6.46 +− 0.28
111
47 Ag 0.25 +− 0.01 0.26 +− 0.01 0.21 +− 0.12 0.22 +− 0.12
115
48 Cd 0.25 +− 0.01 0.26 +− 0.01 0.24 +− 0.11 0.26 +− 0.16
133
53 I 6.41 +− 0.13 6.38 +− 0.14 6.04 +− 0.37 6.01 +− 0.37
140
56 Ba 5.71 +− 0.07 5.68 +− 0.07 5.41 +− 0.28 5.41 +− 0.28
147
60 Nd 2.12 +− 0.03 2.11 +− 0.03 2.00 +− 0.22 1.99 +− 0.23
151
61 Pm 0.47 +− 0.02 0.47 +− 0.02 0.46 +− 0.10 0.46 +− 0.10
153
62 Sm 0.18 +− 0.01 0.18 +− 0.01 0.17 +− 0.05 0.17 +− 0.05

from the objective spectrum FP yield calculations. The ETA generated FP distribution is
remarkably similar to the TN+PFNS generated FP distribution, but the valley fission prod-
ucts are ∼10% higher for the ETA. This is due to the 10-20 MeV flux in the ETA spectrum
being ∼14% higher than the TN+PFNS objective, which was a limitation based on the mass
requirements to field on NIF.

These modeled results show promise for improving TNF outcomes and the ability to
generate realistic synthetic fission products and debris. To move from a promising model to
a useful capability, validation of the proposed methodology and specific ETA design must be
conducted. This validation is approached from different angles using two sets of experiments,
one at the 88-Inch cyclotron at LBNL and one at the NIF at LLNL. Chapter 8 and Chapter 9
describe these experiments in further detail, but first, experimental techniques available for
neutron spectroscopy, required to measure the neutron spectrum produced by the ETA, are
explored.
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Figure 6.17: Comparison of GEF based fission product yield estimates for a 93.15% 235U
HEU foil exposed to a TN+PFNS and the ETA spectrum [185]. The bottom plot compares
the residuals with the TN+PFNS objective FP yield error bars from GEF.
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Chapter 7

Neutron Spectroscopy

In retrospect you will see that everything is unfolding perfectly.

- Shakti Gawain

Following the discovery of the neutron by James Chadwick in 1932, research into measur-
ing the resulting (α,n) spectrum started the same year [22, 36]. Efforts to perform neutron
spectroscopy are fundamentally limited by the lack of a full energy deposition mechanism
that leads to a signal that is proportional to the energy of the incident neutron, such as the
photoelectric effect for gamma rays. To overcome this limitation, many different techniques
have been proposed, each with their own set of limitations.

One of the first methods employed was the time-of-flight technique. These techniques
use the time between the source generation, either measured from an accelerator beam or
a chopper, and the time of detection to reconstruct the detected energy from the kinetic
energy formula [47]. Time-of-flight methods are considered the gold standard for neutron
spectroscopy and can have very high measurement precision given the right combination of
accelerator timing, flight path length, and fast detector response. Time-of-flight techniques
are currently used at NIF and the 88-Inch Cyclotron to measure the source term [78, 138].
In the ETA application, all of the initial timing is lost during the dozens to hundreds of
interactions that occur within the ETA. Therefore, other techniques must be considered.

Proton recoil telescopes are another common neutron spectroscopy option. These tele-
scopes use a thin hydrogenous material to scatter the neutrons into a detector located at
a sufficient distance to cover a small angle, thereby allowing reconstruction of the incident
neutron energy from

Ep = Encos
2(θ) , (7.1)

where Ep is the detected energy of the recoiling proton, En is the incident neutron energy,
and θ is the angle between the incident neutron beam and the detector. There is a trade-
off between energy resolution and efficiency, but proton recoil telescopes generally have



CHAPTER 7. NEUTRON SPECTROSCOPY 126

extremely low detection efficiencies [43, 109]. More importantly, they will not work in the
ETA application due to the lack of a incident collimated neutron beam.

Another option is capture-gated spectrometers. The basic concept is to record the total
neutron energy through a series of multiple scatters within the detection volume, followed
by capture with a highly absorbing dopant material such as 10B. This approach has been
successfully employed in many different configurations, and it would work for the 88-Inch
Cyclotron neutron field measurements [109, 112, 129]. However, it could not be used to
measure the TN+PFNS directly due to the size of detector needed to obtain sufficient overall
detection efficiencies for the high energy neutrons. Additionally, since organic scintillators
are typically used, the energy resolution is worse than the single scatter options due to the
non-linearity of the response function as described in Section 7.3.

The final option considered was neutron spectrum unfolding. This method has been
employed with a variety of detection methods including Bonner spheres [132, 201], gas pro-
portional counters [109], activation foils [5, 126, 181, 188], and liquid scintillators [41, 66, 114,
211]. The foil activation method is perfect for measuring the volume averaged TN+PFNS
spectrum internal to the ETA, and it is described in further detail in Section 7.2. While
Bonner spheres and gas proportional counters could be used to measure the external neu-
tron field, liquid organic scintillators where chosen due to the higher detection efficiencies
and concurrent light yield measurements being conducted at the University of California -
Berkeley [113]. Unfolding using liquid scintillators is described further in Section 7.3.

7.1 Unfolding
Unfolding seeks to solve the “inverse problem” to determine the unknown incident energy-
dependent neutron flux given a set of measurements and a known detector response function.
Mathematically this is formulated as

Mi =
ˆ
Ri(E)φ(E)dE i=1,...,M , (7.2)

where Mi is the measured value of the detector system for the ith channel, Ri(E) is the
energy dependent response function for the ith measured channel, and φ(E) is the incident
neutron energy spectrum. In the forward version of the problem, R(E) and φ(E) are known
and M has a unique solution. In the inverse problem, φ(E) is unknown, and Equation 7.2
has no unique solution due to the degeneracy created by representing a continuous function
with a finite number of measurements [133].

An approximate transformation of Equation 7.2 can be made to the linear matrix equation
#  »M = R #»

φ (7.3)
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M1
M2
...
MM

 =


R11 R12 · · · R1N
R21 R22 · · · R2N
... ... . . . ...

RM1 RM2 · · · RMN



φ1
φ2
...
φN

 , (7.4)

where M is the number of measurements and N is the number of neutron energy groups.
Equation 7.3 also has no unique solution when N > M , and often not for N < M due to
the correlations between the response functions [126, 133, 136].

Instead, Equation 7.3 is often solved using iterative minimization approaches using the
method of least squares, or χ2, which is given by

χ2

n
= 1
n

M∑
i

(∑N
j Rijφ

g
j −Mi

)2

σ2
i

. (7.5)

In Equation 7.5, n = (N−1), the number of the degrees of freedom, and σi is the uncertainty
of the ith measurement [41, 133]. These methods are often modified to account for the
non-negative flux requirements, smoothness of the solution, and the addition of a priori
information [114, 133]. Each of these modifications, if done properly, is useful in overcoming
the degeneracy of the solution space to unfold spectra that are consistent with TOF measured
spectra. One example comparison is shown is Figure 7.1, where the unfolded NE-213 liquid
scintillator pulse height spectrum (PHS) matches the smoothed TOF data across a broad
portion of the spectrum.

One limitation of the direct application of minimization or “goodness of fit” methods is the
difficulty in assessing the uncertainty of the unfold [114, 133]. To overcome this limitation,
maximum likelihood estimation and maximum entropy techniques were introduced [133, 135,
176, 223]. These approaches construct a probability distribution over the degenerate solution
space, thereby allowing for the estimation of uncertainty.

Many computer programs have been developed to solve spectrum unfolding problems
using variations of the basic mathematics described above [5, 135, 163, 177, 204]. Some
modern codes have started to incorporate metaheuristic minimization methods such as those
described in Chapter 5 [56, 150]. Each code differs in the treatment of the uncertainty and
the requirement for a priori information, such as a guess starting spectrum. In Section 7.2,
STAYSL is discussed in the context of unfolding for neutron activation. In Section 7.3,
HEPROW is described for the purposes of unfolding pulse height spectra from liquid organic
scintillators.

7.2 Neutron Activation
One option for neutron detection is through measurement of the induced activity in different
materials [109, 110]. A sample material, exposed to a flux of neutrons, will undergo neutron
reactions such as those described in Chapter 3. The reactions can form a radioactive isotope
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Figure 7.1: Comparison of a TOF, smoothed TOF, and FERDOR unfolded PHS for a 238U
neutron spectrum [196].

whose radiation can be measured to either inform the makeup of the material or the energy
distribution of the neutron flux.

Here, we focus on the techniques and procedures necessary to use neutron activation as
an integrating detector to measure the neutron flux. This method is especially well suited
for the ETA application. Neutron activation foils are a passive measurement that can easily
be placed in the sample volume of the ETA shown in Figure 6.15. Additionally, neutron
activation foils can span the full TN+PFNS energy range. This allows this technique to
directly measure the full TN+PFNS spectrum generated by the ETA.

The neutron flux can be assessed through comparison of the measured reaction rates with
those from a model of the expected reaction rates based on the calculated neutron energy
distribution [17]. This method is highly degenerate and requires knowledge of the expected
neutron spectrum. For the ETA application, the expected neutron spectrum is known, and
the use of a variety of foils with varying cross sections can help break the degeneracy. The
steps required for this analysis are described in Subsection 7.2.1, while the parameters to
consider when choosing the activation foils are discussed in Subsection 7.2.2.

If a statistical test such as χ2 or the t-test shows the activation rates to be consistent
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with the modeled activation rates, then the measured flux can be said to be consistent with
the expectation from the model. However, if the measured rates differ, this approach does
not offer insight into the actual spectrum measured. Subsection 7.2.3 describes how the
measured reaction rates, along with their known response functions (i.e. cross section) can
be used to unfold the incident neutron spectrum.

7.2.1 Activation Analysis
The fundamental goal of activation analysis is to measure the induced activity to determine
the rate, R, at which interactions occurred in the foil during irradiation. The interaction
rate for a given reaction channel is given by

Rrx =
ˆ

Φ(E)Σrx(E)V dE , (7.6)

where φ is the volume-averaged, energy-dependent neutron flux, Σrx is the energy-dependent
macroscopic reaction-channel-specific cross section, and V is the volume of the foil. It is more
useful, however, to work in terms of the activity instead because both production and decay
occur throughout the radiation period. The activity for a given reaction channel at the end
of irradiation is given by

A0 = R
(
1− eλt0

)
, (7.7)

where λ is the decay constant for the activation product and t0 is the irradiation time.
Counting systems are subject to several correction factors to be able to arrive at A0

from the observed counting rate. The total counts in a given peak seen during a counting
interval is given by Equation 7.8 [109, 110, 119, 206]. The correction factors highlighted in
Equation 7.8 are discussed in further detail below.

C = εi×Ωpt×T×
ˆ d

0

ˆ θ

0
e
−µf x

cosα dαdx×CCS×e−(
∑N

i=1 µi di)×BR×
ˆ t2

t1

A0e
−λ(t−t0)dt+B, (7.8)

where
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εi = the intrinsic detector efficiency
Ωpt = the fractional solid angle at the counting location assuming a point

source
T = the geometry transfer coefficient for a volume sourceˆ d

0

ˆ θ

0
e
−µf x

cosα dαdx = the gamma self-shielding factor

CCS = the coincident summing correction factor
BR = the gamma branching ratio

e−(
∑N

i=1 µi di) = the attenuation of the gamma through the N · di thick attenuator
materials

A0 = the initial activity of the source at creation
t0 = the irradiation time
t1 = the counting start time
t2 = the counting stop time
B = the background counts .

Each detection system has an intrinsic detection efficiency, εi that is a function of the
active volume geometry and type, energy of the incident γ, counting geometry, and the gain
settings. Generally, the absolute efficiency, εabs = εiΩ, is measured using calibration sources
of known intensity. From this measurement, the intrinsic efficiency of the system can be
calculated. It is worth highlighting that the intrinsic efficiency can be dependent on the
counting geometry as the average path varies based on the incident angle of the radiation.
For a point source with no coincidence summing and negligible attenuation, the intrinsic
efficiency can be calculated from

εi = Ċ

A

4π
Ω , (7.9)

where Ċ is the observed count rate for a given γ line and A is the activity of the known
source.

Ideal counting geometries are those where the foil is counted at a distance where it is
functionally a point source with respect to the detector. However, some applications require
large foils or close counting geometries in order to achieve counting statistics and count times
that are in line with experimental goals. In these cases, the solid angle must be adjusted to
account for the volume of the source. This can be done with a model or analytically through
the calculation of the transfer coefficient [119]

Tγ = Ωvol

Ωpt

. (7.10)
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T can also be found experimentally as

Tγ = Ċcεi,fΩpt,f

Ċfεi,cΩpt,c

, (7.11)

where c is the counting location corresponding to a volumetric source geometry and f is the
counting location corresponding to a point source geometry.

The intrinsic efficiency as a function of counting geometry and energy must be determined
to use Equation 7.11. This can be done with a radiation transport model such as MCNP or
experimentally with the double ratio method:

Tγ =
εptabs,c
εptabs,f

/
εvolabs,c

εvolabs,f

. (7.12)

However, Equation 7.12 can be difficult to implement in practice since point and volumetric
sources of the same radioactive isotope are not always available. One work around is to fit
the available point source efficiency ratios with a functional form [50].

Coincidence summing occurs when true coincidences from multiple gamma cascade tran-
sitions are detected within the resolving time of the detector [50, 117, 119, 187]. This results
in a reduction of the gamma line peak counts as the energy deposition is recorded as the
sum of the two (or more) observed gammas. The coincident summing factor can be calcu-
lated from models such as Efficiency Transfer for Nuclide Activity (ETNA) [117, 118, 119] or
experimentally [50, 187]. The coincident summing correction factor obtained is specific to a
given gamma line and is not valid for other gamma lines of similar energy due to the differ-
ences in their cascades. For a simple two line cascade from E2 → E1 → Eg, the coincidence
summing factor for the E2 → E1 transition is given by

CCS,1 = Ċ
′
1

Ċ1
= 1

1− εT2
, (7.13)

where Ċ ′1 is the expected count rate in the absence of coincidence summing and εT2 is the
total efficiency for detection of the second transition. For the E1 → Eg transition, the
coincidence summing correction is

CCS,2 = 1
1− BR1

BR2
εT1

. (7.14)

The same process can be followed for gamma cascades with more transitions [50, 187].
The main challenge for using Equation 7.13 and Equation 7.14 is determining the total

detection efficiency for a given line. This can be accomplished using a series of “monoen-
ergetic” sources such as 57Co, 203Hg, 113Sn, 85Sr, 137Cs, 54Mn, and 65Zn to determine the
total efficiency as a function of the incident gamma energy. Unfortunately, most of these
sources are short lived and were not available for the experiments conducted. Since the
detection probability for true coincidences falls off as Ω2, the coincident summing factor can
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be calculated as a ratio of the detection efficiencies from a far (where coincidence summing
is negligible) and close distance. Assuming negligible change in the source activity between
the counting periods and negligible attenuation differences, the count rate in the absence of
coincident summing at position c can be related to that at a position f by

Ċ
′

c = Ċfεi,cΩpt,c

εi,fΩpt,f

. (7.15)

The coincidence summing correction factor is then given by

CCS = Ċfεi,cΩpt,c

Ċcεi,fΩpt,f

. (7.16)

It is worth noting that Equation 7.16 will also include the volumetric source correction
factor, if present. Similar to Equation 7.11, Equation 7.16 depends on knowing the geometry-
and energy-dependent intrinsic efficiency of the system. The same double ratio approach
used in Equation 7.12 can be used here as well [50]. In this case, the reference ratio in the
numerator must be monoenergetic sources such as those mentioned above. If point sources
are used for the reference efficiency ratio, the transfer coefficient will be simultaneously
captured with this method.

Equation 7.8 simplifies greatly with ideal foils that avoid the correction factors discussed
in this chapter. Unfortunately, the foils used in this experiment for compatibility with NIF
and reaction efficiency are not ideal for use with the 88-inch cyclotron. The foils chosen and
their attributes are described next.

7.2.2 Activation Foil Selection
Not all neutron induced reactions are suitable for use as integrating detectors for activation
analysis. Some of the important properties to consider are [109, 126]:

1. Cross section: The cross-section energy dependence is a function of the material
and reaction channel being used. For the purposes of unfolding, it is desirable to have
unique cross sections for each activation foil that, in combination, span the range of the
neutron spectrum being measured. Additionally, the magnitude of the cross section
is important to ensure that sufficient activity is created for measurement. If possible,
validated dosimetry reactions are desirable due to the pedigree and energy range of
their cross section data.

2. Foil Composition: The foil should be well characterized from an elemental perspec-
tive to be able to properly account for the number of atoms available for reaction
within the foil. Additionally, impurities can have competing gamma lines that overlap
the line of interest. When considering neutron energies exceeding 20 MeV, multiple
feeding of a given isotope becomes possible in foils that are not mono-isotopic. Due
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to the lack of data for many reactions above (n,2n), this can be difficult to deconvolve
with reasonable precision.

3. Induced Activity Half-Life: The half-life of the induced activity is important to
consider in relation to the experimental set-up and the ability to access the foils post-
irradiation. Short half-lives will be difficult to count with sufficient statistics if there is
any delay between irradiation and counting. Long half-lives can require long irradiation
times. Ideal half-lives are typically on the order of several hours, but foil stacks will
benefit from a range of half-lives to facilitate pain-free counting plans.

4. Decay Radiation: In general, activation products that emit gamma radiation during
decay are preferred. Energies in the range of several hundred keV are ideal due to high
counting efficiencies and a lack of background radiation in a well-shielded counting
geometry. Additionally, the branching ratio of the lines should be considered as low
branching ratios will make it difficult to detect sufficient decays to generate good
counting statistics.

5. Foil Geometry: The foil should be of a size that ensures even irradiation across the
foil while allowing for sufficient activity to be built up for measurement. Additionally,
the foil should be small enough that the neutron flux is constant across the foil volume.

Several lists of possible activation reactions have been compiled [5, 85, 109, 110]. These
are a good place to start before pouring through the chart of the nuclides. For this research,
the foils used are based on the standard NIF NAS foil pack and geometry. This is helpful
for the design approval process, but the foils have also been selected with the above criteria
in mind given the NIF source spectra and experimental constraints.

The standard NAS uses aluminum (Al), indium (In), tantalum (Ta), and Zirconium (Zr).
Other foils that have been used in the NAS are vanadium (V), titanium (Ti), nickel (Ni),
bismuth (Bi), thulium (Tm), and gold (Au). Each foil is 50 mm in diameter, and thicknesses
used have ranged from 0.1 - 5 mm.

For the ETA experiment, the Ta foil was removed due to the lack of dosimetry standard
cross section data. This resulted in its non-inclusion in STAYSL. Ni and Au foils were added
to extend the range of cross section coverage and improve the unfold characteristics. The
resulting cross sections for the chosen foil set and reaction channels are shown in Figure 7.2.
Key parameters for each reaction channel are shown in Table 7.1.

As shown in Figure 7.2 and Table 7.1, the reaction channels chosen have a spread of
threshold energies that cover the range of the TN+PFNS energy region. This is the ideal for
unfolding the activation foils. The code chosen for the foil activation unfolding, STAYSL, is
described next.
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Figure 7.2: IRDFF v. 1.05 cross sections for the reaction channels for the Al, Au, In, Ni,
and Zr foils chosen for this research [97].

7.2.3 STAYSL
STAYSL PNNL Suite v. 1.2.0 (hereafter referred to simply as STAYSL) was developed by
Pacific Northwest National Laboratory for determining the neutron flux from foil activation
[85]. It uses the method of least squares described in Section 7.1 to perturb an initial guess
spectrum based on the measured activation rates and their uncertainties. The response
functions are the IRDFF v. 1.05 cross sections and their associated covariances [97]. The
initial guess spectrum is expected to be a close approximation to the true spectrum, where
the initial guess is usually obtained from a radiation transport model. STAYSL propagates
the measurement and response function uncertainties to the output flux spectra [85].

STAYSL was developed to handle multiple types of irradiation environments, includ-
ing nuclear reactors and accelerator beams. The sub-modules allow for the calculation of
neutron and gamma self-shielding (SHIELD), corrections for a time-varying flux (BCF),
and re-binning of the nuclear data into arbitrary energy groups structures (NJOY99/NJpp).
The software package comes with pre-compiled cross section data in the STAYSL PNNL 140-
group, 69-group (WIMS/EPRI-CPM), 129-group (for 14 MeV source), 175-group (VITAMIN-
J), and 640-/725-group (SAND IIa) energy grid structures. Complete documentation for
STAYSL can be found in the STAYSL User Guide [85]. Examples of STAYSL unfolded
results from activation simulations are included in Chapter 8 and Chapter 9.

The primary limitation to unfolding neutron spectra from foil activation is that there is
limited information available. For example, in the proposed foil pack, there is a maximum
of ten different response functions. This is compensated for by providing additional a priori
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Table 7.1: Key parameters for the activation foils chosen for the NIF and 88-Inch Cyclotron
activation analysis experiments.

Foil Reaction T1/2 Threshold Gamma Nat. (γ)

(thickness) (@10 mb) Abund.

In (1 mm) 115In(n,n’)115mIn 4.486 hr 336 (597) keV 336.24 keV 95.71 (45.9)

115In(n,g)116mIn 54.29 min Thermal+ 1293.56 95.7 (84.8)

115In(n,2n)114mIn 49.51 days 9.1 MeV (9.3 MeV) 190.27 95.7 (15.56)

Ni (1 mm) 58Ni(n,p)58gCo 70.86 days 0 (1.3) MeV 810.76 keV 68.08 (99.45)

58Ni(n,2n)57Ni 35.60 hr 12.4 (13.3) MeV 1.378 MeV 68.08 (81.7)

Al (1 mm) 27Al(n,p)27Mg 9.458 min 1.90 (4.2) MeV 843.76 keV 100 (71.8)

27Al(n,a)24Na 14.997 hr 3.25 (6.7) MeV 1368.63 keV 100 (99.99)

Au (10 mil) 197Au(n,g)198Au 2.694 days Thermal+ 411.8 keV 100 (95.62)

197Au(n,2n)196Au 6.1167 days 8.11 (8.3) MeV 355.7 keV1 100 (80.9)

Zr (1 mm) 90Zr(n,2n)89Zr 78.41 hr 12.1 (12.1) MeV 909.15 keV 51.45 (99.04)

information to the unfold process in the form of a realistic guess spectrum. An alternative
approach is to use detection systems that contain a more dynamic response. Liquid scintil-
lators are one approach to introduce more information to the unfold process, allowing the
removal of the realistic a priori spectrum requirement.

7.3 Liquid Scintillators
Scintillators are one of the oldest methods of detecting radiation, and several useful books
and papers have been written discussing their application [16, 109, 222]. Scintillators work
on the principle that incident radiation populates excited states in the molecule. The states
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Figure 7.3: Comparison of the light yield from electron and proton energy deposition in
NE-102 [109].

then depopulate via flourescence. These emitted photons can be collected and converted to
an electrical signal to allow for quantitative measurement of the energy deposited.

The relation between the deposited energy and the light output of the scintillator varies
by scintillator and is dependent on the particle depositing the energy, as shown in Fig-
ure 7.3. In Figure 7.3, electrons and protons are the primary energy deposition mechanism
from gamma and neutron interactions in the scintillator, respectively. The electron yield
is linear down to ∼100 keV, but the proton yield is nonlinear over a large energy range
[109]. Accurately expressing the relationship between the energy deposition and light yield
is crucial for unfolding the incident neutron flux and is described further in Subsection 7.3.2.

One drawback of liquid scintillators for the ETA application is their size. This limits their
employment to outside of the ETA, which eliminates the ability to measure the TN+PFNS
directly. However, they can measure the perturbed neutron field around the ETA, thereby
providing secondary and complementary experimental validation for the spectral shaping
performance of the ETA.
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Figure 7.4: Comparison of the delayed light emission fraction as a function of the type of
incident radiation [109].

Another drawback of liquid scintillators is their sensitivity to both neutron and gamma
radiation. This can limit the ability to measure the neutron spectrum in a mixed field such
as those present at NIF and the 88-Inch Cyclotron. A useful feature of some scintillators is
the ability to use a technique called pulse shape discrimination to separate out the neutron
and gamma responses.

7.3.1 Pulse Shape Discrimination
The vast majority of light emitted from scintillators has a characteristic decay time of a few
nanoseconds, but a longer lived component does exist with a decay time of a few hundred
nanoseconds. The fraction of the delayed component is dependent on the type of incident ra-
diation causing the initial excitation, as shown in Figure 7.4 [109]. Use of this information to
selectively remove certain particles from the data set is known as pulse shape discrimination
(PSD).

The most common method of PSD is the charge integration method. This method
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Figure 7.5: PSD plot using tail-to-total PSD method from Equation 7.17 for a EJ-309
detector.

develops a ratio of the tail-to-total integrated charge as the PSD parameter through

PSD =
´ gate2end
gate2start Q(t)dt´ gate1end
gate1start Q(t)dt

. (7.17)

Commonly, gate1start is set to the start of the pulse and gate1end = gate2end, but alternative
gating methodologies for Equation 7.17 can be used [39, 63, 103, 167]. Other approaches
include the application of Bayes’ Theorem [147], discrete wavelet transformation [236], zero-
crossing techniques [156], and pulse gradient analysis [7]. A typical PSD plot using the
charge integration method is shown in Figure 7.5.

The efficacy of different approaches and gates can be evaluated using a figure of merit
(FOM) defined as

FOM(E) = ∆Peak(E)
FWHMγ(E) + FWHMn(E) , (7.18)

where ∆Peak(E) is the distance in PSD parameter of the two peaks at a given deposition
energy and FWHMγ(E) and FWHMn(E) are the full width at half maximum of the gamma
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Figure 7.6: FOM for the starting gate time as a function of four different deposition energies
[167].

and neutron distributions, respectively [167]. An example outcome of the analysis using
Equation 7.18 is shown in Figure 7.6. The fact that the FOM is energy dependent also gives
rise to the idea that different PSD parameters for different energy regions might improve the
PSD performance, which has been shown in [66].

7.3.2 Light Response
One of the benefits of organic scintillators is a more robust set of unique response func-
tions that can be used to unfold the neutron energy spectrum. A sample set of EJ-309
response functions is shown in Figure 7.7. This diverse response provides significantly more
information to the unfolding problem than a set of activation foils.

The light yield response does not have the pedigree of dosimetry cross sections, and
quantifying the light response is a key component in analyzing the PHS for the purposes of
unfolding. As figure Figure 7.3 shows, the response for non-electron particles is nonlinear, and
models have been proposed to capture this nonlinearity [16, 158, 222]. However, these models
diverge significantly beyond the benchmark experimental data, as shown in Figure 7.8. This
divergence creates a lower neutron energy bound above the physical detection threshold.
Below the 1 MeV proton recoil threshold, the ability to accurately assess the incident neutron
flux spectra rapidly degrades.

Recent work at LBNL and UC-Berkeley has sought to address this limitation by driving
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(a) a) (b) b)

Figure 7.7: EJ-309 response as a function of incident neutron energies for a) discrete curves
from 0.7 to 5.5 MeV [65] and b) a complete normalized response matrix for 0-50 MeV neu-
trons.

the measured experimental light output down to a few hundred keV in proton recoil energy
[113]. This allows EJ-309 scintillators to be used as a complementary and independent
measurement of the ETA-generated neutron field at energies in the PFNS energy range.

7.3.3 HEPROW
HEPROW is written with unfolding experimentally measured PHS in mind, but it can be
used to unfold “few channel” methods such as Bonner spheres or foil activation results as
well [134, 135]. It contains several sub-modules that can be used for the manipulation of the
required input such as UMSPHW to convert measures PHS to HEPROW format, OPERAW
to combine and perform basic math operations on PHS and response files, RSPGW to
perform rebinning and Gaussian smearing of ideal response matrices, and FALTW to perform
the folding on the unfolded fluence with the response matrix to generate the comparison PHS.
The core of the code is formed by the GRAVELW, MEIKEW, and UFANAW programs,
which perform unfolding and error propagation [134].

GRAVELW is based on the methods from SAND-II, which are described in Section 7.1.
GRAVELW expands on the original SAND-II approach and incorporates weightings pro-
portional to the relative variances of the measured PHS bins into a logarithmic version of
Equation 7.51. An iterative approach is taken to minimizing χ2, which requires an initial
guess spectrum. Guesses close to the expected spectrum increase the convergence rate, but
uniform spectra can be used to avoid biasing the solution. The solution does depend on the

1The logarithm of the PHS values are taken to enforce the condition of positive flux.
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Figure 7.8: Comparison of 6 models and experimental data for EJ-309 light output as a
function of proton recoil energy [158].

initial guess, which makes the determination of the uncertainty difficult with the GRAVELW
code alone [134].

MIEKEW takes the unfolded GRAVELW spectrum and performs the uncertainty quan-
tification. It accomplished this through assessing the probability density of the GRAVELW
neutron spectrum unfold using Bayseian and Maximum Entropy inference methods and
Monte Carlo sampling to inform expectation values. The full math behind this approach is
laid out in several of the HEPRO papers [133, 134, 135, 136, 137].

UNFANAW was introduced to provide an analytical approach to uncertainty quantifi-
cation due to the run time requirements of the MIEKEW code [134]. However, modern
computers make the run times completely tractable2, so the more robust MIEKEW code
was used instead for this research.

This chapter outlined several approaches that could be used to measure the neutron en-
ergy spectrum for the ETA. Unfolding methods were determined to be the most appropriate
based on the lack of timing information, experimental limitations such as a limited sample
volume, and overall detection efficiencies. The foil activation and PHS unfolding methods

2MIEKEW run times were less than a minute for all problems considered.
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outlined in this chapter will be applied to the 88-Inch Cyclotron and NIF ETA validation
experiments in Chapter 8 and Chapter 9, respectively.
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Chapter 8

88-Inch Cyclotron Experimental
Validation

An experiment is a question which science poses to Nature, and a measurement
is the recording of Nature’s answer.

- Max Planck

Experiments for validation of the ETA were carried out 29-31 March, 2017 and 25-27
April, 2017 at the LBNL 88-Inch Cyclotron. The experimental goals were the validation of
the NIF ETA design’s spectral shaping capability and the testing of the neutron spectroscopy
techniques. Additional partial ETA measurements were taken to understand the impact
of nuclear data deficiencies on the ability to model the ETA performance. This chapter
describes an overview of the 88-Inch Cyclotron facility, the experiment set-up and procedures,
and modeling results of expected outcomes. Complete analysis of the results will be presented
in future publications.

8.1 Facility Overview
The 88-Inch Cyclotron is a variable energy, multi-particle cyclotron capable of accelerating
deuterons up to ∼65 MeV with maximum currents on the order of 10 µA. The Cave 0
beamline can be used to produce a collimated neutron beam through deuteron breakup.
The facility has experience with multiple breakup targets including beryllium (Be), titanium
(Ti), and tantalum (Ta). A schematic representation of the cyclotron vault and Cave 0 beam
line experimental facilities is shown in Figure 8.1.

Deuterons, with a neutron separation energy of 2.22 MeV, are weakly bound and will
produce neutrons via breakup in the Coulombic field of a heavier nucleus (elastic breakup),
proton stripping reactions (inelastic breakup), and pre-equilibrium and evaporation emission
from the excited compound nucleus formed by deuteron absorption [8, 32, 138, 220]. Each
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Figure 8.1: Schematic representation of the 88-Inch Cyclotron vault and beam line to Cave
0.
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production mechanism produces neutrons with different angular and energy distributions.
The elastic and inelastic breakup reactions result in neutron distributions that are highly
forward peaked with an average energy of

En = 1
2

(
Ed −

Ze2

Rbu

− εd
)
, (8.1)

where Rbu is the breakup radius, Ed is the energy of the deuteron, and εd is the Q value of
the reaction [32, 138].

Equation 8.1 describes the downward shift in the peak and average neutron energy with
increasing Z. The neutron distribution is less broad with increasing Z due to the higher
dE/dZ of the heavier target nucleus and the increasing relative fraction of the elastic channels
[32, 141, 233]. In contrast, the pre-equilibrium and evaporative emission channels will be
roughly isotropic and have energy distributions peaked at much lower energies based on the
characteristic temperature of the nucleus [110, 220, 233]. As the neutron emission angle
increases, the relative contribution of the pre-equilibrium and evaporative emission channels
increase, and the resulting energy distribution is far broader and less intense [124, 141, 220,
233].

This diversity in neutron spectra as a function of incoming deuteron energy, outgoing
angle, and the target enables the 88-Inch Cyclotron to be used to perform a variety of
neutron related experiments. For the ETA experiments, a beam was designed to have a
neutron spectrum that is well-characterized in the literature, peaked near 14.1 MeV, NIF-
relevant energies, and had as limited a high energy component as possible. The beam used
and experimental set-up for the ETA experiments at the 88-Inch Cyclotron are described in
the next section.

8.2 Experimental Procedures
For this experiment, 2H+ ions were accelerated to 33 MeV with currents ranging up to 12
µA. The deuteron beam was directed along the Cave 0 beam line and optically aligned
using a phosphor located in the Cave 01 beam box, as shown in Figure 8.1. A Faraday
cup located inside the cyclotron vault was outfitted with a 50 mm in diameter, 4-mm-thick
tantalum breakup target. The tantalum target is backed by a 14.5 mm thick copper cooling
assembly with a 38 mm diameter center cutout and an outer diameter of 101.5 mm. The
resulting neutrons and photons entering the experimental area were collimated by ∼3 m
of concrete and ∼1.5 m of sand bags encasing the beam pipe, producing a high-contrast,
open-air neutron beam in the experimental area [138].

The setup resulted in a neutron beam that peaked at ∼10 MeV, extended to ∼38 MeV,
and had ∼7% of the total fluence ≥ 20 MeV [141, 220]. The neutron intensity was ∼
2× 1010 n per µC per steradian at the breakup target and ∼ 3.5× 107 n per second at the
front face of the ETA. The neutron intensity from this configuration is over six orders of
magnitude less than the NIF fluence on the front ETA face from the configuration described
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Figure 8.2: Experimental configuration for the PHS measurements. In the figure, concrete
walls are red, sandbags are blue, lead walls are purple, and the air is pink. Det0 is oriented
along the Z-axis.

in Chapter 9, but longer run times at the 88-Inch Cyclotron can make up for some of this
difference.

A series of PHS and activation measurements were made from 25-27 April, 2017, and
the experimental configuration for each is described in detail in Section 8.3 and Section 8.4
below. The simulated results expected from these experiments are described in Section 8.5.
Additionally, a set of pulse-amplitude-time (PAT) PHS measurements were taken on 29-31
March. The experimental set-up is described in Subsection 8.3.1.

8.3 Pulse Height Spectroscopy Experiments
Two sets of PHS data sets were taken on 29-31 March and 25-27 April, 2017. Both mea-
surements had essentially the same experimental setup, which is shown in Figure 8.2. The
primary difference between the two experiments was the form in which the data were taken.
The 29-31 March experiment took PAT data, whereas the 25-27 April experiment took full
waveform (WF) data. Each data set contained a measurement of the 33 MeV deuteron on
Ta distribution with no ETA in place, a measurement with the full ETA in place (depicted
in Figure 8.2), and a series of measurements where the ETA was built-up component by
component. Due to slight differences, the exact locations of each detector and the ETA
are described in Subsection 8.3.1 and Subsection 8.3.2 for the 29-31 March and 25-27 April
experiments, respectively.
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Table 8.1: Locations of the EJ-309 detectors and ETA for the 29-31 March PHS experiments.
All measurements are relative to BLC in the Y and Z directions and the Cave 02 side of the
Cave 01/02 wall (540 cm from the Ta breakup target) in the X direction.

X [cm] Y [cm] Z [cm]

ETA 44.0 0 0
Det0 81.0 0 0
Det45 73.4 34.7 0
Det90 52.4 91.4 0

The open-source locations for all of the PHS calibration data, experimental data, beam
current monitor (BCM) files, and associated data taken during these experiments are de-
scribed in Appendix B.

8.3.1 29-31 March, 2017 Pulse-Amplitude-Time Data
During 29-31 March run, data were taken in PAT mode using the CAEN V1730 digital data
acquisition (DAQ) system and EJ-309 organic liquid scintillators. The 2-inch right circular
cylinder (RCC) EJ-309 detectors with Hamamatsu H1949-50 photo-multiplier tubes (PMTs)
were placed at beam line center (BLC), ∼45°, and 90° and are referred to as Det0, Det45, and
Det90, respectively. The locations of the three detectors and the ETA for this experiment
are listed in Table 8.1. The ETA and detectors were placed using lasers aligned to BLC,
and the measurements were made relative to the Cave 02 side of the Cave 01/02 wall and
BLC. This side of the wall is 540 cm from the breakup target located in the vault as shown
in Figure 8.1. For the detectors, the distance measured is to the center of the face. Det0 is
aligned along the Z-axis and with the edge of the face touching BLC in the Z-direction. All
measurements have a precision of +−0.2 cm.

The detectors were connected through a junction box in Cave 02 to the CAEN Model
V1730 DAQ and CAEN 4 channel programmable high voltage (HV) power supply. The DAQ
and HV supply were housed in CAEN NV8020 nuclear instrumentation module (NIM) crate
powered by a CAEN N8315 power supply and connected to a workstation using a CAEN
Model V1718 bridge. The connection ports and bias settings are described in Table 8.2.

In PAT mode, the CAEN Digital Pulse Processing for Pulse Shape Discrimination (DPP-
PSD) software was used to perform pile-up rejection (PUR) and PSD. The PUR algorithm
looks for a peak-valley-peak condition that exceeds a user-specified PUR-GAP, as shown in
Figure 8.3. The PSD algorithm uses the tail-to-total method described in Subsection 7.3.1.

For these experiments, the trigger threshold was set to 50 LSB with a charge sensitivity
of 20 fC/LSB corresponding to a minimum pulse amplitude of 1pC. The PUR-GAP was set
to 30 LSB. The DPP-DSP software was set to record 992 ns traces with a pre-trigger of 240
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Table 8.2: Connection ports and bias settings for the EJ-309 cabling.

Detector PMT Junction Junction HV Bias DAQ
Data Out Data HV Ch # [V] Ch #

Det0 A1 30 50 (HV1) 0 1235 0
Det45 A1 31 51 (HV2) 1 1250 2
Det90 A1 32 52 (HV3) 2 1250 4

Figure 8.3: PUR algorithm implemented in the DPP-PSD software [29]. For the PAT data
sets, a threshold of 50 LSB and a PUR-GAP of 30 LSB was used [29].
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Figure 8.4: Diagram relating the DPP-PSD parameters [29].

ns. The PSD parameters were set to have a short gate of 36 ns and a long gate of 300 ns
with a gate offset of 12 ns. The DC offset was set to -47 to ensure a full dynamic range of 2
V peak-to-peak. The baseline was calculated using a moving average over a 2048 ns window.
The relationships between these signal processing parameters are illustrated in Figure 8.4.

Calibrations were performed using the 4.439 MeV AmBe (from the 9Be(α,n) reaction),
1173 and 1332 keV 60Co, and 661 keV 137Cs lines. Additionally, background data was taken
with each of the three calibration data sets described in Table 8.3. The first calibration data
set was taken during beam tuning and had bias settings of 1190, 1220, and 1220 V for Det0,
Det 45, and Det90, respectively. Once the beam was tuned, the 33 MeV deuteron breakup
on Ta source was used to adjust the bias to ensure the largest signals observed covered the
full dynamic range without clipping. The adjusted gain settings are shown in Table 8.2, and
a second calibration data set was taken prior to the series of PHS measurements. After the
series of PHS measurements, a third calibration data set was taken. The second and third
calibration data sets can be used to test for gain drift during the experiment.

After the second calibration data set, a series of PAT measurements was taken, as de-
scribed in Table 8.4. Each of these measurements was 15-20 minutes, with total event rates
of ∼50-60 kHz between all three detectors and ≤1% pile-up in each. The first source run
without the ETA (33MeVTa_001_ls_[ch#].dat) was done with an unstable beam. The
beam would fail after ∼45 sec due to a current limit on the inflector. This issue was fixed for
the remaining data sets. The first run with tungsten (ETA_W_001_ls_[ch#].dat) was done
with Valve 0 in place, and the second run (ETA_W_002_ls_[ch#].dat) was done without
resetting the current integrator. None of these data sets should not be used for analysis.
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Table 8.3: Calibration data sets taken during the 29-31 March PHS experiments. [src] is the
name of the source (i.e. Co60) and [ch#] is the channel number from Table 8.2.

Cal # Collection Time File Names Note

1 30 min [src]_001_ls_[ch#].dat Pre-beam
2 5 min [src]_002_ls_[ch#].dat Gains modified; pre-experiment
3 5 min [src]_003_ls_[ch#].dat Post-experiment

Table 8.4: Description of the experimental data sets for the 29-31 March PHS measurements
of the beam and ETA modified spectra.

Measurement Run Beam Integrated File Names
Time Current Current

Source w/o ETA 15m 18s ∼140 nA 115.0 µC 33MeVTa_002_ls_[ch#].dat
+ ETA case 19m 55s ∼150 nA 166.2 µC ETA_Case_001_ls_[ch#].dat
+ Tungsten 12m 16s ∼550 nA 373.2 µC ETA_W_003_ls_[ch#].dat
+ Bismuth 14m 43s ∼1.8 µA 1442 µC ETA_Bi_001_ls_[ch#].dat
+ Praseodymium 16m 33s ∼1.8 µA 1572 µC ETA_Pr_001_ls_[ch#].dat
+ Boron Carbide 14m 52s ∼3.5 µA 2976 µC ETA_B4C_001_ls_[ch#].dat
+ Silicon 17m 42s ∼4.0 µA 3828 µC ETA_Si_001_ls_[ch#].dat

8.3.2 25-27 April, 2017 Waveform Data
During 25-27 April run, data were taken in full WF mode using the CAEN V1730 DAQ
and EJ-309 organic liquid scintillators. The 2-inch RCC EJ-309 detectors with Hamamatsu
H1949-50 PMTs were placed at BLC, ∼45°, and 90°. The locations of the three detectors
and the ETA for this experiment are listed in Table 8.5. The ETA and detectors were placed
using lasers aligned to BLC, and the measurements were made relative to the Cave 02 side
of the Cave 01/02 wall and BLC. This side of the wall is 540 cm from the breakup target
located in the vault as shown in Figure 8.1. For the detectors, the distance measured is to
the center of the face. Det0 is aligned along the Z-axis and with the edge of the face 2.2 cm
from BLC in the Z-direction due to a misalignment. All measurements have a precision of
+−0.2 cm.

The detectors were connected through a junction box in Cave 02 to the CAEN Model
V1730 DAQ and CAEN 4 channel programmable HV power supply. The DAQ and HV
supply were housed in CAEN NV8020 NIM crate powered by a CAEN N8315 power supply
and connected to a workstation using a CAEN Model V1718 bridge. The connection ports
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Table 8.5: Locations of the EJ-309 detectors and ETA for the 25-27 April PHS experiments.
All measurements are relative to BLC in the Y and Z directions and the Cave 02 side of the
Cave 01/02 wall (540 cm from the Ta breakup target) in the X direction.

X [cm] Y [cm] Z [cm]

ETA 44.0 0 0
Det0 81.0 0 2.2
Det45 73.4 34.7 0
Det90 52.4 91.4 0

Table 8.6: Connection ports and bias settings for the 25-27 April PHS experiments.

Detector PMT Junction Junction HV Bias DAQ
Data Out Data HV Ch # [V] Ch #

Det0 A1 30 50 (HV1) 0 1235 0
Det45 A1 31 51 (HV2) 1 1250 2
Det90 A1 32 52 (HV3) 2 1250 4
Beam RF N/A 39 N/A N/A N/A 14

and bias settings are described in Table 8.6.
In WF mode, the CAEN Digital Pulse Processing for Pulse Shape Discrimination (DPP-

PSD) firmware was used only to trigger the DAQ and record the WF. The trigger threshold
was set to 50 LSB with a charge sensitivity of 20 fC/LSB corresponding to a minimum pulse
amplitude of 1pC. The DPP-DSP software was set to record 496 ns traces with a gate offset
of 40 ns. The DC offset was set to -47 to ensure a full dynamic range of 2 V peak-to-peak.

Calibrations were performed using the 4.439 MeV AmBe (from the 9Be(α,n) reaction),
1173 and 1332 keV 60Co, and 661 keV 137Cs lines. Additionally, background data was taken
with each of the three calibration data sets described in Table 8.7. The first calibration data
set was taken with a gate offset of 12 ns, which was too short for proper baseline estimation.
A second calibration data set was taken prior to the series of PHS measurements using a 40
ns gate offset. Once the beam was tuned, the 33 MeV deuteron breakup on Ta source was
used to ensure the largest signals observed covered the full dynamic range without clipping.
After the series of PHS measurements, a third calibration data set was taken. The second
and third calibration data sets can be used to test for gain drift during the experiment.

After the second calibration data set, a series of WF measurements were taken as de-
scribed in Table 8.8. Each of these measurements was ∼30 minutes long, with total transfer
rates of ∼20 MB/s between all three detectors and ≤1% pile-up in each. A second source
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Table 8.7: Calibration data sets taken during the WF PHS experiments conducted 25-27
April, 2017. [src] is the name of the source (i.e. Co60), [f#] is the auto-incriminating file
number, and [ch#] is the channel numbers from Table 8.6.

Cal # Collection Time File Names Note

1 5-15 min [src]_001.[f#].[ch#].root Pre-beam
2 5-15 min [src]_002.[f#].[ch#].root Gate off modified; pre-experiment
3 5-10 min [src]_003.[f#].[ch#].root Post-experiment

Table 8.8: Description of the 25-27 April, 2017 experiments run for the WF PHS data
measurements of the beam and ETA modified spectra.

Measurement Run Beam Integrated File Names
Time Current Current

Source w/o ETA 29m 43s ∼50 nA 79.98 µC CleanBeam_001.[f#].[ch#].root
+ ETA case 31m 53s ∼50 nA 90.66 µC Case_001.[f#].[ch#].root
+ Tungsten 28m 26s ∼150 nA 232.6 µC W_001.[f#].[ch#].root
+ Bismuth 33m 29s ∼650 nA 1212 µC Bi_001.[f#].[ch#].root
+ Silicon 45m 27s ∼800 nA 1970 µC Si_001.[f#].[ch#].root
+ Praseodymium 26m 23s ∼1.0 µA 1522 µC Pr_001.[f#].[ch#].root
+ Boron Carbide 30m 56s ∼2.0 µA 3530 µC B4C_001.[f#].[ch#].root
Source w/o ETA 29m 39s ∼100 nA 156.6 µC CleanBeam_002.[f#].[ch#].root

measurement was taken due to the high background rates at the beginning of the WF PHS
run from the previous normalization activation foil run (see Section 8.4).

PAT Data

Two PAT data sets were taken during the 25-27 April experiments to allow the WF data
from this experiment to be related to the previous 29-31 March data set. These were taken
with the same setup and settings described in Subsection 8.3.1, with the exception that
the detectors were arranged as shown in Table 8.5. The calibration data sets for these
measurements are shown in Table 8.9, and the data sets are shown in Table 8.10.
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Table 8.9: Calibration data sets taken during the PAT PHS experiments conducted from 25-
27 April, 2017. [src] is the name of the source (i.e. Co60) and [ch#] is the channel numbers
from Table 8.2.

Cal # Collection Time File Names Note

1 5-10 min [src]_001_ls_[ch#].dat Pre-experiment
3 5-10 min [src]_003_ls_[ch#].dat Post-experiment

Table 8.10: Description of the 25-27 April experiments run for the PAT PHS measurements
of the beam and ETA modified spectra.

Measurement Run Beam Integrated File Names
Time Current Current

Source w/o ETA 26m 17s ∼100 nA 145.8 µC CleanBeam_002_ls_[ch#].dat
Full ETA 27m 03s ∼2.0 µA 2970 µC ETA_001_ls_[ch#].dat

8.4 Neutron Activation Experiments
Neutron activation data were taken during the 25-27 April, 2017 88-Inch Cyclotron experi-
ments to measure both the source and the ETA modified spectra. The general experimental
set-up is the same as described in Section 8.2, and the specific foil locations for each irradia-
tion are described in Subsection 8.4.1, Subsection 8.4.2, and Subsection 8.4.3 for each of the
activation experiments.

Counting of the foils was conducted using the 88-Inch Cyclotron counting lab’s Ortec
HPGe GMX-50220-S detector (Det02) with GammaVision spectroscopy software. Efficiency
calibration data were taken at positions 1 cm, 5 cm, 10 cm, and 18 cm from the detector
surface using the following sources and lines: 137Cs (661.657 keV), 60Co (1173.23 and 1332.49
keV), 241Am (59.54 keV), 133Ba (80.998, 276.40, 302.45, and 356.01 keV), and 152Eu (121.70,
244.70, 344.29, 778.90, 964.06, 1085.837, 1112.08, and 1408.01 keV). The calibration source
data are listed in Table 8.11. Additionally, 88Y (392.87 and 1836.063 keV) and 88Zr (898.042
keV) were used for energy-only calibration lines.

Three sets of activation foils were irradiated during this experiment. The first set, de-
scribed in Subsection 8.4.1, was irradiated to provide geometry and coincidence summing
correction factors. The second foil set, described in Subsection 8.4.2, was irradiated to mea-
sure the source spectrum. The third foil set, described in Subsection 8.4.3, was irradiated in
the ETA sample cavity to measure the ETA modified spectrum. The open-source location
of the calibrations, data, and BCM files are described in Appendix B. For post-irradiation
decay purposes, it should be noted that the BCM time stamp is 71 +− 2 seconds ahead of
the GammaVision time stamps.
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Table 8.11: Calibration sources used for the efficiency and energy calibrations.

Source Initial Relative Initial Half-life
Activity [µCi] Uncertainty [%] Date [s]

241Am 10.3 1.165 01Jan1970 1.3644E+10
152Eu 1.062 1.165 01Jan2009 4.2633E+8
60Co 1.007 1.165 01Jan2009 1.6634E+8
137Cs 1.0042 1.165 01Jan2009 9.4872E+8
133Ba 1.078 1.165 01Jan2009 3.3274E+8

For the source and ETA foils, several of the activation products will have contributions
from channels other than the primary channel of interest indicated in Subsection 8.4.2 and
Subsection 8.4.3. The contributions from other channels are due to the broad nature of the 33
MeV deuteron breakup source that extends to ∼38 MeV. These cross-channel contributions
can be problematic as nuclear data generally do not exist to deconvolve the results. The
activation products affected are:

1. 57Ni Product: In addition to the desired 58Ni(n,2n) channel, there will be contribu-
tions from the 60Ni(n,4n), threshold 33.15 MeV, channel.

2. 58Co Product: In addition to the desired 58Ni(n,p) channel, there will be contributions
from the 60Ni(n,2np), threshold 20.32 MeV, and 61Ni(n,3np), threshold 28.27 MeV,
channels.

3. 89Zr Product: In addition to the desired 90Zr(n,2n) channel, there will be contribu-
tions from the 91Zr(n,3n), threshold 19.38 MeV, and 92Zr(n,4n), threshold 28.80 MeV,
channels.

8.4.1 Normalization Foils
To correct for geometry and coincident summing, a normalization foil pack was used to
generate data for the double ratio method described in Section 7.2. The foil pack was
irradiated for 16 min at ∼8 µA in the Cave 01 beam line using a beryllium target plunged
into the Cave 01 beam box. The foil pack was attached directly to the face of the beam
box at BLC. Since the double ratio method is independent of the measured spectrum, this
approach allowed for a quick, uniform irradiation with a high foil activity. However, this
approach also activated Cave 01 and 02, causing later issues for the PHS measurements.

Each foil used in the measurement of the source or ETA spectra had an analog to correct
for both geometry and coincidence summing. When possible, foils of the same elemental
composition and size were used, but this was not possible for the HEU and gold (Au)
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Table 8.12: Normalization foil characteristics.
Foil Diameter Uncertainty Thickness Uncertainty Weight Uncertainty Density Elemental

[cm] [cm] [mm] [mm] [g] [g] [g cm−3] Purity

Zr1 49.95 0.05 1.000 0.002 13.217 0.002 6.74 0.9885
Ni1 49.95 0.05 1.040 0.005 17.335 0.002 8.51 0.9898
In1 49.8 0.2 1.050 0.025 14.461 0.002 7.07 0.99999
Au1 - - 0.028 0.002 0.278 0.002 - -
Du1 - - 0.487 0.010 1.559 0.002 - -
Al1a 50.05 0.10 1.020 0.005 5.324 0.002 2.65 0.99999
Al1b 13.5 0.2 1.13 0.01 0.363 0.002 2.24 -

foils. Foil Al1b (shop aluminum of unknown purity) was used to provide the geometry
correction for the HEU foil. A depleted uranium (DU) foil was used for the HEU coincidence
summing corrections. The 336 keV line from the In1 foil can be used to determine the
Au geometry correction factor, and the Au1 foil can be used to determine the coincidence
summing correction factors. The foil characteristics are described in Table 8.12. Au1 and
Du1 were both irregularly shaped and of unknown purity. Each foil was counted at 1 cm, 5
cm, and 18 cm from the detector surface.

8.4.2 Source Spectrum Foils
A second foil pack was used to measure the source spectrum through activation analysis
and unfolding, as described in Section 7.1 and Section 7.2, respectively. The foil pack was
irradiated for 2 hr 11 min 1 sec at ∼8.5 µA for a total integrated current of 64.32 mC. The
foils were suspended by fishing line in a small pastic bag in Cave 02 at the same location
that they would be inside the ETA. This corresponded to a coordinate location of (58.6 cm,
0 cm, 0 cm) measured from the Cave 02 side of the Cave 01/02 wall in the X direction and
BLC for the Y and Z directions.

The foil characteristics are described in Table 8.13. The reaction channels considered
for this experiment were described in Table 7.1. Each foil was counted at 1 cm until 10,000
counts were achieved in the peaks associated with each reaction channel. For post-irradiation
decay purposes, it should be noted that the BCM time stamp is 71 +− 2 seconds ahead of
the GammaVision time stamps.

8.4.3 ETA Spectrum Foils
A third foil pack was used to measure the ETA modified spectrum through activation analysis
and unfolding, as described in Section 7.1 and Section 7.2, respectively. The foil pack was
irradiated for 19 hr 30 min at ∼12.0 µA for a total integrated current of 760.34 mC. The foils
were placed in the sample irradiation cavity located in the ETA irradiation drawer shown in
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Table 8.13: Source spectrum foil characteristics.

Foil Diameter Uncertainty Thickness Uncertainty Weight Uncertainty Density Elemental
[cm] [cm] [mm] [mm] [g] [g] [g cm−3] Purity

Zr2 49.90 0.05 1.036 0.002 13.189 0.002 6.51 0.9885
In2 50.15 0.10 1.021 0.005 14.326 0.002 7.10 0.99999
Ni2 49.50 0.10 1.000 0.003 16.934 0.002 8.80 0.9898
Au2 49.35 0.10 0.094 0.003 3.298 0.002 18.34 0.999
Al2 50.00 0.10 1.013 0.003 5.306 0.002 2.67 0.99999

Table 8.14: ETA spectrum foil characteristics.

Foil Diameter Uncertainty Thickness Uncertainty Weight Uncertainty Density Elemental
[cm] [cm] [mm] [mm] [g] [g] [g cm−3] Purity

Zr3 49.93 0.05 1.037 0.002 13.152 0.002 6.48 0.9885
In3 50.05 0.10 1.026 0.010 14.47 0.002 7.17 0.99999
Ni3 49.85 0.10 1.003 0.003 17.267 0.002 8.82 0.9898
Au3 49.35 0.10 0.100 0.003 3.542 0.002 18.52 0.999
Al3 49.96 0.10 1.010 0.005 5.284 0.002 2.67 0.99999
HEU 12.70 0.05 0.49 0.02 1.167 0.004 18.70 0.9315

Figure 6.15. This corresponded to a coordinate location of (58.6 cm, 0 cm, 0 cm) measured
from the Cave 02 side of the Cave 01/02 wall in the X direction and BLC for the Y and Z
directions.

The foil characteristics are described in Table 8.14. The reaction channels considered for
this experiment were described in Table 7.1. Each foil was counted at 1 cm until 10,000
counts were achieved in the peaks associated with each reaction channel. The HEU foil pack
was counted at 1 and 5 cm over the course of two weeks in count increments ranging from
6-24 hours. For post-irradiation decay purposes, it should be noted that the BCM time
stamp is 71 +− 2 sec ahead of the GammaVision time stamps.

8.5 Simulated Results
MCNP simulations of the experimental setup were performed for experiment planning pur-
poses. In future analyses of the experimental data, these modeled results will be used to
interpret the data. These models closely represent the final, as-built ETA and experimental
configuration. A horizontal slice of the model through BLC is shown in Figure 8.2, and
a vertical slice though BLC is shown in Figure 8.5. Both models depict the setup for the
PHS measurements. A separate model, without the three EJ-309 detectors, was used for the
activation measurements. The full models, including all inputs and outputs, for each set-up
are available as described in Appendix B.
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Figure 8.5: Experimental configuration for the PHS measurements. In the figure, concrete
walls are red, sandbags are blue, lead walls are purple, and the air is pink.

Given that the ETA was designed for the NIF source spectrum, the ETA modified spec-
trum using the 88-Inch Cyclotron is not expected to reproduce the TN+PFNS spectrum.
The ETA shaped spectrum using the 88-Inch Cyclotron 33 MeV deuteron breakup on Ta
source is shown in comparison with the source spectrum in Figure 8.6. While the ETA
modified result differs from the desired TN+PFNS, it does exhibit some similarities in that
it has a Watt-like portion and a peak near 10 MeV. The thermalization is higher due to the
increase in “room return” neutrons.

The activation model was used to determine the activation rates to develop experimental
run times and count plans. The simulated results are listed in Table 8.15 for the source
spectrum measurements and Table 8.16 for the ETA modified spectrum measurements. The
(n,γ) results for the source foil are artificially depressed due to the use of the Meulders
spectrum, which does not measure below 2 MeV, as the starting source for the model.
The activation rates in Table 8.15 and Table 8.16 do not capture the contributes from
other channels to the 57Ni, 58Co, and 89Zr activation products. The results of the HEU foil
irradiation with the ETA modified spectrum are shown in Table 8.17. The decreased fluence
delivered and lack of radio-chemistry will make it difficult to measure non-peak products
with any reasonable statistics.

The modeled source spectrum for the results presented was determined through transport
of the Meulders 33 MeV deuteron breakup on Ta spectrum through the Cave 0 geometry
shown in Figure 8.2 [141]. The model captures the first five degrees of the source from BLC,
and simulations showed that neutrons emitted at angles greater than five degrees from BLC
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Figure 8.6: Comparison of the initial 33 MeV deuteron breakup on Ta source and the ETA
modified spectrum.

Table 8.15: Predicted reactions product yields from foils exposed to 33 MeV deutron breakup
on Ta source spectrum with 64.32 mC of integrated current.

Foil Reaction A0 [Bq]

Aluminum 27Al(n,α)27Mg 261.5 +− 2.5
27Al(n,p)27Mg 1359.8 +− 11.7

Nickel 58Ni(n,2n)57Ni 22.2 +− 0.3
58Ni(n,p)58Co 20.1 +− 0.2

Zirconium 90Zr(n,2n)89Zr 76.2 +− 1.1
Indium 115In(n,n’)115mIn 815.5 +− 6.7

115In(n,γ)116mIn 366.8 +− 4.4
Gold 197Au(n,2n)196Au 31.4 +− 0.3

197Au(n,γ)198Au 1.5 +− 0.1
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Table 8.16: Predicted reactions product yields from foils exposed to the ETA modified 33
MeV deutron breakup on Ta source spectrum with 760.34 mC of integrated current.

Foil Reaction A0 [Bq]

Aluminum 27Al(n,α)27Mg 360.4 +− 1.3
27Al(n,p)27Mg 311.9 +− 0.9

Nickel 58Ni(n,2n)57Ni 43.7 +− 0.2
58Ni(n,p)58Co 46.7 +− 0.1

Zirconium 90Zr(n,2n)89Zr 162.0 +− 0.8
Indium 115In(n,n’)115mIn 1131.2 +− 2.4

115In(n,γ)116mIn 1765.6 +− 3.4
Gold 197Au(n,2n)196Au 62.0 +− 0.2

197Au(n,γ)198Au 47.6 +− 0.1

Table 8.17: Predicted fission product activity from a 93.15% 235U HEU foil exposed to the
ETA modified 33 MeV deutron breakup on Ta source spectrum with 760.34 mC of integrated
current.

FP A0 [Bq]
95
40Zr 0.37 +− 0.01
97
40Zr 24.32 +− 0.24
111
47 Ag 0.015 +− 0.001
115
48 Cd 0.012 +− 0.001
133
53 I 23.71 +− 0.24
140
56 Ba 0.73 +− 0.01
147
60 Nd 0.36 +− 0.01
151
61 Pm 0.39 +− 0.01
153
62 Sm 0.14 +− 0.01
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are negligible given the small solid angle subtended by the ETA. The model assumes no
extrapolation of the Meulders spectrum to zero at high or low energies. Finally, the model
does not include transport through the target geometry.

The Meulders source spectrum is sufficient for the simulations for experimental planning
purposes, but it will be insufficient for comparison with experimental results for several
reasons. First, Meulders’ measurement does not have error bars. Comparison of other
measured deuteron breakup spectra have shown Meulders to be consistently high in the tail
of the distribution. Without error bars, it is difficult to quantify experimental and model
correlation if Meulders is used as the starting source. Second, Meulders has a minimum
measured energy of 2 MeV, thereby producing an artificially depressed flux below 2 MeV in
the models. Since the measured PHS data goes down to ∼1 MeV and the activation data
to thermal, the 2 MeV source neutron cutoff is insufficient to model these results. Finally,
Meulders experimental set-up and target is different than the set-up and target used for
these experiments 1 [141].

Alternatively, the Meulders spectra can be used to gain confidence in the PHS and
activation measurements of the source spectrum. Once measured, these can be incorporated
into the model as the source term and transported through the ETA PHS and activation
models to update the ETA results. This effort is underway, but is not complete as of the
time of this writing.

1The experimental differences could be “reverse-engineered” to modify the spectrum to match this ex-
periment and target if required, but all of the other issues would remain.
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Chapter 9

NIF Design of Experiment

No amount of experimentation can ever prove me right; a single experiment can
prove me wrong.

- Albert Einstein

This research proposed to address the TNF synthetic debris gap through the development
of an experimental ETA platform at NIF. While no NIF experiment was conducted during
the course of this research, an experimental plan was developed, coordinated with LLNL, and
proposed to the NIF National Security Applications (NSA) call for proposals. This chapter
describes the NIF facility and its unique capabilities with respect to this experiment, the
proposed experiment configuration, and the modeled results expected from the ETA design
developed by Coeus.

9.1 Facility Overview
The bulk of the NIF facility is dedicated to amplifying the seed pulses from a nJ up to a few
MJ by the time they reach the NIF target chamber (TC). All 192 beams arriving at the TC
are frequency shifted 3ω from infrared to ultraviolet light before arriving at target chamber
center (TCC) [123]. The 192 laser beams with a pulse width ranging from ∼2 - ∼20 nsec
are delivered to the ∼2 mm target capsule housed inside of a 9.425 x 5.75 mm, high-Z (often
gold) hohlraum held cryogenically at 18-20 K located at TCC. The laser drive strikes the
hohlraum walls, creating x-rays that compress the target to densities greater than 1000 g
cm−3 and temperatures approaching 100 million K [96, 123]. This causes the D-T fuel in
the target to fuse1, resulting in the release of 1014-1016 neutrons in a pulse that is only tens
of picoseconds wide [123]. This intense pulse of neutrons is necessary for time-dependent
nuclear effects and reaction histories.

1Target compositions and design vary significantly, but the fuel is generally a combination of deuterium
and tritium.
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Figure 9.1: NIF holhraum configuration for shot N130927 [96, 123].

Figure 9.1 shows the experimental configuration for NIF shot 130927, one of the shots
used to derive the NIF source term for this research. Shown in Figure 9.1 is the hohlraum
configuration with the laser entrance holes, the NIF target capsule configuration, comparison
of the drive for the high-yield “high foot” campaign vs the previous “low foot” series of shots,
and the location of two of the diagnostic instrument manipulators (DIMs) that could be
utilized to field the ETA.

While there are several permutations of experimental configurations on NIF, only the
representative details of the high yield shots relevant to this research were presented. The
highest yield shots as of 2017 were from the the high-foot campaign. Of these, NIF shots
130927 and 140520 were selected as the basis for the NIF spectrum used in this research.
Shot 140520 was shown in Figure 2.7 and compared with the desired final TN+PFNS. This
figure is repeated in Figure 9.2 for clarity.

For many TN+PFNS applications, including the generation of synthetic debris and FPs,
reaction rates and/or products generated in a neutron irradiated sample are dependent on
the temporal (for second order reactions or reaction products with short half-lives) as well
as the spectral distributions of the source neutrons. For these applications, NIF provides a
unique starting source for spectral modification because of the significant fluence of neutrons,
∼1016, delivered in ∼200 picoseconds with the hard D-T fusion spectrum shown in Figure 9.2
[96, 123].
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Figure 9.2: Comparison of the normalized NIF Shot 140520 vs the objective TN+PFNS [35].

Other sources with similar spectral characteristics, such as OMEGA, are at least two
orders of magnitude lower in total neutron output [33, 73]. Using a source like OMEGA
would result in a corresponding ∼two order of magnitude increase in the fissionable foil mass
needed to achieve the number of fissions required for radio-chemistry. This mass increase
alone would make the experiment un-executable.

Additionally, the D-T fusion end-point energy matches the end-point energy characteristic
of the TN+PFNS, thereby allowing for spectral modification techniques to be pursued. This
characteristic end-point can also be achieved using other D-T fusion sources, but the down-
scatter associated with NIF is significantly lower than comparable sources due to the low
mass of the target and hohlraum. The neutrons leaving the hohlraum then encounter a
10 m diameter evacuated TC with 10 cm thick aluminum walls surrounded by 0.3 m of
borated concrete, which minimize additional thermalization and “room return” neutrons
[123]. Having lower down-scatter and “room return” results in a minimized thermal and epi-
thermal background, which allows for spectral shaping and moderation without exceeding the
TN+PFNS at the thermal and epi-thermal energies. The D-T fusion end-point energy also
eliminates any higher energy neutron component of the spectrum. White neutron sources,
such as deuteron breakup at the 88-Inch Cyclotron, will have higher energy components that
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can be extremely difficult to remove.
Further, it is not possible to replicate NIF’s timescale for the neutron output in com-

bination with the level of neutron fluence at other facilities. For the purposes of the pro-
posed experiment, the NIF source is essentially instantaneous with respect to the creation
of fission and/or reaction products. In one pulse, NIF can deliver the number of neutrons
required to create enough fission and reaction products for radio-chemistry and to achieve
statistically-significant results. For the few pulsed facilities that exist with a spectrum and
timing characteristics similar to NIF, such as the OMEGA laser, they lack the required flu-
ence by at least two orders of magnitude. Other continuous or semi-continuous sources, such
as cyclotrons, lack a suitable starting neutron spectrum and have a significantly lower flux.
Therefore, they require longer irradiations, resulting in competing and alternate in-growth
and decay channels.

A final motivation for using NIF is access to world-class radio-chemistry facilities at the
same site. This provides a great benefit over other comparable facilities in that the samples
can be transported and analyzed in hours instead of days. The short time frame preserves
a greater fraction of the fission and reaction products created for analysis, which greatly
expands the applications and measurements that can be made for short-lived fission and
reaction products.

9.2 Experimental Configuration
This experiment is designed to be executed using existing NIF capabilities and proven shot
configurations. In general, the primary facility configuration considerations are related to
maximizing the neutron fluence (1015 neutrons in 4π minimum) seen by the energy tuning
assembly (ETA). The high neutron output is necessary to account for geometric attenuation,
out-scattering, and parasitic absorption that will occur in the target chamber (TC), diagnos-
tics instrument manipulator (DIM), and ETA. Lower neutron outputs risk: a) not meeting
the minimum number of reactions required for the radio-chemical separations and/or gamma
spectroscopy measurements or b) increasing the uncertainty in the fission yields, reaction
products, and neutron spectrum measurements, thereby limiting the quality of the data
gathered.

Two proposed configurations are described in the following sections. Both are exist-
ing NIF capabilities. For simplicity and consistency, the same configuration used in shot
Fa_Diag_CSym_HDC_S01 N160831-003 is reffered to as C1. The configuration that is
similar to the N160717-001 I_Stag_SymCDT_BigFoot_S02a shot is referred to as C2.

While the ETA experiment could be fielded as a “ride-along”, practical considerations
make this unlikely for several reasons. First, the experiment requires complete use of the
90-78 DIM as described in Subsection 9.2.3. DIM 90-78 is typically used to field an x-ray
imager and pinholes for a separate, higher-fidelity x-ray imager for implosion diagnostics.
Substitution of the ETA as a “ride-along” would remove the primary method used to measure
the quality of the implosion, a necessary diagnostic for many high yield shots. Second, a
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dedicated shot enables priority access to the irradiated foils, something that may conflict
with other objectives on a “ride-along” shot. Third, other experiments that contribute
additional mass to the chamber or target can result in additional undesirable moderation of
the spectrum or a lower fluence of neutrons seen by the ETA. Finally, there is concern about
interference on other diagnostics due to the location and size of the ETA (described further
in Subsection 9.2.3 and Section 9.3) [99].

9.2.1 Laser Configuration
C1 uses a drive of 192 lasers with a 6.5 ns high density carbon (HDC) subscale symcap pulse
shape, 30 kJ/inner beam, 27 kJ/outer beam, and 408 TW total peak power. It uses standard
phase plates, and no backlighter beams are required.

C2 uses a drive of 192 lasers with a 6.0-6.5 ns Bigfoot subscale symcap pulse shape, 22.1
kJ/beam, and 6.24 TW peakpower/beam. It uses standard phase plates, and no backlighter
beams are required.

9.2.2 Target
C1 uses a gold hohlraum with a 5.75 mm diameter, 10.13 mm length, and a 3.37 mm light
entry hole (LEH) diameter. The capsule is a D-T filled, undoped HDC with a 80 µm ablator
thickness.

C2 uses a gold hohlraum with a 5.40 mm diameter, 10.13 mm length, and a 3.45 mm
light entry hole (LEH) diameter. The capsule is a D-T filled, Tungsten-doped HDC with a
64 µm ablator thickness.

9.2.3 Primary Diagnostics
ETA is designed to be fielded as a snout replacement for a diagnostic load package (DLP)
mounted on the 90-78 DIM. The 90-78 DIM is required as it provides the closest possible
approach to target chamber center (TCC) while maintaining the beam and TARPOS/CRYO-
TARPOS clearances. A close approach to TCC is necessary to maximize the neutron fluence
seen by the experiment and reduce the capsule neutron output required2. Initial calcu-
lations show that the tip of the ETA can be placed at ∼ 75 mm from TCC [99]. The
remaining requirements and experimental design are based on this assumption coupled with
a 1015 neutron output.

The ETA is a passive standalone package and requires no power or modifications to
existing diagnostic capabilities at NIF. However, the experiment will need the full neutron
time of flight (nTOF) suite, Nuclear Activation Diagnostic System (NADS), Neutron Imaging
System (NIS), and Magnetic Recoil Spectrometer (MRS) to measure the source term seen

2Refer to Subsection 2.3.1 for the full analysis of the DIMs and the competing factors.
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Figure 9.3: NIF ETA design.

by the ETA. Verification of the source term is required to calibrate the expected ETA output
as this will vary based on the input spectrum.

No on-line DIM diagnostics are required for this experiment, but the experiment will
require use of the radio-chemistry and gamma spectroscopy facilities for post-shot analysis.
The facilities will be used to measure the neutron spectrum obtained in the ETA through
fission and reaction product analysis. Access to the removable foil pack is required within a
few hours to measure short-lived fission and reaction products.

9.3 Expected Results
The goal of the ETA is to reproduce the TN+PFNS across the volume of a set of test
foils. The irradiated foils will serve as an indirect measurement of the spectrum obtained
by analyzing the fission and reaction products generated. While the analysis of the foils is
crucial to establishing the spectral shaping performance, it also establishes a capability of
interest to multiple national security communities.

The calculated neutron spectrum achieved across the set of foils for the ETA design
and a comparison with the objective TN+PFNS are presented in Section 6.3, and they are
reproduced in Figure 9.3 and Figure 9.4 for clarity. All uncertainties in Figure 9.4 and
Table 6.8 are 1σ statistical uncertainties.

Post irradiation, the 1.2 g highly-enriched uranium (HEU) foil will be used to study the
fission products generated from exposure to the TN+PFNS. From MCNP simulations, the
ETA design achieves 1.6× 109 fissions in the HEU foil assuming 1015 source neutrons. The
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Figure 9.4: Comparison of the ETA-produced spectrum as modeled in MCNP and the
objective TN+PFNS.

number of fissions in the foil scales 1:1 with any changes in the source neutrons, and scales
∼1:1 for moderate changes in the fissile mass. The fission products considered, along with
a priori GEF and Nagy calculations for the expected experimental results, are displayed
in Table 9.1. The experimentally measured fission product yields of the isotopes shown in
Table 9.1, and the four or six factor fission splits generated from this data, can be compared
to the modeled predictions to determine the neutron spectrum seen by the HEU foil [155,
185].

Additionally, the foils shown in Table 9.2 can be used to measure the experimental
neutron spectrum through forward fits and neutron spectrum unfolding using STAYSL [85].
Table 9.2 shows the modeled reaction rates, and Figure 9.5 shows the STAYSL spectrum
unfold in comparison to the ETAmodeled TN+PFNS. In Figure 9.5 the ETAMCNPmodeled
spectrum is directly underneath the STAYSL unfold.

While the results presented here are all modeled, they demonstrate that sufficient infor-
mation can be obtained from the experiment to measure the ETA produced TN+PFNS. The
modeled results give confidence in the likelihood for success of this proposed experimental
technique, but they are not an explicit guarantee of success. Finally, it is important to note
that none of these measurements provide unique solutions, and it is only in the combination
of multiple independent techniques that confidence in the spectrum and concept validation
can be achieved.
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Table 9.1: Nagy and GEF based fission product cumulative yield (fcum(A,Z)) estimates of
select FPs from a 93.15% 235U HEU foil exposed to the TN+PFNS achieved by the ETA
[155, 185].

FP Nagy GEF
95
40Zr 6.15 +− 0.09 6.47 +− 0.30
97
40Zr 5.74 +− 0.09 6.46 +− 0.28
111
47 Ag 0.26 +− 0.01 0.22 +− 0.12
115
48 Cd 0.26 +− 0.01 0.26 +− 0.16
133
53 I 6.38 +− 0.14 6.01 +− 0.37
140
56 Ba 5.68 +− 0.07 5.41 +− 0.28
147
60 Nd 2.11 +− 0.03 1.99 +− 0.23
151
61 Pm 0.47 +− 0.02 0.46 +− 0.10
153
62 Sm 0.18 +− 0.01 0.17 +− 0.05

Table 9.2: Predicted reactions product activities from foils exposed to ETA generated
TN+PFNS.

Foil Reaction A0 [Bq]

Zirconium 90Zr(n,2n)89Zr 1724
Nickel 58Ni(n,2n)57Ni 398

58Ni(n,p)58Co 330
Indium 115In(n,n’)115mIn 6.97E4

115In(n,g)116mIn 6.18E+5
Gold 197Au(n,2n)196Au 3547

197Au(n,g)198Au 578
Aluminum 27Al(n,α)27Mg 4224

27Al(n,p)196Au 31.3
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Figure 9.5: Comparison of the unfolded ETA-produced spectrum using STAYSL and the
MCNP modeled objective TN+PFNS. The STAYSL unfolded spectrum is mostly beneath
and indistinguishable from the ETA Modeled spectrum.

9.4 NIF Feasibility Scoping Study
A scoping study was performed by LLNL to assess the feasibility of fielding the ETA on NIF.
The scoping study had the following key findings [99]:

1. The dimensions (280 mm outer diameter), shape, and weight (∼ 71 kg) for the design
shown in Figure 9.3 have been determined to be compatible with current laser and
TARPOS/Cryo-TARPOS stay-out requirements and DLP load limits.

2. Activation of the ETA was found to produce a exposure rate of < 5 mR/hr at 1 ft
after 1 hour from a 1015 shot, which is within NIF guidelines.

3. The use of the TOAD and 1.2 g HEU foil accelerates the FP inventory approval process
given that it is similar to previous experiments.

4. The materials and machining processes are expected to pass NIF cleanliness standards.

5. No insurmountable hazardous material issues are foreseen; lead may have to be encap-
sulated.
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6. The cost should be ∼$230k to field the ETA experiment. Approximately $100k is
needed for the radio-chemistry, ∼$130k is needed for engineering analysis, deployment,
and commissioning. The ETA, ∼$60k, has already been procured.

The study found that the proposed ETA design and overall experiment were “low risk,”
have “no show stoppers,” and have a “reasonable cost” [99]. If necessary, further refinements
of this design, primarily the mechanical components and mounting interface of the case,
would be performed to fully adapt the design for mounting on a DLP.
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Chapter 10

Summary

If you optimize everything you will always be unhappy.

- Donald Ervin Knuth

The goal of this research was to develop a platform that will enable neutron irradiation
with modified neutron spectra. Specifically, the research targeted the development of a
thermonuclear plus prompt fission neutron spectrum (TN+PFNS) that mimics sources of
interest to national security applications, including the production of synthetic debris and
fission products (FPs) for technical nuclear forensics (TNF) applications. A customized
energy tuning assembly (ETA) was designed and constructed to spectrally shape the National
Ignition Facility (NIF) neutron spectrum to match a TN+PFNS. Initial validation tests of
the ETA design were conducted at the Lawrence Berkeley National Laboratory (LBNL)
88-Inch Cyclotron.

To modify the NIF characteristic neutron spectrum to the objective TN+PFNS, neutron
spectral shaping techniques were used. Most previous research utilizing spectral shaping
targeted large, gross changes to a spectrum such as cuts using neutron filters or thermaliza-
tion using low-Z moderators. This research leveraged and expanded on the concept of beam
shaping assemblies (BSAs) which used layered combinations of materials to develop nearly
mono-energetic 10 keV neutrons for boron neutron capture therapy (BNCT).

The primary limitation with BSA design was the typical labor intensive, parametric
approach that dominated the literature. Similar to the BNCT application, many different
combinations of source and objective spectra could be imagined for TNF or other national
security applications. Therefore, to maximize the utility of this research, a parametric point
design approach was discarded in favor of formal optimization techniques.

However, the ETA design problem is complex, and no directly applicable open-source
optimization algorithm was found1. To this end, the Gnowee algorithm was developed for
rapid convergence to nearly globally optimum solutions for complex, constrained engineering

1There may be commercial solutions that exist behind pay-walls. However, even those would require
some level of modification, which may not be possible, to work with radiation transport codes.
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problems with mixed-integer and combinatorial design vectors and high-cost, noisy, discon-
tinuous, black box objective function evaluations. Gnowee uses a hybrid metaheuristic frame-
work based on a set of diverse, robust heuristics that appropriately balance diversification
and intensification strategies across a wide range of optimization problems. Comparisons
between Gnowee and several well-established metaheuristic algorithms are made for a set
of continuous, mixed-integer, and combinatorial benchmarks. These results demonstrated
Gnoweee to have superior flexibility and convergence characteristics over a wide range of
design spaces.

Gnowee provided the optimization engine that drives the ETA assembly design code,
Coeus. Coeus builds and performs radiation transport on ETA designs based on Gnowee
permutations of design space variables to evaluate ETA design performance against the
TN+PFNS objective spectrum. The radiation transport is conducted with a hybrid ap-
proach that uses ADVANTG to perform adjoint Denovo deterministic transport calculations
to develop weight windows for speeding up stochastic MCNP transport calculations. Coeus
implements two levels of parallelization by taking advantage of the “embarrassingly parallel”
nature of metaheuristic optimization and Monte-Carlo methods. Coeus has been imple-
mented on Savio, UC-Berkeley’s HPC cluster.

Coeus was then used to generate an ETA design for the TNF synthetic debris application.
This design was modified to reduce cost and improve ease of manufacturing, resulting in a
3.9% reduction in overall performance. This process was aided by the numerous alternative
designs considered and carried forward by the Coeus population based optimization process.
The finalized deign was able to closely match both the objective TN+PFNS and the objective
FP distributions as modeled using the GEF and Nagy models while also meeting all of the
design constraints. This design was built by American Elements and delivered March of
2017.

Experimental validation tests of the NIF TNF ETA design were carried out at the 88-
Inch Cyclotron. While the starting source spectrum precludes the generation of a TN+PFNS
spectrum using this ETA design at the 88-Inch Cyclotron, experimental and process vali-
dation could be performed to pave the way for a future integral test on NIF. The 88-Inch
Cyclotron experiments took two full sets of pulse-amplitude-time and full waveform pulse
height spectroscopy data to measure the source spectrum, the ETA modified field, and the
ETA modified field as the ETA was assembled component-by-component. Additionally, foil
activation data were taken to measure the source spectrum and full ETA modified spectrum.
This data was not fully analyzed as of the time of this writing.

Finally, an experimental plan and anticipated results for a future NIF shot were pre-
sented. The proposed experimental plan and ETA design have undergone a scoping study
at Lawrence Livermore National Laboratory to assess the feasibility and cost of running the
experiment at NIF. The study found that the proposed ETA design and overall experiment
were “low risk,” have “no show stoppers,” and have a “reasonable cost.”

The capabilities developed in this research are unique on many levels. From an ap-
plications perspective, the ETA design proposed represents a massive improvement in the
state-of-the-art for synthetic fission product generation. Coupled with research into develop-
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ing synthetic debris matrices, the ETA would be able to generate synthetic debris that can
be customized to the weapon design and employment scenario. At the minimum, this would
allow “stress testing” of the TNF system and training of a new generation of TNF experts.
At the other extreme, the ETA concept could enable development of new TNF markers and
techniques, improve nuclear weapon effects certification processes while lowering testing and
systems procurement costs, and aid in science-based stockpile stewardship.

While out-of-sight and out-of-mind for the general public, each of these areas play funda-
mental roles that underpin U.S. national security and other tools of statecraft. In the 2010
Nuclear Posture Review, President Obama concluded that nuclear terrorism was the top ob-
jective for U.S. nuclear weapon policies and posture, and it is unlikely that President Trump
will come to significantly different conclusions. TNF and post-detonation attribution are
key components to counter-proliferation efforts, especially with respect to state-sponsored
nuclear terrorism. Similarly, nuclear weapon effects hardness requirements and science-based
stockpile stewardship are means to enhance the credibility of the effectiveness of the nuclear
deterrent. Capabilities, such as the ETA, which enhance credibility and post-detonation
forensics strengthen deterrence and counter-proliferation efforts, even if the effects cannot
be measured directly.

However, the larger potential lies within the methods used to generate the ETA design,
Gnowee and Coeus. Gnowee and, in principal, Coeus are not limited to the narrow scope
of application pursued in this research. Gnowee is fully implemented as a general purpose
optimization algorithm and can be applied to any problem whose objective function can be
assessed analytically. Coeus, by design, could also be applied to any nuclear engineering
optimization problem, but the implementation is currently limited by geometry. Removing
the ETA specific constructs2 would allow Coeus to consider optimized design for BNCT
BSAs, radiation shielding design, radiation converters, medical isotope production targets,
fusion blankets, detector networks, detector imaging masks, reactor design, and more. As
discussed further in Appendix A, efforts are underway to remove these limitations to expand
the applicability of Coeus to other applications within the nuclear engineering community.

2Some problems, such as BNCT or medical isotope production targets, could be considered even with
current limitations.
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Appendix A

Future Work

Always leave them wanting more.

- P. T. Barnum

Much future work was highlighted throughout this dissertation. This appendix is an at-
tempt to consolidate these items in a semi-coherent fashion and expound upon them where
necessary. This is by no means an all-inclusive list, and it is primarily only focused on imme-
diate research efforts for Gnowee and Coeus, and the validation experiments are discussed
in detail.

A.1 Gnowee
If anything that was done in this research could be considered “complete,” Gnowee is proba-
bly that item. The code base and documentation are in a documented and usable condition,
and the interfaces allow for adoption into other frameworks. However, there are several items
that could be done to improve the methodology1.

One of the issues in developing metaheuristic algorithms identified by Sorensen is the need
for a framework to optimize the selection of different heuristics2. While the full implemen-
tation of Sorensen’s vision is an ambitious undertaking, a basic implementation within the
construct of Gnowee and the methods used for parameter selection is easily within reach. To
accomplish this, a module needs to be added to track the efficacy of each heuristic. This can
enhance Gnowee’s flexibility and performance by providing feedback suggesting alterations
to Gnowee’s parameters for a given problem.

1These, along with a few extra, are included on the issues tab of the code GitHub repo at https:
//github.com/SlaybaughLab/Gnowee/issues/5.

2See Section 5.4 for more details and a full listing of areas of growth for metaheuristic algorithm devel-
opment.

https://github.com/SlaybaughLab/Gnowee/issues/5
https://github.com/SlaybaughLab/Gnowee/issues/5
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When Gnowee does not perform well3, the primary reason is a loss of diversity in the pop-
ulation. Currently, Gnowee starts with a diverse initial population through latin-hypercube
or nearly orthogonal latin-hypercube sampling. An attempt to maintain this diversity is in-
herent in the heuristics chosen and their implementation into Gnowee’s operators. However,
Gnowee does not employ methods to track or enforce diversity. Implementing an “affirmative
action” algorithm would improve Gnowee’s performance in the cases where diversity loss is
prevalent due to the structural confines of the problem.

Gnowee itself runs very quickly, but it was developed with the intention of integration into
frameworks to solve optimization problems containing computationally expensive objective
and/or constraint function evaluations. Since computers crash and engineers make mistakes,
it would be beneficial to have a restart capability whereby a future run could utilize infor-
mation from a previous one. This could take many forms, but the most straightforward is to
save the population state for pre-defined checkpoint intervals and the current population. A
module could be added to Gnowee to save the checkpoints and initialize a seed population
for a new run based on a previous checkpoint and user specifications.

Gnowee currently has a “once in, once out” interface. This requires the bulk of the main
program code to be duplicated when incorporating Gnowee into another framework, such as
Coeus. Development of a “in-n-out” interface would streamline the integration of Gnowee
into other optimization and design frameworks. Each Gnowee operator is its own function
within the GnoweeHeuristics class, so the basic structure exists to implement this interface.

Finally, Gnowee is a single-objective optimization code. Modification of Gnowee to a
multi-objective function algorithm would benefit many applications.

A.2 Coeus
Unlike Gnowee, Coeus has many items that could be updated to improve its usability and
applicability to problems outside of ETA design (or problems with similar geometries). The
list of improvement tasks for Coeus is, as of this writing, hosted on Asana but will be moved
to the GitHub repo in the near future. For the purposes of this Appendix, only the major
changes are highlighted.

Currently, a new user input method is being developed. The proposed method uses a
modified MCNP input deck as the primary user input definition for Coeus. In principal,
this approach could be expanded to other transport codes to allow for their adoption into
Coeus. It also improves usability by mimicking input formats familiar to a large segment of
potential users. More importantly, this approach solves several of the primary issues with
the current version of Coeus.

First, this approach allows the geometry to be made more general. Currently, the geom-
etry has flexibility in terms of dimensions, but the user inputs limit the choice to a conical
and cylindrical geometry that was used for the NIF ETA. Fundamentally, there is no reason

3See Subsection 6.1.5 for a full description of the benchmark problems and comparisons with other
well-established metaheuristic algorithms.
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for this to be necessary, and allowing for full definition of any geometry within the confines of
the radiation transport code itself is a smart way to go. Second, Coeus currently uses PyNE
to process material definitions and provide a basic material library. This is a cumbersome
dependency for this limited benefit. By allowing user specification within the transport code
input, supplemented by a library of basic materials provided with Coeus, this dependency
can be removed. Finally, the tally specifications and corresponding tie to the objective and
constraint functions are limited. The use of the radiation transport input allows for full tally
specification for any possible design constraints and objective functions.

Further, a new class of constraint and objective functions is being developed that allows
for incorporation of user defined functions and methods. The class for each allows the
definition of one or more tallies to be associated with each constraint and objective function.
The updated constraint and objective classes inherent from the Gnowee classes that perform
the same basic functions, and benefit from the tally flexibility allowed by the proposed
modified MCNP deck user input method.

In keeping with the same design philosophy, the user input file for ADVANTG should be
migrated to an ADVANTG-style format. This will allow for a wider range of ADVANTG
options to be selected while streamlining the user input process. Similar to the MCNP
inputs, modifications to the standard format will need to be made to define variables used to
adaptively modify the mesh used to discretize the geometry for the deterministic transport.

Additionally, the efficiency of the ADVANTG-generated weight windows can be improved
by the addition of a module that tracks the suitability of the weight windows to the generated
designs. This would enable the calculation of ADVANTG weight windows to automatically
change from once-per-generation to once-per-evaluation for very dynamic problems where
the weight windows rapidly become non-ideal. In the cases of dynamic changes, the once-
per-generation approach can result in low fitness solutions being assessed as high fitness due
to poor statistics. Unless this happens many times, Coeus will still develop valid solutions,
but it will also result in many wasted function evaluations while Coeus attempts to improve
upon an artificially inflated solution.

Initial development included a test suite that covered every function in the code that was
used to perform this research. However, subsequent development has both failed to include
tests and neglected to update the test suite. The current test functions need to be revisited
in the context of the Coeus algorithm changes, and new functions need to be added where
appropriate.

Finally, Coeus could benefit from the addition of a make file. While not overly compli-
cated, Coeus currently depends on other non-standard packages. Adding a make file would
make it easier and more repeatable to use the software by building the dependencies and
adding the appropriate environment variables.
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A.3 Validation Experiments
Two sets of validation experiments were proposed for the 88-Inch Cyclotron and NIF. The
88-Inch Cyclotron experiments were successfully completed as of this writing. However, very
little of the data has been analyzed, and none of it has been analyzed fully. This represents
a fantastic research opportunity as there are several complete sets of foil activation, PHS,
and HEU activation data.

The analyzed data can be compared with simulated results to determine the ability to
model ETA performance. The initial models have been developed, but updates need to be
made to fully propagate nuclear data uncertainties. This can be done within the current
MCNP models, but a better approach is to use Mercury and the LLNL tools that have been
developed to do so. Since partial ETA data sets were collected, the models can be used to
gain insight into nuclear data issues where the model diverges from ETA performance.

Analysis of the 88-Inch Cyclotron experiment data is also crucial as a development step
for a NIF integral test and the generation of synthetic fission products. The propagation
of nuclear data uncertainties into the modeled NIF results would also be beneficial and
worthwhile.



178

Appendix B

A Nod to Reproducible Research

The success and credibility of science are anchored in the willingness of scien-
tists to independent testing and replication by other scientists. This requires the
complete and open exchange of data, procedures, and materials.

- American Physical Society

Reproducible, open-source science is a worthwhile endeavor, and this appendix documents
the steps taken along that path for this research. While not perfect, these principles provided
a strong foundation for a bulk of the data, code, and analysis performed in this research.
Links are provided to the location for each of the repositories, and a brief description is
provided:

• Gnowee: All of the Gnowee source code, documentation, examples, benchmark re-
sults, and ongoing development can be found at: https://github.com/SlaybaughLab/
Gnowee. Gnowee version 1.1 is the release that is current as of the writing of this dis-
sertation.

• Coeus: All of the Coeus code, inputs, and documentation can be found at: https:
//github.com/SlaybaughLab/Coeus. This repository does not currently contain a list
of ongoing and future work but will in the future once migrated from Asana. Coeus
version 0.1 is the release that was used to design the ETA described in this dissertation.
Coeus version 1.0 is the release that is current as of the writing of this dissertation.

• ETA Design: All of the information pertaining to the final ETA design is located
at: https://github.com/SlaybaughLab/Gnowee. This repository contains the Coeus
inputs and outputs for the optimization run and the series of modifications made for
cost and manufacturability. It also contains the as-contructed purchase information,
elemental analysis, CAD models, MCNP models, and pictures of final product.

https://github.com/SlaybaughLab/Gnowee
https://github.com/SlaybaughLab/Gnowee
https://github.com/SlaybaughLab/Coeus
https://github.com/SlaybaughLab/Coeus
https://github.com/SlaybaughLab/Gnowee
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• 88-Inch Cyclotron Experimental Data: Most of the data for the 88-Inch Cyclotron
experiments is located at: https://github.com/SlaybaughLab/88_Data. This repos-
itory is broken into experimental data and simulations of each experiment. The simula-
tions and experiment directory are further divided into the activation and pulse height
data. All of the activation data are stored in the repository, but the raw data files
from the PHS experiments are not due to their size, and only the synthesized results
and ancillary data files are available.

• NIF Experiment Data: The ETA scoping study results and NIF related simulations
are located at: https://github.com/jamesbevins/NIF_ETA_Experiment.

• Python Support Scripts: A library of python support scripts used to perform
various aspects of the analyses conducted in this research are located at: https:
//github.com/jamesbevins/PyScripts.

https://github.com/SlaybaughLab/88_Data
https://github.com/jamesbevins/NIF_ETA_Experiment
https://github.com/jamesbevins/PyScripts
https://github.com/jamesbevins/PyScripts
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