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ABSTRACT OF THE DISSERTATION 
 

Envisioning and Designing a Renewable Future with Offshore Wind and Hydrogen in California 
 

by 

Alejandra Hormaza Mejia 

Doctor of Philosophy in Mechanical And Aerospace Engineering 

University of California, Irvine, 2023 

Professor Jack Brouwer Irvine, Chair 

 

 

Accelerating towards a future that is sustained by green energy is essential to avoid a 

climate catastrophe. While solar, onshore wind, and batteries have become ubiquitous due to 

massive public funding and investments which have led to reduced costs and significant 

improvements in the technologies, achieving an energy system that is truly decarbonized across 

all sectors and net zero emissions requires a myriad of solutions to address the challenges 

associated with intermittent renewable energy. 

 Offshore wind has a tremendous potential to contribute to decarbonization due to its high 

capacity factors and recent developments in platform foundation technologies. In the last decade, 

offshore wind has become a flourishing source of energy with many countries investing and 

deploying this technology. Hydrogen may be used as a transmission and storage medium for 

offshore wind. Solid oxide electrolysis (SOE) may also play a vital role in hydrogen production 

and decarbonization due to its advantageous thermodynamic and kinetic operating conditions. 

While any source of electricity can be used to power SOE systems, green hydrogen made from a 

renewable power source represents the most substantial and sustainable pathway forward to 

achieve net zero emissions. The goal of this work is to explore and assess how offshore wind and 



 xvi 

hydrogen can support a 100% renewable future in California. To achieve this, this work is 

divided into three main sections: 

First, the benefits and challenges of offshore wind are analyzed in California using 

generation duration curves, correlation analyses, demand-based metrics, and the discrete Fourier 

transform to assess the feasibility of integrating this energy with the electrical grid.  

 Second, an SOE system coupled with offshore wind is designed and proposed, with an 

emphasis on modelling the thermodynamics of such a system. This work assesses the heat 

transfer, electrochemical efficiencies, and dynamics of an offshore platform. The results of this 

platform are compared with alternative electrolysis technologies including low temperature and 

high temperature proton exchange membrane systems.  

Finally, this work experimentally assesses the potential impacts of using seawater as the 

water source for a high temperature SOE cell. Using a variety of electrochemical analysis 

methods and tools, including polarization curves, electrochemical impedance spectroscopy, 

distribution of relaxation times, and Scanning Electron Microscopy, this study finds strong 

evidence of salt precipitation on the cell which did not appear to negatively impact the 

performance of the cell in the duration of the experiment.  



 1 

1 INTRODUCTION 
 

There is a strong consensus among scientists that global average temperatures must not exceed 

2oC above pre-industrial levels as stated in the Paris Agreement [1]. The escalating climate crisis 

must be addressed with urgent, coordinated efforts that address the intersectionality of this global 

emergency, including climate change adaptation, resilience and mitigation, social equity, and 

economic development [2].  An increasing global response to avert the present climate 

emergency and in anticipation of a progressively dangerous and harmful climate crisis, has led 

numerous governments and local municipalities throughout the world to enact laws and policies 

mandating swift transitions from fossil fuels to renewable energy conversion systems in the next 

few decades. The majority of these policies have been focused on achieving a future carbon-free 

electrical grid by electrification of various energy services including light-duty transportation, 

heating, cooling, and lighting [3]. While these efforts to decarbonize the electrical grid are 

worthwhile and the progress has been impressive, decarbonization of numerous high-polluting 

sectors is essential to stabilize global mean temperatures and to meet international climate targets 

[3]. These sectors include aviation, long-distance transportation, long-distance shipping, steel 

production, and cement production [3]. Decarbonizing various sectors, which have historically 

relied on direct use of fossil fuels for combustion, is necessary to address the entirety of this 

global climate calamity and to prevent global temperatures from exceeding 2oC above pre-

industrial levels. The entire energy system that society relies on must be reimagined with net-

zero emissions to avert the intensifying climate crisis.  

 

Attempts to reduce emissions from these “difficult-to-decarbonize” sectors have been 

insufficient, and progress has been largely unnoticeable. The increasing emissions along with a 

rising demand for services from these sectors is extremely alarming: total CO2 emissions from 

shipping increased 2.4% between 2013 and 2015 [4]; emissions from cement production have 

also been steadily increasing and it is considered the third largest source of anthropogenic CO2 

emissions [5]; CO2 emissions from commercial aviation have increased 32% over the past five 

years [6]. Decarbonizing these hard-to-abate sectors is not only necessary for mitigating climate 

change, but also for the humanity and for the livelihood of many communities that deeply suffer 

the worst consequences of these emissions. These are some of the most polluting sectors that 
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disproportionally devastate and harm low-income and vulnerable communities, particularly 

communities of color, since many of these communities live in neighborhoods that are adjacent 

to ports, railyards, distribution centers, and freight corridors [7]. Therefore, it is absolutely 

essential to decarbonize these high-polluting sectors for the health, safety, and lives of the 

communities most harmed by these emissions. 

 

A new paradigm is emerging across the shipping industry to radically reduce greenhouse gas 

emissions motivated by the Paris agreement that requires zero emissions in the shipping sector 

[8].  The maritime industry is a significant emitter of GHG emission and SOx, NOx, and 

particulate matter. Decarbonizing this capital-intensive industry with long-life assets and thin 

margins is complex and will require a holistic and coordinated collaboration among various key 

players [9]. While electrification has been used to decarbonize various forms of transportation, 

batteries alone cannot be used as a clean energy source in shipping due to weight and space 

restrictions and power requirements for trans-oceanic journeys [8].  Cleaner fuels may be a long-

term solution to reducing emissions in the maritime industry. Studies suggest that renewably 

produced hydrogen is the most cost-effective solution to decarbonize the shipping system [8].  

 

While policies have supported various renewable energy technologies to achieve carbon-free 

electricity, a diverse and innovative portfolio of renewable energy resources and sustainable 

storage and distribution methods are essential to fully decarbonize all energy sectors. The role of 

hydrogen will be critical in various sectors including road and rail transportation, international 

shipping and air transport [10]. Additionally, there is a growing need for long-duration energy 

storage to account for variation in renewable energy resources [11]. Hydrogen as a vector for 

energy storage is more suitable than batteries in applications that require long-duration backup 

power, such as meeting the power demand of remote, isolated communities [12].  Incorporating 

large-scale storage options is necessary to transfer excess electrical energy from the grid to other 

economic sectors [13]. Hydrogen is one possible solution to these storage challenges. The 

transition to a future that is entirely carbon free and zero-emissions across all sectors will require 

a variety of clean energy technologies including solar, on-shore and offshore wind, batteries, and 

hydrogen to be used strategically and collaboratively. A diverse portfolio of renewable energy 

resources results in various advantages. Reliance on a variety of renewables that are 
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geographically distributed will mitigate the intermittency and variability of any one particular 

resource at a time [10].  

 

Additionally, the transition to cleaner energy presents an opportunity to enable energy equity in 

our society. For example, installing offshore wind farms in Northern California, may allow 

vulnerable communities in remote, isolated locations that are not connected to the grid to have 

access to reliable electricity. In the United States, there are hundreds of communities in Alaska 

and islanded territories that rely on diesel generators for their power requirements [12]. There is 

a need to develop local energy resources to provide reliable, clean energy to these communities, 

many of which have access to harvestable marine energy resources [12].  Expanding distributed 

generation systems may strengthen the energy resilience of communities vulnerable to extreme 

temperatures and climate change catastrophes. While today, it may seem as though offshore 

wind and hydrogen are too expensive to consider, this is not a unique challenge. Historically, all 

new technologies have been faced with the challenge of cost and being too expensive [14].  

 

With these ideas in mind, this work studies how offshore wind and hydrogen can support a 100% 

renewable future in California. I am interested in understanding how offshore wind can be 

integrated with both existing and nascent technologies, specifically solid oxide electrolyzers, 

which have not been fully deployed nor supported by policy in California. The role of these 

technologies must be considered in concert with various other renewable energy resources, 

energy transmission and distribution, and energy storage options, such as solar, onshore wind, 

hydropower, pumped hydro storage, and batteries.  
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2 BACKGROUND  
 

For this work, the breadth of the literature review encompasses several topics including offshore 

wind dynamics, seawater electrolysis, and desalination methods. Each of these topics is 

discussed in detail in the following subsections: 

 

2.1 Offshore Wind  
 

The ocean represents a vast majority of the area on the Earth and an immense source of 

renewable energy.  Studies such as  the “Teal Deal” proposed in Dundas et al., [2] have reframed 

the importance of the ocean’s role in mitigating climate change and providing solutions to the 

climate crisis. Offshore wind is a low-carbon, nearly limitless energy resource technology that is 

rapidly maturing throughout the world [15]–[17]. With costs expected to decrease significantly 

in the next decades [1], between 35% and 41% in 2050 relative to 2014 [18], it is expected that 

offshore wind will attain a more significant presence globally as a formidable source of 

renewable energy production. In 2019 the total install capacity was 22 GW globally [19]. The 

potential global offshore wind generation has been estimated to be 315 PWh [20]. 

 

Europe has been leading the world in the development of offshore wind technology, with the 

United Kingdom having a total of 5.8 GW, the country with the highest amount of offshore wind 

installed [1]. The technical potential in Europe is 71,000 TWh [15]. Offshore wind is growing 

quickly in China, accounting for nearly half of all new global installations in 2018 [19]. Offshore 

wind is a nascent technology in the United States, with a total offshore wind energy resource 

potential up to 2000 GW [21] and an annual energy potential of 36, 819 TWh/yr [22]. The vast 

majority of offshore wind energy resource potential in the United States has not been explored 

which represents an enormous energy resource [21]. In the East Coast, offshore wind is a 

significant cornerstone of future clean energy portfolios in various states, where a total of 22 GW 

of new capacity will be installed by 2035 [19], [23]. Though offshore wind is not yet fully 

explored or deployed in the West Coast, it is expected to make significant contributions to 

energy generation in the next decades.  
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Historically, offshore wind farms have been deployed mainly in the North Sea and the Baltic Sea 

[24] which has been possible due to the convenient location of high resource potential offshore 

wind in shallow regions of the ocean near the shore. Fixed-bottom foundation platforms have 

been the main foundation technology used since they are practical and economic in depths up to 

50 m [1]. Areas with the highest wind resource are generally located in depths greater than 50 m 

and, therefore, require floating foundation technologies [1].  

 

In the present moment, offshore wind is an emerging technology that has not been deployed 

along the coast of California due to the precipitous nature of the continental shelf, which requires 

floating platforms for mounting turbines in the ocean. The development of floating wind turbines 

is essential to fully develop and deploy offshore wind in California, since 96% of the technical 

wind resource is located in waters deeper than 60 meters [16]. Floating turbine technology is 

burgeoning throughout the world; there have been successful demonstrations of floating turbines 

in multiple locations throughout the world [19], such as the 30 MW Hywind Pilot Park in 

Scotland, the world’s first commercial floating offshore wind farm [15], [19], [25]. Already there 

are regions along the coast of California suitable for development of offshore wind especially in 

Northern California. (See Figure 2-1). The Central California Coast is another appealing location 

since it is located between two major population centers in Northern and Southern California and 

it is outside of National Marine Sanctuaries, and it is conveniently located next to coastal 

connections linked to the state’s electrical grid [26].  
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Figure 2-1: Image from [27] shows a geospatial image of offshore wind speeds in 

California. 

One of the most attractive features of offshore wind is that there is a nearly limitless area on the 

ocean to explore and install windfarms [21]. Other advantages that have been consistently 

reported in the literature include: include stronger and more consistent wind velocities [26], [28], 

resulting in consistently higher capacity factors than solar and land-based wind; it is less likely to 

interfere with land-use activities [26] ; it has minimal impact on the population and sea life [21]; 

and it may also face less community resistance since turbines can be placed beyond the visible 

horizon from the shore [23]. Additionally, offshore wind is less constrained by size and noise 

pollution [1] and it is highly scalable [23]. It also shares important synergies with oil and gas 

sectors [15] which may allow future offshore wind platforms to benefit from existing 

infrastructure previously used for extraction, processing, and delivery of fossil fuels, which may 

be repurposed for the delivery and transmission of offshore wind. Subcoastal powerplants 

transmission infrastructure, depleted subterranean and subsea natural gas and oil reserves may be 

suitable for storage and delivery offshore wind via hydrogen [10]. Additionally, offshore wind 

may enable hydrogen to dramatically reduce emissions from sectors that are difficult to 

decarbonize such as iron, steel, and shipping [15]. Lastly,  offshore wind turbines have the 
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potential to be co-located with other offshore resources such as subsea wave energy converters 

[28], though currently, offshore wind is the only commercially mature ocean energy technology 

[28]. 

 

Figure 2-2: Image from [16] shows seven potential offshore wind farm areas located near 
ports and offshore interconnection points. 

Offshore wind is a less explored solution to the challenge of integrating renewables with existing 

infrastructure and demands, reducing solar curtailment and accommodating high ramp rates. 

Wang et al., reported that offshore wind possesses a significant advantage for the electrical grid 

in the temporal alignment between peak power demand in the electrical grid and the diurnal and 

seasonal patterns of this resource [26]. The daily offshore wind generation peaks in the evening 

hours, which coincides with the timing of the daily peak demand in the evening hours [26]. This 
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can be seen in Figure 2-3. During the winter months, offshore wind is two to four times more 

valuable than solar and land-based wind when considering demand-based values [26].  In Wang 

et al.,  [26], the authors found that between solar, land-based wind, and offshore wind, offshore 

wind demonstrates the best temporal alignment with demand and therefore possesses the largest 

demand-based value when factoring in temporal correspondence between power and demand. 

One limitation of this study is that the authors only considered the spatiotemporal patterns of 

potential offshore wind production in the Central California coast. Additionally, since the authors 

only looked at the monthly averages, this eliminates the dynamic daily and weekly fluctuations 

in the profiles. While the results of this study suggest offshore wind is a promising source of 

renewable energy, there needs to be further investigation to determine whether the conclusions of 

this study can be applied to other potential wind farm sites.  

 

 

Figure 2-3: Image from [26]. Daily normalized averages of hourly California electricity 
demand (black), solar production (red), onshore wind production (green), and offshore wind 
production (blue) in the central coast of California.     

In [23], E3 used a resource planning tool (RESOLVE) to quantify the economic value of 

offshore in California by estimating the potential electric system savings if offshore wind was 

deployed to meet the state’s climate goals in 2030 and 2040. Although they predict that offshore 

wind will continue to have the highest capital costs in comparison to solar and onshore wind, it is 
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a least-cost resource option that has the potential to save ratepayers approximately $1 to $2 

billion dollars [23]. E3 estimates that between 7 and 9 GW of offshore wind will be the optimal 

amount to meet the state’s energy goals in the lowest cost manner [23]. Figure 2-4 compares the 

average hourly profile offshore wind, solar, onshore wind from various states, and the projected 

cost of electricity in 2030. This figure depicts the coincidence between offshore wind and the 

peak demand in the evening hours, reflected in the projected energy price.   

 

 
 

Figure 2-4: Image from [23] that shows the value of offshore wind energy peak power during 
valuable and high-emission evening hours. 

In Figure 2-5, the installed capacity of offshore wind, onshore wind, solar, and battery energy 

storage for 2030 and 2040 are shown. The capacities are compared for scenarios with and 

without offshore wind. This figure illustrates why offshore wind results in electric system saving:  

offshore wind significantly offsets the amount of the capacities of solar and battery energy 

storage that are needed to achieve the state’s climate goals in 2030 and 2040 [23].  In 2040, 

every 1 MW of offshore wind installed reduces the amount of solar and battery storage capacity 

by 1.7 MW and 1.09 MW, respectively.  
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Figure 2-5: Image from Ref [23]. The results suggest offshore wind is a low-cost resource, 
and it may result in $1-2 B cost savings for the electricity grid in the future.  

 

One important area of research related to intermittent renewables is transmission and storage of 

energy. Similar to solar and onshore wind, offshore wind turbines are energy conversion 

technologies, which transfer a form of solar energy (wind) to electricity in one step. Wind is 

fundamentally a form of solar energy that is caused by uneven heating of the atmosphere, 

irregularities of the earth’s surface, and the rotation of the earth [29]. In order to convert 

mechanical energy to electricity, wind turbine blades are designed to capture the aerodynamic 

forces of the wind [29]. When wind flows across the blade of a turbine, there is a difference in 

air pressure across each blade which causes the blade to spin [29]. This action spins the rotor that 

is connected to a generator, which uses Faraday’s electromagnetism principles to induce a 

potential difference across a coil that results in electron flow, and thus electricity [29]. Thus, 

since offshore wind turbines are an energy conversion technology the question of energy 

transmission and storage is critical.  

 

One option for transmission is to use high voltage direct current subsea cables to deliver the 

offshore wind energy as electricity to the electrical grid. While this method may be the least 

expensive method for short transmission distances [30], the physical size of the subsea cable 

limits the amount of electricity can be delivered at a time [28]. Further if offshore wind energy is 

directly connected to the grid, it is important to understand how this resource complements the 

electric load. While prior studies have statistically assessed the correlation between solar and 

onshore wind and the electric demand [[31]–[35]], to my understanding besides the work of [26], 

there is no other work that quantitatively assesses the correlation and alignment of offshore wind 

and the electrical grid. Additionally, there is no other work that uses time series statistical 
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methods to assess the correlation between offshore wind and solar, onshore wind, and electrical 

demand. This is significant because various studies have stated that one of the advantages of 

offshore wind is the alignment with the electrical demand.  

 

An alternative option for delivery of offshore wind energy is to couple it with water electrolysis 

in which the electricity is used to renewably produce hydrogen. When hydrogen is produced 

from water electrolysis reactions it does not produce any carbon emissions, making it a clean 

fuel. Also, hydrogen would expand the numbers sectors and end-uses that offshore wind could 

support, so that it is not limited to the electrical grid. Hydrogen has the advantage of being a 

simultaneous energy carrier and medium for energy storage and it may be the most suitable 

option for long-distance transmission of offshore wind power [30]. Today, several offshore-

wind-to-green-hydrogen projects in Europe are underway. Current projects include the NortH2 

project in the Netherlands [36], the Hornsea 2 in the United Kingdom [37], PosHYdon in the 

North Sea [38], and the Oyster project [39].  In Denmark, an offshore wind hydrogen project is 

currently under construction that will be used to power the transportation sector [40]. Although 

the idea of integrating offshore wind and hydrogen is not novel, there is limited work in the 

literature that assesses the thermodynamics of these integrated systems. There are even fewer 

studies that have quantitatively studied how offshore wind could be coupled with a desalination 

system and a solid oxide electrolyzer in an offshore platform.   

Table 2-1 lists the prior work on offshore wind and hydrogen and the main findings from those 

studies.   

 

Table 2-1: Summary of prior work on offshore wind conversion to hydrogen  

Title and Reference  Major Conclusions  

Offshore renewable energy resources and their 
potential in a green hydrogen supply chain 
through power-to-gas [28] 

Conversion of offshore wind into hydrogen and 
subsequently methane is possible offshore with 
existing technology. In order to meet the spatial 
requirement of such a conversion infrastructure, the 
idea of an artificial island is presented that houses 
the electrolyzers, oxyfuel plant, and methanation 
reactors – all industrial-sized. It has also been noted 
that the existing CCS technique to dump carbon 
dioxide in continental shelves can be diverted and 
instead used in methanation reactors to produce 
synthetic natural gas. The study highlights that by 
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adopting this method, the problem of transmission 
of electricity or energy in the form of hydrogen can 
be circumvented. 

Bulk power transmission at sea: Life cycle cost 
comparison of electricity and hydrogen as 
energy vectors [30] 

In this study, four power transmission topologies are 
studied: electricity, hydrogen pipeline, liquified 
hydrogen transported by ship, and compressed 
hydrogen transported by ship. Based on the 
levelized cost of energy, for shore distances, the 
best solution is power transmission through electric 
cables. For distances over 1000 km, the best 
solution is to convert the power into hydrogen and 
to send by ship. A significant observation in this 
study is that for both shallow and deep waters, 
transportation of liquefied hydrogen by ship is the 
best solution for long distances.   

Sustainable Hydrogen Production from 
Offshore Marine Renewable Farms: Techno-
Energetic Insight on Seawater Electrolysis 
Technologies [41] 

This study conducts an energetic assessment on 
producing hydrogen from offshore wind using three 
different electrolysis technologies: direct seawater 
electrolysis, low-temperature electrolysis, and high-
temperature electrolysis. They conclude that low-
temperature electrolysis is best suited for this 
application because it adapts better to the power 
dynamics in offshore wind.  

Hydrogen production with sea water electrolysis 
using Norwegian offshore wind energy 
potentials [42] 

This is an analysis on the economics and feasibility 
of a large-scale offshore hydrogen production 
platform using offshore wind energy. SOECs, 
though they can achieve higher theoretical 
efficiencies than PEM, require a steam generator 
and a high-capacity compressor since hydrogen is 
produced at atmospheric pressure. It is worth 
considering that although offshore wind power is 
not highly variable within the minute or second, it is 
variable within the hour. An advantage of offshore 
wind power is that the technology for developing 
sophisticated platforms may already exist in the 
offshore oil and gas industry, since this industry 
builds platforms for refinery processes.  

 

2.2 Electrolysis Thermodynamics Fundamentals 
 

Electrolysis is a non-spontaneous electrochemical reaction in which electrical energy is used to 

dissociate an original substance into its components. Electrolysis can be used to convert 

electrical and thermal energy into chemical energy, and one such example of this is water 

electrolysis. Water can be dissociated into hydrogen and oxygen by applying electricity to an 

electrolysis cell:  
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𝐻!𝑂 →	𝐻! +
1
2
0!	 

( 2-1 ) 

In electrochemical reactions, the reaction is split into two electrochemical half reactions. The 

redox (reduction-oxidation) reactions are physically separated by an electrolyte so that there is a 

flow of ions and electrons between the electrodes. 
 

To understand the thermodynamic principles that govern electrolysis, it is important to define 

some terms first: 

1. Enthalpy (∆𝐻) is representative of the total energy required to dissociate water. It 

depends on temperature and pressure. When ∆𝐻 > 0, the reaction is exothermic, and heat 

is expelled to the environment. When ∆𝐻 < 0, the reaction is endothermic, and heat is 

required for the reaction to occur. All electrolysis reactions are endothermic.  

2. Entropy (∆𝑆) is a property of the material, and it represents the number of microstates 

accessible to a system. Increasing entropy means increasing number of microstates. 

Entropy can increase by providing additional energy to the system. 𝑇∆𝑆 represents the 

total heat required for the reaction to occur. 

3. Gibbs Free Energy (∆𝐺) is representative of the minimum electrical energy required to 

dissociate water. If ∆𝐺 < 0, then the reaction is spontaneous, and we can obtain work 

from the reaction. If ∆𝐺 > 0, then the reaction is not spontaneous, and work needs to be 

done on the system for the reaction to occur. All electrolysis reactions are non-

spontaneous. In a constant temperature and pressure process, the maximum electrical 

work a system can perform is the Gibbs free energy difference of the reaction. ∆𝐺 is 

related to the reversible voltage:  

∆𝑮 = −𝒊 ∗ 𝑼𝒓𝒆𝒗 

( 2-2 ) 

4. Oxidation – refers to a reaction in which electrons are liberated.  

5. Reduction – refers to a reaction in which electrons are consumed. 

6. Anode – this is the electrode where oxidation reactions occur. Electrons flow out of this 

electrode. 
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7. Cathode- this is the electrode where reduction reactions occur. Electrons flow into this 

electrode. 

 

At standard conditions (T=298 K and P = 1 bar), water is a liquid and hydrogen and oxygen are 

gaseous. Therefore, the standard entropy, enthalpy and free Gibbs energy changes for the 

reaction are [43]:   

 

∆𝐻 = 284.840
𝑘𝐽
𝑚𝑜𝑙 ; 𝑈$% = 1.48	𝑉 

( 2-3 ) 

∆𝑆 = 163.15
𝐽

𝑚𝑜𝑙	𝐾 

( 2-4 ) 

∆𝐺 = ∆𝐻 − 𝑇∆𝑆 = 237.22
𝑘𝐽
𝑚𝑜𝑙 ; 𝑈&'( = 1.23	𝑉 

( 2-5 ) 

When water vapor is electrolyzed, the enthalpy, entropy, and free Gibbs energy are:  

 

∆𝐻 = 241.80
𝑘𝐽
𝑚𝑜𝑙 ;	𝑈$% = 1.25	𝑉 

( 2-6 ) 

∆𝑆 = 44.10
𝐽

𝑚𝑜𝑙	𝐾 

( 2-7 ) 

∆𝐺 = ∆𝐻 − 𝑇∆𝑆 = 228.66
𝑘𝐽
𝑚𝑜𝑙 ; 𝑈&'( = 1.18	𝑉 

( 2-8 ) 

Each of the energy requirements for electrolysis (∆𝐻, 𝑇∆𝑆, and ∆𝐺) is dependent upon the 

temperature and pressure. Figure 2-6 shows the temperature dependence of each of the energy 

demands. At low temperatures, a higher total energy is required to dissociate liquid water. Since 

the total energy required is mostly constant at temperatures higher than 100oC, the decrease in 

electrical energy required is balanced by an increase in the heat demand as the temperature 
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increases. Figure 2-6 shows that as the temperature increases, the requirement for electrical 

energy decrease and the demand for heat increases. Higher operating temperatures are 

thermodynamically favorable for the following reasons: (1) They require less overall electrical 

energy, which tends to be more valuable than heat and can be readily available as waste heat 

from power plants and waste industries [44]; (2) the higher operating temperatures result in a 

lower electrical energy required which is associated with improved electrochemical kinetics 

since the temperature at the reactive sites (triple phase boundaries) is high, thus reducing the 

activation energy for the reaction.  

 
Figure 2-6: Thermodynamic fundamentals of electrolysis from [43]    

 

Additionally, the operating voltage plays an important role in the thermal effects, allowing cells 

to operate in thermoneutral, exothermic, and endothermic thermal regimes. While the electrolysis 

reaction will always be endothermic, the heat required may be met from Joule heating. For 

example, in high temperature Solid Oxide Electrolysis (SOE) Systems, irreversible losses occur 

due to ohmic resistance and electrode overpotentials which result in heat generation [45]. In the 

thermoneutral mode, the heat generated through irreversible losses is equivalent to the thermal 
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energy required by the reaction [45], [46]. This mode implies various relations: first, the 

electrical energy input equals (∆𝐺)  the total energy demand (∆𝐻); second, the entropy 

necessary for water splitting equals the heat generated by the reaction as losses; finally, the 

process must be isothermal and adiabatic [47].  The thermoneutral voltage is the voltage at which 

the reaction occurs with 100% thermal efficiency [48]. The thermoneutral voltage can be defined 

as:  

𝑈$% =
∆𝐻
𝑛𝐹  

( 2-9 ) 

In which 𝑛𝐹, which represents the number of moles of electrons (𝑛) times Faraday’s constant 

(𝐹) (the number of coulombs per mole of electrons). 𝑈$% for liquid water and steam are given in 

equations ( 2-3 ) and ( 2-6 ). At 800oC, the 𝑈$% is ~1.28V. Generally, thermal management is 

easier in thermo-neutral operation; the endothermicity of the reaction simplifies the temperature 

distribution within the stack when its operated close to thermo-neutral [47]. The theoretical 

electrical efficiency in this mode is 100%. 

 

Exothermic operation occurs when the heat generated in the stack from these irreversible losses 

exceeds the thermal energy consumed by the endothermic electrolysis reaction [45]. In 

exothermic mode of operation, the temperature increases along the stack due to heat 

accumulation from operating at higher current densities [46]. This allows the excess heat to be 

recovered for processes such as heating the inlet gasses to the desired operation temperature [46]. 

Exothermic operation results in lower efficiencies since electricity is intentionally used to 

produce losses. This mode may also result in degradation due to the higher current densities 

(high concentration losses) from operating the voltage in excess. The electrical efficiency in this 

mode is < 100%. 

 

Endothermic mode of operation occurs when the thermal energy demand exceeds what is 

available from Joule heating [45]. In endothermic operation, the system operates at lower 

average current densities, which decreases hydrogen production and energy consumption [46]. In 

this mode, the irreversibilities are lower than the thermal energy required for the reaction 

resulting in less heat generation from the stack, and thus, an external heat source is required to 
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meet the heat demand [45], [46]. As the reaction proceeds along the stack channel, the 

temperature decreases [45]. Due to the low irreversibilities in this regime, the electrical 

efficiency in this mode is > 100%. 

 

In high temperature systems, there is a known tradeoff between using electrical energy for 

thermal energy generation against the additional costs for the transfer of this thermal energy from 

an external source [45]. Figure 2-7 shows how a solid oxide electrolysis system can behave as an 

endothermic sink or exothermic source depending on the operating voltage. In Figure 2-7, the 

system enclosure (furnace) is operated at a steady temperature of 800oC. In endothermic 

operation (voltages below the 1.28V), the cell acts as a thermal sink and induces cooling. When 

the voltage exceeds 𝑼𝒕𝒏, there is a steep temperature increase due to the exothermicity of the 

stack. 

 

 

 
Figure 2-7: The temperature in the middle of an SOEC stack plotted against cell voltage and 
current density. From [43]. 
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2.2.1 Solid Oxide Electrolysis Fundamentals  

 

In electrochemical reactions, the transfer of electrons takes place through an electronic conductor 

which allows us to separate the electron-transfer reactions and use it to do work. The electrolyte, 

which typically consists of yttria-stabilized zirconia (YSZ), is responsible for selectively 

conducting oxide ions from the cathode to the anode as shown in Figure 2-8. Note that the 

functional layer is made up on electronic and ionic conductors. The electrochemical reactions 

occur at the locations where the ions, electrons and gas species meet, called the triple phase 

boundary. 

 

 
Figure 2-8: Schematic representation of an SOEC from [43].  

Although YSZ is known for being an excellent oxide ion conductor (1000 times more conductive 

than electrons), YSZ is also a semiconductor with electron conductivity at low oxygen pressures 

and electron hole conductivity in oxidizing environments [49]. This has important implications 

for the Galvani potential (𝜙) since it reflects the potential of all the charged particles in the 

lattice. Figure 2-9 illustrates the different types of potentials in a solid conductor. 𝜙 is the driving 

potential for the mobile oxide ions, and it is mainly driven by the lattice ions. The Fermi 

potential (𝜋) is a ratio of the electrochemical potential of the electrons to Faraday’s constant 
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[49].  The Fermi potential is the main factor that drives electrons, and since electron 

concentration relative to the electron concentration under standard conditions affects it strongly, 

the Fermi potential varies strongly across the electrolyte [49]. This is reflected in Figure 2-10.  

 

 
Figure 2-9: Fermi, Galvani, and Volta potential in a solid conductor relative to the outer 
electric potential in a vacuum. From [49]. 

 

 
Figure 2-10: The Fermi and Galvani potentials across a YSZ electrolyte compared to open 
circuit conditions at 1000oC. From [49].  
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Voltage 

One of the fundamental measurements in any electrochemical analysis is the potential difference 

or voltage (𝑈). Voltage is defined as the sum of the reversible voltage at equilibrium conditions 

plus the overpotentials (𝜂) corresponding to entropy generation: 

 

𝑈(𝑖) = 𝑈&'( + |𝜂| = 𝜑'!+ − 𝜑'!,  

( 2-10 ) 

In a real cell, the voltage is a measurement of the difference in potential (𝜑) between two 

electric potentials taken at the metallic interconnects on the anode and cathode. This is defined as 

𝜑'!+ 𝑎𝑛𝑑	𝜑'!,  in Figure 2-8. The voltage is a representation of the amount of work per unit charge 

needed to move an electric charge between the electrodes or it can also be considered as the 

difference in energy of the electrons at the two electrodes.  

 

Focusing first on the reversible cell voltage, it is important to consider an electrochemical system 

at equilibrium, in which there is no current flow and, thus, there are no net reactions at either of 

the electrodes. At equilibrium in each of the electrodes, the half reactions reach a dynamic 

equilibrium where the rates of the forward and reverse reactions are equal. The energy of each of 

the electrons for each of the electrodes is different and it is this difference in electron energy that 

drives the full reaction when the circuit is closed [50]. The equilibrium cell potential, otherwise 

known as the open circuit voltage, is a function of the thermodynamic state of the reactants and 

products. Because the hydrogen and oxygen are separated from each other at each electrode, it is 

possible to have an equilibrium state.  

 

The change in Gibbs energy is a representation of the maximum work that can be done by a 

system for a closed reversible system at constant pressure and temperature. In electrolysis, the 

∆𝐺 represents the minimum required work for the reaction to occur. The total charge transferred 

in a full reaction is, 𝑛𝐹, which represents the number of moles of electrons (n) times Faraday’s 

constant (the number of coulombs per mole of electrons).  Therefore, the minimum voltage for 

electrolysis, 𝑈&'(, is given by:  
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∆𝐺 = −𝑛𝐹𝑈&'( 

( 2-11 ) 

Where ∆𝐺 is negative when the surroundings do work on the system. This fundamental equation 

relates the amount of work (∆𝐺) to the potential difference in the electron energy at the two 

electrodes. The cell potential, U, is defined as  

 

𝑈 = 𝜙-%./01	&3% 	− 𝜙1-$4./01	&3% 

( 2-12 ) 

When the system deviates from standard conditions (25 oC, 1 atm), it is necessary to use an 

alternative definition of ∆𝐺 with a correction term that accounts for the activities of the gaseous 

species to determine the reversible cell voltage [50]. This leads to the Nernst Equation: 

 

∆𝐺 = ∆𝐺5 + RTSΣ.3𝑙𝑛𝑎	0
6" − Σ&'/𝑙𝑛𝑎	0

6"U 

( 2-13 ) 

Where ∆𝐺5is the Gibbs energy change at standard conditions, R is the gas constant, T is the 

temperature, and 𝑎	0
6" is the activity of all species, i, and si is the stoichiometric coefficient of 

species i in the reaction. For ideal gasses, the partial pressures will replace the activity. The 

Gibbs energy at standard conditions is tabulated as a relative value.  

 

Therefore, using the relationship between ∆𝐺	and	𝑈 at equilibrium conditions, the open circuit 

voltage or the reversible cell potential is: 

 

𝑈&'(,.1((𝑇, 𝑃0) = 𝐸&'(,.1(-%./' (𝑇, 𝑃0) − 𝐸&'(,.1(1-$4./'(𝑇, 𝑃0) 

( 2-14 ) 

𝐸&'(,.1(-%./' (𝑇, 𝑃0) = 𝐸-%./'. (𝑇, 𝑃) +
𝑅𝑇
𝑛𝐹 ln]𝑃8#	

+
, ^ 

( 2-15 ) 

𝐸&'(,.1(1-$4./'(𝑇, 𝑃0) = 𝐸1-$4./'. (𝑇, 𝑃) +
𝑅𝑇
𝑛𝐹 ln ]

𝑃9#8
𝑃9#

^ 

( 2-16 ) 
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𝑈&'(,.1((𝑇, 𝑃0) = 𝑈.(𝑇, 𝑃) +
𝑅𝑇
𝑛𝐹 ln_

𝑃9#𝑃8#	
+
,

𝑃9#8
` 

( 2-17 ) 

Where: 

  

𝑈&'(,.1(: Reversible, temperature dependent cell voltage (ideal OCV) 

𝑈.: Potential of the reaction at standard conditions (equilibrium potential)  

R: Gas constant (8.314 J/kmol) 

F: Faraday’s number 96,487 (C/equiv) 

T: absolute temperature of cell (K) 

𝑃&'-1$-%$6, 𝑃:&./;1$6: partial pressures of the species involved 

n: number of electrons involved  (2) 

 

The open circuit voltage (OCV) represents the theoretical maximum reversible voltage a fuel cell 

can draw, and the minimum voltage needed for an electrolysis reaction. The OCV of a cell, also 

called the Nernst potential  or electromotive force, is the difference in electrochemical potentials 

of oxygen on the fuel and air electrodes’ interfaces or triple phase boundaries [51].  

 

When the cell is not at standard temperature conditions, we must account for the influence of 

temperature on the standard cell voltage (𝑈.). There are various expressions for correcting the  

standard cell voltage that are derived from the Gibbs-Helmholtz equation and thermodynamic 

relations. In this work, an equation from [52] is used: 

 

𝑈5(𝑇) = <∆>(@$)
%B

b @
@$
c + <∆9(@$)

%B
b1 − @

@5
c + ∆𝑎(𝑇 − 𝑇5 − 𝑇𝑙𝑛 b

@
@$
c + (@<@$)#

%B
b∆C
,
+ ∆1

,@@#
c  

( 2-18 ) 

Where ∆𝑎 = 2𝑎9#8 − 2𝑎9# − 𝑎8#, and similarly for ∆𝑏 and ∆𝑐. ∆𝐺, ∆𝐻, 𝑎, 𝑏, and 𝑐 are in Table 

2-2.  
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Table 2-2: Thermodynamic data at standard conditions (298.15 K and 1 atm) [52] 

 
∆𝑮 

+
𝒌𝑱
𝒎𝒐𝒍1

 

∆𝑯 

+
𝒌𝑱
𝒎𝒐𝒍1

 

𝒂𝒊 

+
𝑱

𝒎𝒐𝒍 ∗ 𝑲1
 

𝒃𝒊 

+
𝑱

𝒎𝒐𝒍 ∗ 𝑲1
 

𝒄𝒊 

+
𝑱

𝒎𝒐𝒍 ∗ 𝑲1
 

𝑶𝟐 0.0 0.0 29.96 4.2 x 10-3 -1.67 x 10-5 

𝑯𝟐 0.0 0.0 27.28 3.3 x 10-3 0.5 x 10-5 

𝑯𝟐𝑶	(𝒈) -228.572 -241.818 30.54 10.3 x 10-3 0.0 

 

The Nernst voltage can also be found for a cell in which 𝑖 ≠ 0 [43]: 

 

𝑈&'( = 𝑈&'(,.1( + ∆𝑉&'(-%./' − ∆𝑉&'(1-$4./' 

( 2-19 ) 

∆𝑉&'(-%./' =
𝑅𝑇
2𝐹 ln]

𝑃8#,0E5
5.G

𝑃8#,0H5
5.G ^ 

( 2-20 ) 

∆𝑉&'(1-$4./' =
𝑅𝑇
2𝐹 ln ]

𝑃9#,0H5𝑃9#8,0E5
𝑃9#,0E5𝑃9#8,0H5

^ 

( 2-21 ) 

The Nernst equation neglects any losses due to mass transfer across the electrodes which allows 

us to assume the partial pressure at the active electrochemical sites is equivalent to the partial 

pressure at the channel inlet [43]. It also neglects ohmic losses due to ionic and electronic 

resistivities, and kinetic effects due to multi-elementary reactions that take place at the triple 

phase boundary sites (see Figure 2-11) [43]. It shows us that even in the most ideal conditions, 

there are losses due to gas conversion process that alter the gas composition. When the cell is 

electrically induced, the production of oxygen increases the partial pressure of oxygen in the 

anode which then increases the anode potential. Similarly, the production of hydrogen and 

consumption of steam will decrease the cathode potential, and thus increase the cell voltage [43].  

 

In reality, when a current is applied to the cell, that is when the cell is polarized, the actual 

potentials of the cell will deviate from the reversible cell voltage predicted by the Nernst 
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equation since current flow will result in irreversible losses due to activation, ohmic, and 

concentration polarizations as observed in equation ( 2-17 ). Thus, the Nernst Equation is an 

idealized calculation of the reversible cell voltage.   

 
Figure 2-11: Functional layer of an SOEC anode [43].  

 

2.2.2 Cell Resistances lead to Ohmic Losses 

 

The real voltage represents the increased demand for energy for the reaction when the current 

density increases. The losses are associated with an increase in entropy production of the system 

which results in heat generation in the cell and enables the SOEC cell to have various thermal 

regimes by which the heat generation is balanced by the endothermic electrolysis reaction. 

According to [43], the cell voltage can be attributed to seven contributions in Figure 2-8 related 

to the differences in electric potentials across the cell thickness: 

 

 

𝑈(𝑖) = (𝜑'!+ − 𝜑'!IJJ) + (𝜑'!IJJ − 𝜑'!IBK) + S𝜑'!IBK − 𝜑0.I%./'U + S𝜑0.I%./' − 𝜑0.J-$4./'U

+ S𝜑0.J-$4./' − 𝜑'!JBKU + (𝜑'!JBK −	𝜑'!JJJ) + (𝜑'!JJJ − 𝜑'!, ) 

( 2-22 ) 
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• Contact resistances (𝑅1) at the interfaces between the electrode and the 

interconnect. 

This is due to imperfect electrical contact at the electrode/ interconnect interface, and it 

can be given by: 

𝜑'!+ − 𝜑'!IJJ = 𝑅1,-%./'𝑖 

( 2-23 ) 

𝜑'!JJJ − 𝜑'!, = 𝑅1,1-$4./'𝑖 

( 2-24 ) 

Where 𝑖 is the current. For this contribution, 𝑅1,1-$4./'~0 ≪ 𝑅1,-%./' 

• Ohmic losses (𝑅'LL) in the current collecting layers 

Ohmic losses across the anode and cathode current collector (CC) layers are due to 

electrical resistivities to flow and are represented using these terms: 

 

𝜑'!IJJ − 𝜑'!IBK = 𝑅IJJ
'LL𝑖 

( 2-25 ) 

𝜑'!JBK −	𝜑'!JJJ = 𝑅JJJ
'LL𝑖 

( 2-26 ) 

Where 𝑅'LL = M
N
 where 𝜎 is the conductivity and 𝑙 is the thickness of the layer. 

• Electric potential in the Helmholtz double layer due to the potential between the 

electronic and ionic conductors 

In the functional boundary layers, there is a triple phase boundary line where the reaction 

occurs, and charge transfer takes place. This is the point at which the gas, ions, and 

electrons meet. In this region, there is an electric potential between the electronic and 

ionic conductor due to the excess of charge on each side of the metal/ electrolyte 

interface. This is known as the Helmholtz double layer, and it yields a local potential E:  

 

𝐸 = 	𝜑'! −	𝜑0. 

( 2-27 ) 
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The electrochemical reactions locally absorb and generate charges and gas species that 

leads to a steep evolution of the local electrode potential on each side of the functional 

layer:  

 

𝐸-%./' =	𝜑'!IBK − 𝜑0.I%./' > 0 

( 2-28 ) 

𝐸1-$4./' = 	𝜑'!JBK −	𝜑'!JJJ < 0 

( 2-29 ) 

During electrolysis operation, the anode potential increases while the cathode decreases, 

which results in a higher cell voltage.  

 

• Ionic Resistance in the electrolyte 

The diffusion of oxygen ions through the electrolyte is given by:  

 

𝜑0.I%./' − 𝜑0.J-$4./' = 𝑅'M'1$&.MO$' ∗ 𝑖 

( 2-30 ) 

𝑅'M'1$&.MO$' =	
𝑙'M'1$&.MO$'

𝜎0.
 

( 2-31 ) 

Where 𝑙'M'1$&.MO$' denotes the thickness of the electrolyte membrane and 

𝜑0.I%./' 	𝑎𝑛𝑑	𝜑0.J-$4./' are the electric potentials in the ionic conducting phase at anode/ 

electrolyte or cathode/electrolyte interfaces. In this region the voltage drop is dependent 

on the ionic conductivity (𝜎0.) of the dense material using Ohm’s law (above).  

 

2.2.3 Concentration and Activation Polarizations  

 

In addition to the Ohmic losses that are caused by ionic/ electronic charge transfer resistances 

described in the previous section, the cell also experiences losses at each electrode: concentration 

and activation polarizations.  To overcome these losses, the cell potential must operate at higher 

overpotentials (𝜂) than the 𝑈&'(. 
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The potential (𝐸) at each electrode is given by:  

 

𝐸-%./' = 𝐸&'(-%./' + 𝜂-%./' 

( 2-32 ) 

𝐸1-$4./' = 𝐸&'(1-$4./' + 𝜂1-$4./' 

( 2-33 ) 

Where each polarization (𝜂) is made up of a contribution from activation and concentration 

losses.  

 

Concentration overpotentials (𝜂1.%1) represent the resistance to mass transfer at the triple phase 

boundary sites. They are mostly due to the concentration gradients that can develop when the 

fluxes of the reactants and products to and from, respectively, the triple phase boundary is lower 

than the corresponding electrical current [53]. Concentration overpotentials are most apparent at 

high current densities due to the high gas fluxes [43], and high steam utilization factors can also 

contribute to high concentration overpotentials [53]. The microstructure of the cells and partial 

pressure gradients can resist the transport of gaseous species from the bulk gas to the triple phase 

boundaries [54]. Since the production of hydrogen is balanced by the consumption of steam, the 

concentration overpotentials on the cathode side tend to only be due to gas diffusion. Since the 

anode side is not balanced by consumption and production of gaseous species, oxygen 

production can cause local pressure gradients at the electrode / electrolyte interface which can 

lead to delamination. Gas concentrations can also impact the reaction kinetics and the activation 

overpotentials [44]. The concentration polarization is defined from the Butler-Volmer equation 

as follows [43]  

 

 𝜼𝒄𝒐𝒏𝒄𝑪𝒂𝒕𝒉𝒐𝒅𝒆(𝒙) = 𝑹𝑻
𝟐𝑭
𝐥𝐧 q

𝑷𝑯𝟐;𝒊)𝟎
𝒄𝒂𝒏𝒂𝒍 (𝒙)	𝑷𝑯𝟐𝑶;𝒊)𝟎

𝑻𝑷𝑩 (𝒙)

𝑷𝑯𝟐;𝒊)𝟎
𝑻𝑷𝑩 (𝒙)	𝑷𝑯𝟐𝑶;𝒊)𝟎

𝒄𝒂𝒏𝒂𝒍 (𝒙)
r ( 2-34 ) 

 𝜼𝒄𝒐𝒏𝒄𝑨𝒏𝒐𝒅𝒆(𝒙) = 𝑹𝑻
𝟒𝑭
𝐥𝐧 q

	𝑷𝑶𝟐;𝒊)𝟎
𝑻𝑷𝑩 (𝒙)

	𝑷𝑶𝟐;𝒊)𝟎
𝒄𝒂𝒏𝒂𝒍 (𝒙)

r ( 2-35 ) 
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Where R is the universal gas constant, T is the absolute temperature, F is Faraday constant, 

𝑃6:'10'6;0E5@^_  is the species’ pressure at the triple phase boundary (Pa), and 𝑃6:'10'6;0E51-%-M  is the 

species’ (either hydrogen, oxygen or steam) pressure in the corresponding gas channel. Note that 

the concentration potentials cause the actual potential at the triple phase boundaries to deviate 

from the ideal reversible potential predicted by the Nernst equation.  

 

 Activation overpotentials are due to the irreversible phenomena in the functional layer due to the 

kinetic rates of multi-elementary reactions [43]. The high operating temperatures of SO cells do 

not result in a single limiting step, and thus activation overpotentials tend to be low for SO cells. 

The global activation overpotentials are typically modelled by the Butler-Volmer equation which 

accounts for differences of gas concentrations at the triple phase boundaries and in the bulk 

stream [53]. The Butler-Volmer equation uses an apparent exchange current density (𝑗5) to 

characterize the electrochemical activity of a reaction. The electrode microstructure, such as the 

density of triple phase boundary sites, the electrochemical activity of the materials, and local 

temperature all contribute to the apparent exchange current density [43]. The Butler-Volmer 

equation relates the current density and the activation polarization and it is of the form [55]:  

 

 𝑗(𝑥)1-$4./' = 𝑗5,1-$4./'(𝑥) uexp q
`%3Ba456

74689:3

b@;<=
r − exp q− (+<`)%3Ba456

74689:3

b@;<=
ry  ( 2-36 ) 

 

𝒋(𝒙)𝒂𝒏𝒐𝒅𝒆 = 𝒋𝟎,𝒂𝒏𝒐𝒅𝒆(𝒙) {𝐞𝐱𝐩 b
𝜷𝒏𝒆𝑭𝜼𝒂𝒄𝒕𝑨𝒏𝒐𝒅𝒆

𝑹𝑻𝑷𝑬𝑵
c − 𝐞𝐱𝐩 b− (𝟏<𝜷)𝒏𝒆𝑭𝜼𝒂𝒄𝒕𝑨𝒏𝒐𝒅𝒆

𝑹𝑻𝑷𝑬𝑵
c�  ( 2-37 ) 

 

Where 𝛽 is called the transfer coefficient, and it is a dimensionless, positive number less than 

one, and it is usually 0.5 for fuel cell applications.	𝑛' is the number of electrons transferred in the 

half reaction (2 for the cathode and 4 for the anode). The exchange current densities (𝑗5) can be 

found:  

 𝑱𝟎,𝒄𝒂𝒕𝒉𝒐𝒅𝒆 =
𝒋𝑯𝟐
∗ h

𝒑𝑯𝟐
𝒑𝑯𝟐
∗ i

𝜷𝑯𝟐
𝟐
j
𝒑𝑯𝟐𝑶
𝒑𝟎

k
𝟏!

𝜷𝑯𝟐
𝟐

𝟏lh
𝒑𝑯𝟐
𝒑𝑯𝟐
∗ i

𝟏
𝟐

	 ( 2-38 ) 
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 𝑱𝟎,𝒂𝒏𝒐𝒅𝒆 =
𝒋𝑶𝟐
∗ h

𝒑𝑶𝟐
𝒑𝑶𝟐
∗ i

𝜷𝑶𝟐
𝟐

𝟏lh
𝒑𝑶𝟐
𝒑𝑶𝟐
∗ i

𝟏
𝟐

  ( 2-39 ) 

Where 𝑗8#
∗ is the equilibrium exchange current density, 𝑝6:'10'6is the pressure of the species in the 

gas streams and 𝑝6:'10'6∗  is the equilibrium pressure.  

 

 Lastly, all of these polarizations result in an expression for the actual cell voltage:  

 

𝑈1'MM = 𝑈&'( + |𝜂| = 𝑈8Jn + S𝜂.4o + 𝜂-1$,-%./' + 𝜂1.%1,-%./' − 𝜂-1$,1-$4./' − 𝜂1.%,1-$4./'U 

( 2-40 ) 

Where the subscripts 𝑎𝑐𝑡 and 𝑐𝑜𝑛𝑐 represent the activation and concentration polarizations, 

respectively. It is important to note that each of these terms depends upon the operating current 

and the location on the cell. The ohmic losses can be summarized as the combination of ionic 

and electronic resistances [43]: 

 

𝜂.4o	 = S𝑅'M'1$&.MO$' + 𝑅IJJ
'LL + 𝑅JJJ

'LL + 𝑅1,-%./' + 𝑅1,1-$4./'U ∗ 𝑖	 

( 2-41 ) 

In which the ionic resistances contribute significantly to the overall resistance in 𝑅'M'1$&.MO$'. 

Cathode supported cells lower the overall ohmic losses since they have a lower electrolyte 

thickness. 

 

2.3 Seawater Electrolysis 
 

Electrolyzers are electrochemical devices that separate a chemical compound into two or more 

elemental species [41].  Electricity is stored in the form of chemical bonds in electrolysis 

reactions [56]. Since hydrogen generation, consumption and regeneration have the potential to be 

emissions-free if powered renewably from clean technologies [56], hydrogen has been proposed 

as a sustainable fuel that can achieve a carbon-free future. As mentioned previously, one 

potential end use of offshore wind is to convert the electricity to hydrogen through seawater 
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electrolysis. Indirect seawater electrolysis can be achieved in multiple stages using existing 

commercial electrolyzers, such as solid oxide (SO), proton exchange membrane (PEM), and 

alkaline electrolyzers, by coupling these electrolyzers with desalination systems and offshore 

wind farms. Unlike indirect seawater electrolysis which requires desalination and ultra-

purification equipment to remove contaminants present in the seawater, direct electrolysis of 

seawater is a popular area of research because it directly uses seawater in the electrolysis 

reactions. This results in a system with fewer ancillary components (e.g. desalination equipment 

and water purification systems) thus reducing material investment and maintenance costs [56].  

Figure 2-12 shows the different types of electrolytes that can be used in direct and in indirect 

seawater electrolysis, which includes alkaline, proton exchange membrane (PEM), and solid 

oxide (SO) electrolytes.  

 
Figure 2-12: Different types of electrolytes used in seawater electrolysis. From [41]. 

 

2.3.1 Direct Seawater Electrolysis  

Contaminants in seawater present significant obstacles for direct electrolysis that prevent it from 

being commercially available today. This includes dramatic pH fluctuations that may cause 

catalyst degradation, the presence of bacteria/ microbes, non-innocent ions, and small particles 

which may poison electrodes and catalysts, and may disrupt their stability [56]. A key challenge 
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accompanying direct seawater electrolysis is undesired chemical processes associated primarily 

with chloride electro-oxidation chemistry that compete with the desired oxygen evolution 

reaction in the anode [56], [57]. In the chlorine chemical industry, these chemical reactions are 

well-understood, and hydrogen is considered a byproduct of the reaction in the cathode which 

produces OH- [41]. The competing reactions are represented in the Pourbaix diagram (Figure 

2-13)  for the oxygen evolution reaction in an aqueous 0.5 NaCl electrolyte. It shows the 

potential areas where the oxygen evolution reactions and the chloride oxidation reactions are 

thermodynamically possible. It also shows the two main reactions that compete with the OER: 

the chlorine evolution reaction at low pH and the hypochlorite formation in high pH. 

The green line indicates the thermodynamic equilibrium between water and oxygen. When the 

electrode potentials are more positive than the green line, the OER is possible.  At the two pH 

extremes, the following chloride oxidation reactions are possible: 

 

Chloride Evolution Reaction [56]: (pH < 3)  

 

 𝟐𝑪𝒍< →	𝑪𝒍𝟐 + 𝟐𝒆<  ( 2-42 ) 

Hypochlorite Formation [56]: 

𝑪𝒍< + 𝟐𝑶𝑯< → 𝑪𝒍𝑶< +𝑯𝟐𝑶 + 𝟐𝒆<	𝑪𝒍< + 𝟐𝑶𝑯< → 𝑪𝒍𝑶< +𝑯𝟐𝑶 + 𝟐𝒆<	 ( 2-43 ) 

OER in an alkaline environment is [56]:  

 𝟒𝑶𝑯< → 𝟐𝑯𝟐𝑶 + 𝑶𝟐 + 𝟒𝒆< ( 2-44 ) 

In the cathode, gaseous hydrogen is produced as a byproduct [41]:  

 𝟐𝑯𝟐𝑶 + 𝟐𝒆< → 𝑯𝟐 + 𝟐𝑶𝑯<  ( 2-45 ) 

 

Between 3 and 7.5 pH, hypochlorous acid formation is the major reaction. The difference 

between the standard electrode potentials increases until it reaches 0.480 V at 7.5 pH where the 

hypochlorite formation begins. Under alkaline conditions, the difference stays at 0.480 V which 

indicates the OER can achieve up to 0.480 V in kinetic overpotential [56]. 
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Figure 2-13: Pourbaix diagram from Reference [57].  

Even though direct seawater electrolysis would simplify the design of an offshore wind-to-

hydrogen production platform, this process is unsustainable and impractical due to the following 

reasons listed in [41]: (1) the production of Cl2 can be detrimental to the environment if allowed 

to leak; (2) there is low ionic conductivity in seawater increases ohmic losses; (3) the presence of 

contaminants such as magnesium and calcium leads to scaling, which requires more maintenance 

and cleaning; (4) expensive materials are needed to prevent corrosion; (5) the rejected brine can 

result in strong alkalization of the ocean which is harmful;(6) lastly, this is an inefficient process 

due to the high operating voltages (4 V). Furthermore, direct seawater electrolysis would require 

160% more energy than low-temp electrolysis and it has a high environmental impact. 

 

2.3.2 Indirect Solid Oxide Seawater electrolysis  

 

While PEM electrolysis has been reported as the preferred method for indirect seawater 

electrolysis (e.g., see [41] and [28]), the high temperatures (700 – 1000 oC)  in which SO 

electrolysis cells (SOEC) operate results in improved thermodynamics and kinetics [58]. 

Therefore, less electrical energy is required per unit hydrogen produced in comparison to low 

temperature electrolysis such as PEM [58]. SO electrolysis is a promising area of research for 
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offshore wind-to-hydrogen because of the possibility of integrating thermal steam generation 

with desalination and its ability to operate at high efficiencies. 

 

In SO electrolysis, superheated water vapor (steam) is introduced into the cathode where the 

water reduction reaction occurs that produces hydrogen and releases oxide ions in the process 

[56]. Then, the hydrogen produced is purified to separate it from the remaining water in the 

cathodic stream [59]. The additional purification required of hydrogen at the exit of the cathode 

is one drawback of SOECs, which requires an additional step to remove the water content in the 

cathodic stream [59]. The SO electrolyte selectively passes O2- ions from the cathode to the 

anode to produce O2 and electrons via the OER [56], [59]. The oxygen ions recombine to form 

oxygen molecules as they release electrons in the process [45]. Typically, yttria-stabilized 

Zirconia is used in the electrolyte in SOECs, due to its ability to conduct ions [45]. SOECs are 

assembled in stacks in which several repeating cells are stacked to produce a sufficient rate of 

hydrogen [45].   

 

Water Reduction Reaction: 

  

 𝑯𝟐𝑶 + 𝟐𝒆< →	𝑯𝟐 + 𝑶𝟐<	  
 ( 2-46 ) 

 

The oxygen evolution reaction:  

 

 𝑶𝟐< → 𝟏
𝟐
𝑶𝟐 + 𝟐𝒆<  

 ( 2-47 ) 

 

The overall reaction:  

 

 𝑯𝟐𝑶 → 𝑯𝟐 +
𝟏
𝟐
𝑶𝟐 ( 2-48 ) 
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SOECs possess a possible unique configuration in which the steam is generated from the 

seawater before it reaches the catalyst and membrane [56]. For example, to use seawater in SO 

electrolysis, reference [58] propose spray injecting seawater into a heated chamber to achieve the 

required minimum moisture content. However, this presents the possibility of poisoning the 

nickel in the fuel electrode and blocking off triple phase boundaries which would reduce the 

catalytic activity [58].  

 

There are few studies that investigate the thermodynamics and kinetics of SO electrolysis of 

seawater. To my knowledge, there are only two studies that experimentally assess SO 

electrolysis of seawater. Kuan et al.,  [58] use an SOEC button cell to investigate the effects of 

using steam produced from simulated seawater on the electrochemical performance and 

degradation of the cell. They check for impurities in the steam produced from seawater and 

seawater contamination in the Ni-YSZ fuel electrode. They find that steam produced from the 

simulated seawater is free of contaminants, the electrochemical performance is not impacted by 

the steam from seawater (polarization curves and the impedance spectra is the same), and that the 

degradation rate is not impacted by using seawater.  The results from this paper suggest a 

promising finding; that the electrolysis of steam produced from seawater may not negatively 

impact the performance or degradation of SOECs [58].  

 

Additionally, in [60] an experiment is conducted using pure seawater and a flat tube SOEC to 

investigate the efficiency and stability of SO electrolysis from seawater. They observe no major 

effects on the cell after 420 hours of operation and they achieve energy conversion efficiencies 

of up to 72.47% [60]. While this study uses real seawater, they find that after 420 hours of 

operation the inlet fuel pipe is “completely blocked” by sea salt (see Figure 2-14). The red circles 

in the figure represent the areas where the flow was blocked by accumulated sea salt. Notice that 

it occurs on the outlet of the elbows. This important challenge suggests that an alternative 

method to boiling may be needed to successfully achieve continuous operation of offshore SOE 

systems. This also suggests that there is a need for longer testing and a more thorough analysis of 

the effects of marine environments on the balance of plant components. Lastly, this suggest there 

is a need in the literature for studies that investigate how to sustainably and safely management 

brine in offshore SOEC systems. Other papers that look at SO electrolysis of seawater have only 
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completed high level analyses exploring the energetic and environmental aspects without going 

into the details of the dynamics and thermodynamic integration.  

 
Figure 2-14: Image from [60] that shows the experimental SOEC system.  

One interesting challenge that is uniquely related to high temperature electrolysis is that a heat 

input is required to produce the superheated water vapor that feeds into the cathode. In the ocean, 

there are no natural sources of heat. A similar challenge that occurs with indirect seawater 

electrolysis is the desalination stage, which requires an energy input. In the analysis of SO 

seawater electrolysis in [41], the authors select ohmic heating as the preferred method to produce 

heat for the production of steam. However, in the configuration they designed (shown below in 

Figure 2-15), they find that there is a 1.21% concentration of steam mixed with the hydrogen and 

they attribute this to the high temperature (80oC) of hydrogen exiting the cathode.  They also find 

that the balance of plant consumes more energy in this arrangement due the additional 

compression needs driven by the excess water vapor in the cathodic stream. Lastly, they 

conclude by stating that no additional ohmic heating is needed to boil seawater since it can be 

accomplished with just cogeneration [41]. The authors conclude there is less heat delivered to the 

marine environment in high temperature electrolysis than in low-temperature electrolysis [41], 

which has important implications for the impact on the local marine environment. Since low 

temperature electrolysis has the ability to operate with quick dynamics, the authors assert that 
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PEME is best suited for indirect seawater electrolysis due to rapid changes in offshore wind 

power.  

 

 

 
Figure 2-15: This is the SOEC schematic proposed in [41] for indirect seawater electrolysis.  

Although there are limited studies on SO electrolysis of seawater, there are various papers that 

assess SO seawater electrolysis for coastal regions in which the electrolyzer is coupled with 

desalination systems and solar photovoltaics [61], [62], or dish-sterling collectors [63].  

 

In [61], the authors propose a system that is comprised of a parabolic trough collector, thermal 

storage tanks, a PEME, an Organic Rankine Cycle, and a humidification dehumidification-based 

(HDH) desalination unit. The system incorporates a heat exchanger which uses the waste heat 

from the ORC as the heat source of the HDH desalination system. In this system the total mass 

flow the desalinated water is greater than the mass flow required for the PEME. They assume 

that the salinity of the water is 35 g/kg, the dehumidifier and humidifier effectiveness is 0.85, the 
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mass flow rate ratio of the desalination is 1.8. The desalination bottom and top temperature are 

298 k and 333 k.  

 

In Kumari et. al., [62]  a solar photovoltaic system is coupled with a PEME which uses seawater-

humidified air at 80% relative humidity to produce hydrogen. A significant finding from this 

study is that they experimentally prove the feasibility of a novel solar-driven seawater vapor 

electrolysis system. They also show that vapor fed PEM electrolysis is possible. They find the 

effects of fluctuations in the humidity are minimal and tolerable to the entire system. The assert 

that the relative humidity near the surface of the ocean is fairly consistent between 75-85%.  

 

In [63]  Rokni et al.,  present an innovative thermodynamic model design of a reversible SOC 

system integrated with Dish-Stirling collectors, a parabolic trough solar collector, and a direct 

contact membrane distillation (DCMD) system. When the system is operating in fuel producing 

mode (SOEC), the steam is generated using the parabolic trough solar collector. The DCMD uses 

waste heat from the SOEC for seawater distillation. This is a poly-generation plant that is self-

sustaining. Also, they assume the seawater has a temperature of 15 deg C and salt concentration 

of 35 g/kg. To learn more about DCMD, check out reference 40 (modelling) and reference 44 

(experimental data).  

 

Additionally, the design of a seawater SO electrolysis system for use with offshore wind must 

consider dynamic operation due to the intermittency of this renewable resource. Dynamic 

operation of SOECs is a growing area of research (e.g., see [48], [64]) because delicate 

components in SOECs can experience fractures due to significant temperature fluctuations [45]. 

In SOECs, the stack temperature distribution is heavily dependent on the average current density, 

which requires strict temperature control for dynamic operation [45]. This is reflected in Figure 

2-16, which shows the temperature versus axial position for an SOEC stack operated at 7000 and 

5000 A/m2 with an inlet temperature of 1023 K. 
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Figure 2-16: From [45], which shows the temperature distribution along the SOEC stack. 

Therefore, cell temperature control strategies are of utmost importance in the design and 

modelling of an SOEC stack to prevent damage to the sensitive components in the stack. 

Previous studies in the literature have studied the feasibility and control strategies of dynamic 

operation of SOEC systems. Saeedmanesh et al. [48] developed a model of a quasi 3D SOEC 

system to investigate the behavior of the system when it is integrated with a dynamic 

photovoltaic system [48].  The system layout is shown in Figure 2-17. The system has been 

designed to stand-alone so only inputs are the water stream, the ambient air stream, and electrical 

energy [48].  It is comprised of a temporally and spatially resolved SOE stack model and various 

sub-models for balance of plant components, such as heat exchangers, compressors, electric 

heaters, valves, and an air blower [48].  
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Figure 2-17: SOEC System layout from [48].  

In this configuration, the water is preheated in two-stage intercoolers in the hydrogen 

compression unit. After it is preheated, it enters the steam generator which recovers heat from 

the stack cathode and anode outlets. An electric heater is implemented following the steam 

generator and a heat exchanger to raise the temperature of the steam to the desired stack 

temperature of 1023 K. Since 10% molar fraction of hydrogen is needed at the cathode inlet to 

prevent oxidation of stack materials, a three-way-valve is inserted at the outlet of the SOEC stack 

so that a portion of the hydrogen can be recirculated to the cathode inlet. The hydrogen is then 

compressed in a hydrogen compression unit comprised of two stages to achieve a desired 

pressure of 3 MPa. Additionally, an electric heater and a heat exchanger are used to raise the 

inlet air temperature to 1023 K. Dynamic operation of this system was simulated for a 

representative sunny day and a representative cloudy day. The system, stack, and voltage 

efficiencies are shown in Figure 2-18. It can be observed that the voltage and stack efficiencies 

are above 100%. This occurs when the cell operating voltage is lower than the thermoneutral 

voltage [48]. When the system is operated dynamically, it cycles between endothermic, 

thermoneutral, and exothermic operation. When the stack efficiency exceeds 100%, a portion of 
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the energy input is provided by the electric heaters for the endothermic reaction. When the 

system is simulated on a highly dynamic cloudy day, it operate endothermically for a 

considerable amount of time [48]. Thus, the thermal inertia is low and the SOEC relies on 

integrated heat sources [48].  

 

One novel aspect about this configuration is the actuator which controls the blower power to 

control the temperature of the stack [48]. In this design the air inlet temperature and the 

volumetric flow rate are kept constant for a wide range of operating temperatures and the 

average cell temperature is allowed to vary between minimum and maximum set points [48].  

This study demonstrates success dynamic operation of a SOEC system. 

 

 
Figure 2-18: Image from [48]. This figure shows the SOE system, stack, and voltage 

efficiencies for load-following solar power on a sunny and cloudy day. 

2.4 Desalination  
Seawater is comprised of various compounds such as microorganisms, particles, dissolved solids 

and chloride, sodium, sulfate, magnesium, calcium, and potassium ions. For indirect seawater 

electrolysis, desalination is a critical stage in the hydrogen production process because these ions 

can negatively impact the electrolyte and electrodes by inhibiting catalyst activity and can result 

in the competing chloride electro-oxidation reactions which inhibit the oxygen evolution 

reaction. There are two main types of desalination processes: thermal and membrane [65]. In 

thermal-based desalination processes, thermal energy is supplied to seawater to evaporate the 

water vapor, which is then condensed [65]. Some examples of thermal-based processes include 

multi-stage flash distillation, multi-effect distillation, and vapor compression distillation [65]. 

Humidification dehumidification desalination is another type of thermal desalination, which uses 
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a low-temperature source [66]. Multi-effect distillation and multi-stage flash distillation are the 

two most common thermal desalination systems. Multi-effect distillation is considered to have a 

higher thermodynamic efficiency than multistage flash distillation since it operates in 

equilibrium  [67]. Membrane-based technologies require lower specific energy consumption, 

have a smaller environmental footprint, and have more flexible capacity [65]. Electricity is the 

main input for membrane based technologies [67]. Some examples of membrane-based 

desalination processes include ultrafiltration, electrodialysis, and reverse osmosis [65]. For 

indirect seawater electrolysis,  [42] recommends using multistage flash distillation or multi-effect 

distillation for desalination since it can produce high quality freshwater and requires less post-

treatment than reverse osmosis, which is the most common method for desalination. There are 

two main steps in multi-effect distillation: evaporation and condensation [67]. Seawater is fed 

into the evaporation compartment where it is heated until it boils [67]. The evaporated water then 

enters the condensation unit where it is cooled down by dissipating heat until it condenses. 

Minimal mechanical work is needed to maintain the vacuum of the distillation due to the 

compressibility of the liquids [67]. This process is shown in Figure 2-19. When there are 

multiple stages combined, each stage operates at a different pressure; this pressure is typically 

below 1 atm [67].  Figure 2-20 shows a three stage multi-effect distillation system. In each stage, 

the heat that is released in the condensation step is used as the heat input of the evaporation stage 

of the following unit [67].   
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Figure 2-19: Schematic of a single effect distiller from [67]. 

 

 

 
Figure 2-20: Multiple effect desalination system from [67]. 
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2.5 Brine Management Strategies 
 

One important environmental concern of indirect seawater electrolysis is associated with the 

brine that is generated from desalination. Depending upon salt and other constituent 

concentrations, brine can harm the local aquatic species and pollute the water if it is expelled into 

the sea. It has a higher density that seawater and it often contains chemical residues from 

treatment to minimize algal growth, reduce corrosion, and inhibit scaling [68]. Fortunately, the 

brine contains industrially useful compounds, such as sodium, calcium, magnesium, and lithium 

[69], rare earth metals, precious metals, radioactive metals and more [70]; and has many 

potential uses including energy storage and extraction of lithium and other rare metals. 

Therefore, it is important to view the brine as an output of the process that has valuable uses 

rather than purely waste product [69]. Figure 2-21 shows three main methods used to treat brine: 

direct disposal, brine minimization, and direct reuse. The two main approaches for brine 

management are volume reduction and zero liquid discharge/ crystallization [68]. Brine 

treatment can be coupled with CO2 capture to produce useful products for industrial applications 

[69], [71]. The Solvay process, widely used for carbon capture, reacts saturated sodium chloride 

(brine) with ammonia and CO2 to produce sodium bicarbonate, NaHCO3 in the precipate form 

[69], [72]. Unfortunately, the reaction rate decreases with increasing salinity [69], and it has a 

low percentage conversion of sodium [71]. Combining brine with CO2 capture presents an 

opportunity for reducing the salinity of the brine to make it more treatable.  
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Figure 2-21: A summary of brine disposal and management methods. From [69]. 

 Regarding energy storage, one study proposed that brine could be used for energy storage using 

salinity differences because energy in the form of chemical potential is available in solutions of 

differing concentration [73]. The difference in concentration of salt can be converted to electrical 

energy using reverse electrodialysis, pressure-retarded osmosis, and capacitive cells [73]. 

Though, currently, none of these methods are at a technology readiness level in which they may 

be immediately deployed.  

 

Thermal energy storage systems store energy in the form of internal energy of a storage medium 

[74]. If the medium goes through a phase change, then more energy is available as a storage 

medium due to the latent heat from the phase change resulting in a higher heat capacity [75].  

For example, in concentrating solar plants, where thermal energy storage is essential for 

dispatchability and load shifting, the storage medium is molten salt mixtures (KNO3 and NaNO3) 

due to their low vapor pressure, high specific heat, and chemical stability [74]. In [74], [76]–[78], 

the authors propose using reverse osmosis concentrate (the reject of the reverse osmosis water 

treatment process) for thermal energy storage. The concentration of total dissolved solids in a 

typical reverse osmosis concentrate is 70,000 mgL-1 [68]. Reverse osmosis concentrate (brine) is 

typically a mixture of salts dissolved in water (NaCl, KCl, MgCl2, MgSO4, etc.) [74], although it 

depends on the feed source. In order to use the reverse osmosis concentrate for thermal energy 

storage, the water content in the brine needs to be removed for the remaining salt content to be 
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processed as a thermal energy storage medium [74]. The remaining salt is grinded into a powder 

where it is packed inside a containment to form a thermal energy storage module.  The total 

amount of thermal energy storage available will depend on the heat capacity of the salt mixture, 

thermo-physical properties of the medium, and the containment material [74]. Prior experiments 

found that salt changes phase from a liquid to solid between 550oC and 647oC [77]. In [77], Lee 

et al. found that the dominant component of the thermal energy medium was sodium and 

chlorine, so they used the properties of chloride salt to model melting [77]. In this study, I will 

use a similar approach to use the brine generated from the steam generation as a thermal energy 

storage medium in the offshore system.  
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3 GOAL & OBJECTIVES  
 

The goal of this Ph.D. is to investigate the ways in which offshore wind and hydrogen can be 

used in a 100% renewable future. Offshore wind energy has the potential to be used immediately 

as electricity or to be converted into renewable hydrogen to be stored or delivered for various 

end uses, such as shipping. In this dissertation, I will focus on two potential pathways: electrical 

end-use and hydrogen conversion. Understanding the electrical pathway, will require using time 

series statistical methods to quantitatively analyze the seasonality and periods in the offshore 

wind data. To investigate the offshore wind-to-hydrogen pathway, I will need to design and 

simulate the thermodynamics of an offshore platform that uses offshore wind to produce 

hydrogen. Additionally, the offshore wind to hydrogen pathway will also require a experimental 

analysis to understand the potential impacts of seawter on the performance of a solid oxide 

electrolysis cell.  

 

To complete this goal, the following objectives (1 - 4) have been developed: 

 

Objective 1: Conduct a thorough and continuous literature review on renewable energy and 

solid oxide electrolysis systems and dynamics,  

 

Objective 2: Understand and analyze the dynamics of offshore wind relative to the demand, 

solar and onshore wind dynamics, 

 

Objective 3: Conduct an experiment to understand how impurities in the desalinated water (or 

seawater) can impact the performance and degradation of SOECs, and 

 

Objective 4: Design a system for hydrogen production from seawater that includes the 

desalination and brine/salt management system. 
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4 APPROACH  
 

In this section I will discuss the tasks necessary to complete each objective.  

 

Objective 1: Conduct a thorough and continuous literature review on renewable energy 

and solid oxide electrolysis systems and dynamics.  

Complete a literature review and maintain an organized record with a summary and significance 

of each article that focuses on time-series analysis of renewable energy data, dynamic operation 

of SOECs, integration of SOECs with desalination methods, and techno-economic analyses. 

This task is pivotal to this dissertation and to the rest of the objectives listed below. Equally 

important to reading is the task of keeping a record of the literature reviewed and reflecting and 

summarizing. My goal is for this summary to generate new ideas and inspire creative thinking.  

 

Objective 2: Understand and analyze the dynamics of offshore wind relative to the demand, 

solar and onshore wind dynamics. 

The following tasks have been planned meet this objective: 

a. Use time-series statistical methods to analyze offshore wind data and how it is related to 

the demand and solar and onshore wind. 

b. Use the fast Fourier transform method to understand the seasonality in the offshore wind 

data. 

c. Develop generation duration curves to study the probability distribution of offshore wind. 

d. Assess the value of offshore wind using a demand-based metric.  

  

Objective 3: Conduct an experiment to understand how impurities in the desalinated water 

(or seawater) can impact the performance and degradation of SOECs.  

The goal of this objective is to build on the prior work of Lim et al.,  [58] who used an SOEC 

button cell to investigate the effects of using steam produced from seawater on the 

electrochemical performance and degradation of the cell. This objective requires the design and 

engineering of a test rig that can be continuously operated for hundreds of hours to test the SOE 

cell. I will use the following methods to study the performance of the cell:  

a. Electrochemical Impedance Spectroscopy 
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b. Polarization Curves 

c. Post-mortem imaging and analysis through Scanning Electron Microscopy (SEM) and 

Energy Dispersive X-ray Spectroscopy (EDS) 

 

Objective 4: Design a system for hydrogen production from seawater that includes the 

desalination and brine/salt management system. 

The following tasks have been planned to meet this objective: 

a. Develop an SOEC model to evaluate the thermodynamics of an offshore SOEC platform 

coupled with offshore wind.  

b. Assess the excess heat that is available in the SOEC model under exothermic conditions 

to inform the design and integration of a desalination system and steam generation 

component in the model. 

c. Investigate thermal and brine management and control strategies for the integrated SOEC 

hydrogen production platform. 

d. Perform a sensitivity analysis on the models to determine the most important design and 

performance parameters and impacts. 

e. Accomplish techno-economic analyses for the platform to estimate the future cost of 

hydrogen and electricity if produced from offshore wind in a 100% renewable energy 

scenario in the state of California. For this objective, I will refer to prior work by [30] to 

inform my approach to this objective.  
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5 CASE STUDY OF OFFSHORE WIND BENEFITS AND CHALLENGES IN 
CALIFORNIA 

 

5.1 Introduction 
The global emergency to swiftly transition to more sustainable ways to generate and deliver 

energy in our society is driving us to consider alternative and creative energy conversion and 

storage systems. The ocean represents a vast majority of the area on the Earth and an immense 

source of mostly untapped renewable energy. Studies such as the “Teal Deal” proposed in [2] 

have reframed the importance of the ocean’s role in mitigating climate change and providing 

solutions to the climate crisis. While deployment of solar and onshore wind has grown 

substantially in the last decade, due to technological innovations, cost reduction and policies that 

support the adoption of both technologies, the role of offshore wind is burgeoning in the 

renewable energy sector. Offshore wind is a low-carbon, abundant and widely available energy 

resource technology that is rapidly maturing around the world [15], [16]. With costs expected to 

decrease significantly in the next decades [1], [17], from between 35% and 41% by 2050 relative 

to 2014 [17], offshore wind is expected to attain a more significant presence globally as a 

formidable source of renewable energy production. The International Renewable Energy Agency 

(IRENA) predicts over 2000 GW of offshore wind will be installed by 2050 in its 1.5 oC scenario 

[79]. In 2020, the global offshore wind industry grew by over 5.5 gigawatts (GW) achieving a 

cumulative installed capacity of 35 GW globally [80], [81]. Although China and Europe 

accounted for most new installations in 2020, it is expected that Asia will emerge as the 

prominent continent for offshore wind [80], [82]: Japan and the Republic of Korea have the goal 

to deploy 45 GW by 2040 and 12 GW by 2030, respectively [79]. In the United States, two 

operational projects (the Block Island Wind Farm and the Coastal Virginial Offshore Wind 

projects) accounted for a total offshore wind capacity of 35 MW in 2020 [81]. The global 

offshore wind capacity potential is 126 terawatts (TW) with a potential global generation of 315 

petawatt hours (PWh) per year [20] (1 PWh = 1015 Wh = 106 GWh). 

 

Some of the advantages of offshore wind that have been consistently reported in the literature 

include (1) stronger and more consistent wind velocities [11], resulting in consistently higher 

capacity factors than solar and land-based wind; (2) less likely to interfere with land-use 

activities [11]; (3) minimal impact on the population and sea life [12]; and (4) it may potentially 
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face less community resistance since turbines can be placed beyond the visible horizon from the 

shore [13]. Additionally, offshore wind is less constrained by size and noise pollution [4], it is 

highly scalable [13], it shares important synergies with oil and gas sectors [2], and it has the 

potential to be coupled with high voltage direct current for efficient electric transmission for sites 

far from the shore (more than 50 km) [14], [15]. Existing offshore infrastructure, previously used 

for extraction, processing, and delivery of fossil fuels, could be repurposed for the delivery and 

transmission of offshore wind energy. Subcoastal powerplant transmission infrastructure, and 

depleted subterranean and subsea natural gas and oil reserves may be suitable for storage and 

delivery of offshore wind via hydrogen produced from wind power [16]. Additionally, offshore 

wind may enable hydrogen to dramatically reduce emissions from sectors that are difficult to 

decarbonize such as iron, steel, and shipping [2]. Lastly, offshore wind turbines have the 

potential to be co-located with other offshore resources such as ocean current energy converters 

[17], although currently, offshore wind is the only commercially mature ocean energy 

technology [17].  

 

Historically, offshore wind farms have been deployed mainly in the North Sea and the Baltic Sea 

[24] which has been possible due to the convenient location of high resource potential offshore 

wind in shallow regions of the ocean near the shore. However, advancements in floating platform 

technology have opened the opportunity for installation of this resource in deep waters. Today, 

various countries including Germany, the United Kingdom, Denmark, Belgium, India, China, 

Chile, and others are seriously considering offshore wind an essential element of a viable 

renewable energy mix to achieve a 100% renewable future. Europe and China have been leading 

the world in the development of offshore wind technology. Currently, over 70% of the installed 

capacity is either in the North Sea or the Atlantic Ocean [79]. The United Kingdom and China 

account for 28.9 % and 28.3% of total installations, respectively [80]. In 2020, China accounted 

for 50% of new installations, making China the country with highest amount of new offshore 

wind installations. The improved technological efficiencies, reduced transmission constraints, 

and successful offshore wind farm sites in Europe have made offshore wind more attractive in 

North American and economically competitive [1], [84]. Offshore wind is a nascent technology 

in the United States, with a total gross offshore wind energy resource potential up to 10.8 TW 

[22] and a gross annual energy potential of 44,378 TWh/yr [22]. The vast majority of offshore 
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wind energy resource potential in the United States has not been explored which represents an 

enormous energy resource [21].  In the East Coast, offshore wind is a significant cornerstone of 

future clean energy portfolios in various states, where a total of 22 GW of new capacity will be 

installed by 2035 [19], [23]. Recently the Biden-Harris administration set a goal to install 30 

MW of offshore wind by 2030 as part of their plan to achieve 100% renewable electricity by 

2035 in the United States [85]. This includes 4.6 GW of offshore wind energy in the California 

Coast, where the potential for offshore wind energy is immense. 

 

NREL has identified six potential offshore wind farm sites in California based on proximity to 

infrastructure, wind resource quality, known existing site use, and physical site conditions [16]. 

One challenge for deploying offshore wind in California is the near-shore precipitous drop of the 

continental shelf along the Pacific Coast which requires floating platforms; however, as noted 

above, this technology is rapidly advancing and has already been successfully demonstrated in 

the North Sea (see [86]). If offshore wind is deployed in California and connected to the 

electrical grid, it is important to understand the extent of its temporal variability and its 

complementarity with solar and onshore wind. Furthermore, offshore wind is still susceptible to 

the intermittency, volatility, and seasonal characteristics of renewable resources [87]. The extent 

of complementarity and supplementarity has important consequences for energy storage and 

back-up capacity as well as the operational requirements of a highly renewable electrical grid 

[32]. This is especially important as more renewable generation resources are installed [88]. 

 

While prior studies have investigated the relationship between onshore wind and solar (e.g., 

[32]–[34], [89]), limited studies have considered offshore wind. Even fewer studies have 

completed statistical analyses of the complementarity and extent of correlation of offshore wind 

with the demand and other renewable resources. Wang et al., reported that offshore wind 

possesses a significant advantage in the temporal alignment between peak power demand in the 

electrical grid and the diurnal and seasonal patterns of offshore wind [26]. The daily offshore 

wind generation peaks in the evening hours, which coincides with the timing of the daily peak 

demand in the evening hours [26]. During the winter months, offshore wind is two to four times 

more valuable than solar and land-based wind when considering demand-based values [26].  The 

authors of the study found that between solar, land-based wind, and offshore wind, offshore wind 
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demonstrates the best temporal alignment with demand and possesses the largest demand-based 

value when factoring in temporal correspondence between power and demand [26]. One 

limitation of this study is that the authors only considered the spatiotemporal patterns of potential 

offshore wind production in the Central California coast. Additionally, since the authors only 

analyzed the value of the monthly averages, this eliminates the dynamic daily and weekly 

fluctuations in the profiles and does not allow determination of long-duration and seasonal 

storage requirements. While the results of Wang et al. [26] suggest offshore wind is a promising 

source of renewable energy, there needs to be further analysis to determine whether the 

conclusions of this study can be expanded to other potential offshore wind farm sites. 

 

In [23], E3 used a resource planning tool (RESOLVE) to quantify the economic value of 

offshore wind in California by estimating the potential electric system savings if offshore wind 

was deployed to meet the state’s climate goals in 2030 and 2040. Although they predict that 

offshore wind will continue to have the highest capital costs in comparison to solar and onshore 

wind, it is one of the least-cost resource options that has the potential to save ratepayers 

approximately $1 to $2 billion dollars [23]. E3 estimates that between 7 and 9 GW of offshore 

wind will be the optimal amount to meet the state’s energy goals in the lowest cost manner [23].  

 

The literature has reported that offshore wind possesses various inherent advantages over land-

based wind and solar energy. This warrants further investigation and consideration for 

deployment and development of offshore wind in California. Motivated by recent policies in 

California, we present a case study on offshore wind: We assess the advantages and challenges 

by examining the dynamics of different offshore wind farm sites and evaluating the performance 

of different combinations of resources (solar, onshore wind, and offshore wind). To achieve this 

goal, we use the Pearson Correlation, generation duration curves, a demand-based metric, and 

the Fast Fourier Transform to analyze hourly dynamics of the capacity factor over a five-year 

period. First, we present a statistical and quantitative analysis of the dynamics of offshore wind 

in relation to solar, onshore wind, and demand to investigate whether the advantages reported in 

the literature are consistently true for potential offshore wind sites. Then, we use the Fast Fourier 

Transform algorithm to investigate the periodicity and dynamics of offshore wind in relation to 

solar and onshore wind. Understanding the coincidence, variability, alignment, and predictability 
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of offshore wind power production with electricity demand and onshore renewable resources has 

important implications for the grid system flexibility, energy storage, backup capacity, and 

power system reliability.  

5.2 Methods 
5.2.1 Data Collection 

Offshore winds can vary interannually, seasonally, synoptically, daily, and spatially which 

requires careful consideration of the spatiotemporal variability when estimating power 

production from offshore wind [26]. For each of the six potential offshore wind farm sites 

identified in [16], we estimated the hourly and spatially resolved offshore wind capacity factors 

using simulated hourly and spatially resolved wind speeds at an altitude of 100 meters from 

NRELs WIND Toolkit [90]–[92] for the years 2007 – 2012 (see Table 5-1 and Figure 5-1). The 

goal was to capture spatial variation in wind energy availability in each potential site. To 

calculate the wind power at each site, we assumed a representative turbine with a maximum 

capacity of 15 MW, with turbine specifications from Siemens Gamesa [93]. To estimate the wind 

power curve, we used the following expression [94]:  

 

𝑃p0%/,q = 𝑐:
1
2𝜌𝑎𝑣q

r 

( 5-1 ) 

where 𝑃p0%/ is the power output at time 𝑘 (W),	𝑐: is the power coefficient, 𝜌 is the air density 

(kg/ m3), 𝑎	is the swept area of the turbine (m2), and 𝑣q is the wind speed (m/s) at time 𝑘. A 

value of 0.35 was selected for the power coefficient, which is consistent with real-world power 

coefficient values [15]. Consistent with prior studies [95], the cut-in speed was 3 m/s, and the 

cut-out speed was 25 m/s. 

We adjusted the wind data for an altitude of 149 m, which corresponds to the hub-height of a 

15 MW turbine previously reported in the literature [95] using the following relation: 

 

𝑣q = 𝑣�q q
ℎ

ℎo'-6
r
`

 

( 5-2 ) 
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Where 𝑣�q is the measured-wind speed at a time 𝑘, ℎ is the height of the wind turbine (149 m), 

ℎo'-6 is the height of initial wind speed measurement (100 m), and 𝛽 is a friction coefficient 

(0.11 for offshore wind [96]). 

The onshore wind and solar capacity factors used in this study represent the capacity factors in 

the Western Interconnection region, excluding Mexico and Canada, and we acquired them from 

Dowling et al., [11]. We used the same range of data that we used for the offshore wind speeds 

with a time step of one hour: July 2, 2007 – July 1, 2012. Additionally, the hourly electricity 

demand is representative of the total California electricity demand for a five-year period. The 

demand was acquired from a publicly available dataset record that spans from July 2, 2015 to 

July 1, 2020 (ref [97]). Ruggles et al. developed a data cleaning technique to predict erroneous 

data, such as outliers and missing data, in the EIA’s public electricity demand records. We used 

the entirety of the demand data with data from the renewable resources between July 2, 2007 – 

July 1, 2012. Figure 5-2, which shows the box plots of the capacity factors for each resource 

(average offshore wind, solar, and onshore wind) and the normalized demand, reveals the 

monthly trends for the capacity factor of different resources (onshore wind, onshore wind, and 

solar) and the normalized demand. The boxes show the quartiles of the dataset, with the bottom 

of the box showing the 25th percentile and the top of the box showing the 75th percentile. The 

black horizontal line represents the mean. The whiskers of the boxplots represent the 5th and 95th 

percentiles, while any points outside the whiskers are considered extreme values that lie outside 

of the 5th and 95th percentiles. The hourly dynamics for selected offshore wind farm sites can be 

seen in Figure 5-14- Figure 5-16. For the remainder of the paper, the capacity factors and 

normalized demand data were used with a time step of one hour in each of the subsequent 

analyses.  

 

Table 5-1: Mean and median capacity factor of offshore wind farm sites, solar and onshore 
wind  

Site Name Site 
Number 

(Latitude, 
Longitude

) from  
[16] 

Mean 
Water 

Depth (m) 
from [16] 

Mean 
Hourly 

Capacity 
Factor 

between 
2007-2012 

Median 
Hourly 

Capacity 
Factor 

between 
2007-2012 

Variance Standard 
Deviation 
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Channel 
Islands 
South 

1 (33.72,-
120.21) 

746 0.48 0.4 0.16 0.4 

Channel 
Islands 
North 

2 (34.16, -
120.59) 

575 0.53 0.49 0.16 0.4 

Morro Bay 3 (35.32,-
121.45) 

713 0.41 0.27 0.15 0.38 

Bodega 
Bay 

4 (38.41,-
123.59) 

446 0.52 0.47 0.18 0.42 

Humboldt 5 (40.13,-
124.72) 

870 0.59 0.69 0.17 0.41 

Crescent 
City 

6 (41.66,-
124.80) 

805 0.56 0.61 0.18 0.42 

Solar - - - 0.28 0.03 0.11 0.32 
Onshore 

Wind 
- - - 0.37 0.36 0.03 0.18 

 

 
Figure 5-1: Image from [16] shows six potential offshore wind farm areas located near ports 
and offshore interconnection points. 



 56 

 
Figure 5-2: The boxplots reveal the general monthly patterns in the renewables data. 

5.2.2 Generation Duration Curves 

We used generation duration curves to compare the probability distribution of offshore wind 

with solar and onshore wind. The curves reflect the percentage of time each resource can operate 

at a particular output. We also used a metric for reliability, firm capacity, from [89] to assess the 

reliability of power production. Firm capacity is defined as the capacity factor that can be 

expected at least 87.5% of the time [89]. Instead of using capacity factors for the generation 

duration curves, we assumed relative capacities for each resource to scale each resource by its 
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potential capacity to have more practical results. We analyzed a total of four configurations 

based on current offshore wind targets and solar and onshore wind capacities in California (see 

Table 5-2). The capacity of offshore wind is based on the Biden-Harris administration’s goal to 

deploy 4.6 GW of offshore wind in California with a focus on Morro Bay and Humboldt [85]. 

Additionally, we assumed 13 GW of solar [98] and 6 GW of onshore wind [88] for each 

configuration.  

 

Table 5-2: Configurations for the generation duration curves. 

Configuration Solar (GW) Onshore Wind (GW) Offshore Wind (GW) 
1 13 6 0.767 at each site (4.6 total) 
2 13 6 2.6 at Morro Bay 

2 at Humboldt 
3 13 6 2 at Morro Bay 

2.6 at Humboldt 
4 13 6 2.3 at Morro 

2.3 at Humboldt 
 

In the generation duration curves (shown in Figure 5-3 - Figure 5-6) the hours were rearranged 

based on decreasing capacity factor value; this was plotted as a decreasing curve [99]. Then, the 

capacity factors of each resource were multiplied by the resource’s power capacity from Table 

5-2. In the generation duration curves, the y-axis represents the potential generation (GW), and 

the x-axis represents the percentage of hours in which that potential generation is available [89]. 

The firm capacity threshold (87.5%) is specified by the vertical solid black line in Figure 5-3 - 

Figure 5-6.  

5.2.3 Correlation Analysis 

The Pearson correlation is used to assess the degree of complementarity between the 

renewable energy resources and their alignment with the electricity demand. The Pearson 

Correlation Coefficient measures the linear dependence between two variables [100]. Prior 

studies have used the Pearson correlation to analyze the complementarity between different 

resources [89], [100], [101]. This methodology was applied between each of the renewable 

energy resources (onshore wind, solar, and offshore wind), between renewable energy resources 

and the demand, and between various offshore wind sites. The Pearson Correlation coefficient 

varies between -1 and 1; resources with values close to 1 are highly correlated in time, and 
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resources with values close to -1 are anticorrelated in time and are complementary. A value near 

0 suggests no positive or negative correlation. Results are shown in Figure 5-7. 

5.2.4 Demand-Based Metric 

Various studies in the literature have reported that one of the attributes of offshore wind is 

temporal alignment with peak electrical demand. In California, the peak demand occurs from 

16:00 to 22:00 PST [102]. To investigate the value of offshore wind during peak demand hours, 

we calculated a demand-based metric for each hour of energy production. This analysis was 

based on the demand-based value metric developed by Wang et al., [26]. In [26], the authors use 

this metric to illustrate the relative value of power produced at each hour for solar, onshore wind, 

and offshore wind. We use a variation of the metric used by Wang et al. [26] : 

 

𝑀𝑒𝑡𝑟𝑖𝑐 = 𝐶𝐹 ∗ 𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑	𝐷𝑒𝑚𝑎𝑛𝑑     

   

            

 

Where CF is the capacity factor at each hour. This metric represents the demand-based value of 

the energy generated during peak hours. The higher the metric, the more valuable the resource is 

during peak demand. The statistics for the value of this metric for peak hours in the summer and 

winter months are presented in Figure 5-8 and Figure 5-9.   

5.2.5 Fast Fourier Transform Analysis  

To understand the seasonal components, predictability, and time series patterns in the data, we 

used the Fast Fourier Transform (FFT) algorithm in the SciPy library in Python to perform a 

discrete Fourier transform (FT) on the hourly capacity factors of the solar, onshore wind and 

each of the six offshore wind sites. The model to perform the FFT on the datasets is adapted 

from the model in [103]. The goals of the FFT analysis were to (1) identify the fundamental 

seasonality of offshore wind and to understand how it compares with the seasonality of solar, and 

onshore wind and (2) to understand the level of predictability of offshore wind energy. 

Previously, the FFT has been used to detect the seasonal periods of discrete time series [104], 

however one challenge is that the FFT method is only suitable for stationary data, that is, time-

series data with static properties [105]. Time series data are nonlinear and non-stationary, which 

may require decomposition of the original data [106]. While we cannot completely eliminate the 
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non-stationary nature of our time series data, we divided the data into groups of meteorological 

seasons so that we can more appropriately assume the data are stationary. After the time-series 

data were transformed to the frequency domain, we used the frequencies and amplitudes to 

replicate the data using a series of Fourier terms and periodic functions (sines and cosines). The 

resulting terms were then used as inputs in a linear regression model from the Scikit-learn 

Python package [107]. To assess the predictability of the data, we calculated the R-squared value 

of the original data with the modelled data. This is shown in Figure 5-13. 

 

5.3 Results and Discussion 
5.3.1 Generation Duration Curves  

In this section, we present the generation duration curves for each of the configurations listed 

in Table 5-2. The firm capacity is used as a metric to assess the reliability of different 

configurations of the resources. A summary of the firm capacities for each configuration is 

shown in Table 5-3. Since the capacities of solar and onshore wind do not change for any of the 

scenarios, the firm capacities of solar and onshore wind are constant values: 0 GW and 0.901 

GW, respectively. Furthermore, firm capacity values of 0.426 GW and 2.15 GW can be expected 

50% of the time for solar and onshore wind, respectively.  

In the generation duration curves (Figure 5-3 - Figure 5-6), the black line represents the 

capacity factor available at least 87.5% of the time. The x-axis represents the percent of total 

hours in the 5-year dataset that corresponds to a minimum potential capacity available. The 

generation duration curve for configuration one (13 GW solar, 6 GW onshore wind, 4.6 GW of 

offshore wind (0.767 GW of offshore wind deployed at each site)), shown in Figure 5-3, shows 

that the firm capacity of offshore wind alone is 1.51 GW. This means that 87.5% of the time, 0% 

of the installed solar, 15% of the onshore wind, and 17% of the offshore wind capacity should be 

expected. Additionally, 2.71 GW can be expected 50% for offshore wind, which is 59% of the 

installed capacity. Figure 5-3 also shows that, while the firm capacity for these resources is 

moderate, when the resources are paired the firm capacity increases: 1.94 GW for the solar and 

offshore wind pairing, 1.92 GW for the solar and onshore wind, and 3.21 GW for the onshore 

wind and offshore wind. The most resilient case is when offshore wind, solar, and onshore wind 

are deployed at the same time, which results in a firm capacity of 4.32 GW, or 18% of the total 

renewable capacity. If only solar and onshore wind are deployed, 4.08 GW can be expected 50% 
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of the time. In contrast, if solar, onshore wind and offshore wind are all deployed under 

configuration one, 7.08 GW can be expected 50% of the time.  

Figure 5-4 displays the results for configuration two (13 GW solar, 6 GW onshore wind, 2.6 

GW in Morro Bay, 2.0 GW in Humboldt). The firm capacity of offshore wind in this 

configuration is 1.51 GW. This is 33% of the total offshore wind capacity installed. The most 

resilient combination of resources is when onshore wind, solar and offshore wind are combined, 

which results in a firm capacity of 4.36 GW. This represents 18.4% of the installed capacity.  

The remaining results for configurations three and four are shown in Figure 5-5 and Figure 

5-6, and they show similar findings to configuration one and two. The combinations of resources 

with solar offer the largest potential capacity until approximately 40% of the time. This is due to 

the large installed capacity of solar (13 GW) and its diurnal generation pattern. The combination 

of all resources provides the largest firm capacity, and the combination of offshore and onshore 

wind provides the second largest firm capacity. This emphasizes that interconnecting resources is 

advantageous for not only increasing the maximum potential capacity but also for improving the 

reliability of highly renewable energy systems.  

The results of a prior studies [99] about the advantages of interconnecting multiple onshore 

wind farm sites are reflected in the results of this study with offshore wind farms: 

Interconnecting multiple wind farms results in an increase in the firm capacity. Deliberately 

interconnecting multiple offshore wind farm sites results in higher firm capacities such as in 

configuration one. Of the four configurations studied, the one with the highest firm capacity was 

configuration one with 0.767 GW of offshore wind deployed across six sites and connected to 13 

GW solar and 6 GW onshore wind.  

Pairing existing solar and onshore wind resources with offshore wind will result in higher firm 

capacity values than when only solar and onshore wind resources are paired. This can be 

observed across each of the four configurations: For each configuration, the combination of 

offshore wind, solar and onshore wind resulted in the highest firm capacities.  
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Figure 5-3: Generation Duration Curves for configuration one.  

 
Figure 5-4: Generation duration curve for configuration two.  
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Figure 5-5: Generation duration curve for configuration three.  

  

 
Figure 5-6: Generation duration curve for configuration four: 13 GW solar, 6 GW onshore 
wind, 2.3 GW in Morro Bay and 2.3 GW in Humboldt.  
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Table 5-3: Firm capacities for different configurations (GW) 

 
Configuration 1: 
0.767 GW All 

OSW 

Configuration 2: 
2.6 GW Morro 

Bay, 2 GW 
Humboldt 

Configuration 
3:  2 GW Morro 

Bay, 2.6 GW 
Humboldt 

Configuration 4: 
2.3 GW Morro 
Bay, 2.3 GW 

Humboldt 
Solar 0 0 0 0 

Onshore Wind 0.901 0.901 0.901 0.901 
Offshore Wind 0.829 0.503 0.501 0.497 

Solar + Offshore Wind 1.538 1.172 1.158 1.158 
Onshore Wind + 
Offshore Wind 

2.573 2.464 2.462 2.421 

Solar + Onshore Wind 1.924 1.924 1.924 1.924 
Onshore Wind + 

Offshore Wind + Solar 
3.872 3.732 3.771 3.65 

 

5.3.2 Correlation Analysis  

The Pearson Correlation analysis suggests that the strongest complementary pair are onshore 

wind and solar over the 5-year period (Figure 5-7), since these resources have a Pearson 

correlation coefficient value of -0.39. This has been well-reported in the literature previously 

(e.g., [89]). The demand is most strongly correlated with solar (0.19) and most strongly 

anticorrelated with onshore wind (-0.26). The near zero value of the Pearson correlation 

coefficient between the offshore wind farm sites and the demand and solar suggests there is no 

observable correlation. There is a weak positive correlation between onshore wind and Channel 

Islands North (0.17), Channel Islands South (0.14), and Morro Bay (0.12). Additionally, the 

analysis shows that the offshore wind sites are not consistently coincident with each other. 

Crescent City and Humboldt, which are in close proximity with each other, have a significant 

level of correlation, demonstrated with the correlation coefficient of 0.7. Bodega Bay has a 

medium positive correlation with Humboldt (0.54) and Morro Bay (0.43), and a weak correlation 

with Channel Islands North (0.22) and Channel Islands South (0.29). Morro Bay has a strong 

correlation with Channel Islands North and South with coefficient values of 0.68 and 0.75, 

respectively. The two Channel Islands locations are strongly correlated with each other (0.88). 

The correlation between offshore wind farm sites is heavily dependent upon location; the closer 

the sites are the higher the correlation, as expected. Further, these results demonstrate that the 

offshore wind sites are not ubiquitously correlated or complementary with each other. Unlike 
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solar and onshore wind, the seasonal patterns of offshore wind are far more variable and 

dependent upon the location. The strong seasonal patterns in Figure 5-2 are not apparent in the 

Pearson Correlation results. 

 
Figure 5-7: Pearson correlation values for the six offshore wind sites identified by NREL with 

solar, onshore wind and the demand.  
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5.3.3 Meteorological Seasonal variation in demand-based metric 

In the present analysis, we summarize the demand-based value metric results during peak 

demand hours (4 - 9 PM) in the summer (Figure 5-8) and winter (Figure 5-9) for each renewable 

energy resource and for each of the six representative offshore wind sites. The boxes show the 

quartiles of the dataset, with the bottom of the box showing the 25th percentile and the top of the 

box showing the 75th percentile. The black horizontal line represents the mean. The whiskers of 

the boxplots represent the 5th and 95th percentiles, while any points outside the whiskers are 

considered extreme values that lie outside of the 5th and 95th percentiles. The metric captures 

how well power generation from these sites aligns with the demand during peak hours. When the 

metric value is 1, the alignment is perfect, and when the metric value is 0, the alignment is poor.  

In the summer (Figure 5-8), the median values are significantly higher for the offshore wind 

sites than for solar and onshore wind. This is also true for the average value of the offshore wind 

metric. There are multiple instances where the metric for offshore wind reaches values that are 

above 0.8. In the summer, the most valuable offshore wind sites are located Bodega Bay, 

Humboldt, and Crescent City. During peak demand hours in the summer, offshore wind is highly 

valuable and a desirable resource for the electric grid. 

In the winter (Figure 5-9), the median value for solar is zero, and the majority of the metric 

values range between 0 and 0.1. The metric for offshore wind is more variable in the winter than 

in the summer and the median values are lower. Additionally, the median value for the combined 

offshore wind metric (0.23) is nearly equivalent to the onshore wind median (0.22). For the 

Channel Islands North, Channel Islands South, Morro Bay, and Bodega Bay sites, the median 

metric tends to fall between 0.11 and 0.20. Of the offshore wind sites, Morro Bay represents the 

site with the lowest median metric, and it has significant variability. This suggests that Morro 

Bay may have the least complementary dynamics with the electrical demand. The two most 

valuable sites are Humboldt and Crescent City, which have a median metric value between 0.25 

and 0.28 in the winter. These results further illustrate that the value of offshore wind is highly 

dependent upon both temporal and spatial factors. The value of offshore wind depends upon the 

location of the offshore wind site (e.g., Morro Bay vs Crescent City) and the time of year studied 

(e.g., summer vs winter). Interestingly, in both the summer and winter, the demand-based value 

metric for onshore wind experiences the least amount of variability. This is because the onshore 
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wind data is the aggregate value of wind speeds over the Western Interconnection region in the 

United States. 

 
Figure 5-8: Demand-based value metric for solar and onshore wind resources and each 
offshore wind farm site during the peak hours of the summer season (June, July, August).  
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Figure 5-9: Demand-based value metric for solar and onshore wind resources and for each 
offshore wind farm site during the peak hours of the winter season (December, January, and 
February).  

5.3.4 Fast Fourier Series Analyses 

To further assess the seasonality of the renewable resources, we used the FFT to identify the 

most important frequencies. For the offshore wind analysis, we selected three representative sites 

to study (Channel Islands South, Morro Bay, and Humboldt). The results of these analyses are 



 68 

shown in Figure 5-10 - Figure 5-16. In each of these figures, the original capacity factor dataset 

is plotted in dotted black lines, and the model results are plotted as solid colors. When the data is 

highly predictable, such as it is with solar power (

 
Figure 5-12: Comparing model (solid orange) to original data (dashed black) for solar. Note 

that this shows solar is highly predictable. 

), the real data can be modelled and replicated quite precisely using the model that uses the 

FFT produced frequencies and magnitudes. The FFT produced frequencies with the highest 

magnitudes in the model reveal the underlying trends and most important periodic components 

of the data. The most significant periodic trends are provided in the appendix. The results for the 

average offshore wind, onshore wind and solar capacity factors are presented in Figure 5-10, 

Figure 5-11, and Figure 5-12 respectively.  

The most significant period in the onshore wind data is 1-day. For onshore wind, the R-

squared value for comparison of the model to the original data varies between 0.52 and 0.87 for 

the seasons studied. The FFT performs very well for the solar data, shown in Figure 5-12, and it 

reveals that the top three periods with the highest signal for solar are 1 day, 0.5 day, and 0.25 

day. This was consistent across all the seasons studied. The high R-squared values for solar, 

which are consistently greater than 0.9, indicate that solar is highly predictable and consistent 

across the seasons and locations studied. In contrast to onshore wind and offshore wind, the FFT 



 69 

model is able to capture the periods and trends of the solar data very well, and thus, the model 

well matches the original data.  

Figure 5-13 presents a summary of the average R-squared values obtained for the comparison 

of FFT models to the original data for solar, onshore wind, and the average offshore wind 

capacity factors. Note that in all the seasons analyzed in this four-year period, solar power is the 

most predictable with R-squared values equal to or above 0.95, while onshore wind ranges 

between 0.52 and 0.87, and offshore wind ranges between 0.45 and 0.73. The R-squared values 

for offshore wind may be lower than onshore wind because the onshore wind dataset is 

representative of the Western Interconnection region, whereas the offshore wind is the average of 

six sites. Additionally, to analyze the dynamics of individual offshore farm sites, the FFT results 

are also presented for Channel Islands South in Figure 5-14, Morro Bay in Figure 5-15, and for 

Humboldt in Figure 5-16. This analysis suggests that offshore wind significantly varies 

temporally and spatially so that a general generation profile of offshore may not be 

representative of all sites. It may be that offshore wind is more susceptible to several factors such 

as localized wind currents, local temperature gradients, local turbulence, and interactions with 

waves. The current analysis also questions the temporal advantage of offshore wind that has been 

reported in prior studies. While there are many benefits of deploying offshore wind due to the 

value of having variety and diversity in renewable energy resources, the temporal value of 

offshore wind may not be universally complementary to other renewable energy resources. 

While it could be true that some offshore wind sites tend to peak in the evening, the current 

analysis shows that this is not revealed with the FFT and suggests that offshore wind is highly 

variable.  
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Figure 5-10: Comparing model (solid red) to original data (dashed black) for average 
offshore wind.  

 
Figure 5-11: Comparing model (solid green) to original data (dashed black) for offshore 
wind. 
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Figure 5-12: Comparing model (solid orange) to original data (dashed black) for solar. 
Note that this shows solar is highly predictable. 

 
Figure 5-13: R-squared values for the FFT model results. JJA = June, July, August; SON = 
September, October, November; DJF = December, January, February; MAM = March, 
April, May   
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Figure 5-14: Comparing model (solid blue) to original data (dashed black) for Channel 
Islands South offshore wind site. 

 

 
Figure 5-15: Comparing model (solid purple) to original data (dashed black) for the Morro 
Bay offshore wind site.  
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Figure 5-16: Comparing model (solid blue) to original data (dashed black) for the Humboldt 
offshore wind site. 

5.4 Summary and Conclusions 
In this study, we use statistical methods to evaluate the coincidence, variability, alignment, and 

predictability of offshore wind with demand and onshore renewable resources. The goal of this 

study is to investigate the benefits and challenges of deploying offshore wind and to evaluate the 

dynamics of offshore wind to verify if the advantages of offshore wind previously reported in the 

literature are true amongst the variety of possible offshore wind resources available in California. 

The major findings of this study are: 

• Across different configurations, the most resilient combination of resources occurs when 

offshore wind is paired with solar and onshore wind. This is reflected in the firm 

capacity. 

• Onshore wind and solar are the most complementary renewable power generation 

resources.  

• There is no consistent correlation (positive or negative) between the offshore wind sites 

and the demand, or with solar, or with onshore wind.  
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• There are some offshore wind sites with a strong positive correlation with each other, but 

this is not ubiquitous across all the offshore wind sites. This suggests that unlike solar, 

offshore wind is not a resource with high predictability and that this resource has a high 

degree of spatial variability.  

• When using a demand-based metric to analyze the value of the different renewable 

energy resources and the six potential offshore wind sites investigated, we found that 

offshore wind is the most valuable resource during peak demand hours in the summer 

and winter in California.  

• The value of offshore wind varies spatially and temporally since not all wind sites have 

uniform patterns.  
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6 SEAWATER SOLID OXIDE ELECTROLYSIS THERMODYNAMIC 
MODEL 

This section presents a steady-state model of an offshore wind platform that is coupled with a 

high temperature solid oxide electrolysis system. The system includes the balance of plant 

components for hydrogen production such as compression. The system uses air to sweep the 

oxygen from the anode. The electrolyzer is assessed under exothermic, endothermic and 

thermoneutral operation. This section explores the feasibility of operating the stack 

exothermically so that the net heat generated is enough to meet the thermal demands of the 

reaction and the balance of plant such as steam generation and the superheating the inlet streams. 

Motivated by the enhanced thermodynamics that result in higher efficiencies and the ability to 

operate in galvanic and electrolytic modes, this study considers the benefits and challenges of an 

offshore solid oxide electrolysis platform and compares its potential performance with low 

temperature and high temperature PEM electrolysis. It also assesses how an offshore solid oxide 

platform could be coupled with offshore wind to provide clean reliable energy.  

 

6.1 Methods: Electrochemical Model 
 

The electrochemical model is a steady-state 0-dimensional model of a stack comprised of 7000 

planar cells, each with an area of 100 cm2. As previously discussed in 2.2 Electrolysis 

Thermodynamics Fundamentals, electrochemical cells experience three main types of 

polarization losses which cause the actual voltage to deviate from ideal conditions. The ohmic 

(𝜂.4o), activation (𝜂-1$), and concentration polarization (𝜂1.%1)	are considered in the 

calculation of the voltage of each cell (𝑈1'MM): 

 

 𝑈1'MM = 𝑈&'( + |𝜂| = 𝑈8Jn + (𝜂.4o + 𝜂-1$ + 𝜂1.%1)  ( 6-1 ) 

 

Where the open circuit voltage (𝑈8Jn) is calculated using the Nernst equation ( 2-17 ). To model 

the ohmic losses (𝜂.4o) in the cells, ohm’s law was used:  

 

 𝜂.4o	 = S𝑅'M'1$&.MO$' + 𝑅-%./' + 𝑅1-$4./' + 𝑅1.%$-1$U ∗ 𝑖 ( 6-2 ) 
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Where 𝑅'M'1$&.MO$' , 𝑅-%./' , 𝑅1-$4./' , 𝑅1.%$-1$ are the resistances of the electrolyte, anode, 

cathode, and contacts; and, 𝑖 is the current. The Ohmic losses occur due to resistance to ionic 

conduction in the electrolyte, and electronic conduction in the electrodes, interconnects, and 

contacts between cell components. The contact resistance is adjusted to fit the experimental 

results from [108] to validate the model. It is important to note here that while single cell test 

results are often used to represent potential stack performance, real SOC stacks will experience 

higher contact resistances, that will lead to reduced performance [55].   

 

The activation polarization (𝜂-1$) is typically represented by a modified version of the Butler-

Volmer equation that uses a transfer coefficient of 0.5. It is typically expressed as [55], [109]: 

 

 𝜂-1$ =
b@
%B
arcsin q s

,s$,JK9:3
r + b@

%B
arcsin q s

,s$,74689:3
r ( 6-3 ) 

 

Where R is the universal gas constant, T is temperature (K), n is the number of electrons that 

participate in the reaction, F is the Faraday constant, 𝐽 is the operating current density, and 𝐽5 is 

the exchange current density and is found from [110], [111] for the cathode and anode:  
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Where 𝑝6:'10'6 is the species’ (either hydrogen, oxygen or steam) pressure in the corresponding 

gas channel, and 𝑃6:'10'6∗  is the pressure at equilibrium. 𝛽 is the transfer coefficient which is 

equal to 0.5. The exchange current density is the current density at equilibrium in which the 

reverse and forward reaction are occurring at the same rate and the net reaction rate is zero.  

The equilibrium pressures (𝑝8#
∗ 	𝑎𝑛𝑑	𝑝9#

∗ ) can be found using the following expressions from 

[110]: 

 𝑝8#
∗ = 4.9 ∗ 10w exp b− ,55∗+5Q

b@
c	{𝑎𝑡𝑚} exp b− ,55∗+5Q

b@
c	{𝑎𝑡𝑚}  ( 6-6 ) 
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 𝑝9#
∗ = 2.1362 ∗ 10G exp b− x.y∗+5R

b@
c	{𝑎𝑡𝑚} exp b− x.y∗+5R

b@
c	{𝑎𝑡𝑚} ( 6-7 ) 

 

The equilibrium exchange current densities can be found using the Arrhenius expressions from 

[110]:   

 𝑗8#
∗ = 𝛾8# exp q−

z456
O#

b@
r ( 6-8 ) 

  𝑗9#
∗ = 𝛾9# exp q−

z456
L#

b@
r ( 6-9 ) 

Where 𝛾6:'10'6 is the pre-exponential factor of each species, and 𝐸-1$
6:'10'6 is the activation energy 

for each half reaction.  

 

Finally, the concentration polarization is necessary to represent mass transfer losses. It is 

especially influential to the overall voltage at high current densities and low steam utilizations. 

Concentration losses occur when concentration gradients develop in the cells that cause the 

movement of the reactants and products to and from the reaction sites to be slower than the rate 

at which current is discharged. The concentration polarization (𝜂1.%1) is given by:  

 𝜂1.%,1-$4 =
b@
%B
ln �

+l STUV5
#WXL#O

3YY ML#
$

+< STUV5
#WXL#O

3YY ML#O
$

� ( 6-10 ) 

Where j is the current density, R is the gas constant, T is the temperature, F is the Faraday 

constant, 𝛿1 is the cathode thickness, 𝐷9#8
'LL  is the average effective diffusivity coefficient of the 

cathode, 𝑃9#is the partial pressure of hydrogen in the cathode, and 𝑃9#8	is the partial pressure of 

steam in the cathode.  

 𝜂1.%,-%. =
{|
%B
ln �]1 + tb@}4

~B�O#
3YY:O#

$ ^

P
#

�  ( 6-11 ) 

Similarly,  𝐷8#
'LL is the average effective diffusivity coefficient of the anode, and 𝑃8#is the partial 

pressure of oxygen in the anode.   

 

Table 6-1 lists the model input values used in each of the equations listed above. 
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Table 6-1: Properties and parameters used in the electrochemical model. 

Properties Value Reference 

𝜹𝒄	Fuel Electrode thickness (m) 310 x 10-6 [110] 

O2 Electrode thickness (m) 10 x 10-6 [110] 

Electrolyte Electrode thickness (m) 10 x 10-6 [110] 

Fuel electrode conductivity b 𝟏
𝛀	𝐦
c 10�

𝑇 exp q
1150
𝑇 r 

[110] 

O2 electrode conductivity b 𝟏
𝛀	𝐦

c 4.6 ∗ 10y

𝑇 exp q
1100
𝑇 r 

[110] 

Electrolyte ionic conductivity b 𝟏
𝛀	𝐦
c 3.6 ∗ 10�

𝑇 exp]
−8 ∗ 10~

𝑅𝑇 ^ 
[110] 

𝑬𝒂𝒄𝒕
𝑶𝟐  87400 [110] 

𝑬𝒂𝒄𝒕
𝑯𝟐  88750 [110] 

𝜸𝑯𝟐 3.504 x 108 [110] 

𝜸𝑶𝟐 1.698 x 108 [110] 

𝜷𝑯𝟐 0.5 [110] 

𝜷𝑶𝟐 0.5 [110] 

𝑫𝑯𝟐𝑶
𝒆𝒇𝒇 	𝒂𝒏𝒅	𝑫𝑯𝟐

𝒆𝒇𝒇 2 x 10-5 [109] 

𝑫𝑶𝟐
𝒆𝒇𝒇 5.11 x 10-5 [109] 

Cell Area (cm2) 100 [48], [112] 

Cathode Channel Height (m) 0.001 [53] 

Anode Channel Height (m) 0.001 [53] 

Interconnect Height (m) 500 x 10-6 [53] 

Endplates thickness (m) 0.01 [113] 

Insulation thickness (m) 0.3 [114] 

 

 The model was validated using data from Jensen et al., [108] which was previously used for 

validation in [110], [115]. A polarization curve at 850oC is used as the reference case for 

validation and calibration of the model. The numerical data from the model aligns well with the 

validation data, as shown in Figure 6-1. The ohmic, activation, and concentration polarizations 
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are plotted in Figure 6-2.

 
Figure 6-1: Model validation using experimental data from [108] 

 
Figure 6-2: Ohmic, activation, and concentration losses at 850oC. 
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Figure 6-3: Schematic of the offshore wind H2 platform  
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6.2 Methods: System Design and Balance of Plant 
The seawater solid oxide model is comprised of a series of pumps, heat exchangers, steam 

generators, a condenser, and the electrolyzer (see Figure 6-3). First, seawater is pumped to the 

intercoolers (states 1, 2, and 2’), where the hydrogen preheats the seawater while the seawater 

simultaneously cools the hydrogen between compression stages. At state 1, a simple pump 

pumps the seawater that will be used in the electrolyzer; the seawater is split into two flows with 

equal flow rates, where each seawater stream enters an intercooler (states 2 and 2’). In the third 

intercooler, (state 1’) enough seawater is flowed into the intercooler so that temperature 

difference of the seawater inlet and outlet is 10o Celsius to prevent thermal pollution. The 

seawater in the first two intercoolers is a gas-vapor mixture, and it exits the intercoolers at a 

temperature of approximately 100oC. The inlet streams recombine at state 5. In the steam 

generator, the thermal energy from the hydrogen- water mixture (states 18 and 19) heats the 

seawater so that the steam that exits the steam generators at states 8 and 9 is entirely in the vapor 

phase. The steam generator is equipped with an additional heater to ensure the outlet is in the 

saturated vapor phase. The steam then gets further heated in the heat exchanger (state 10 and 11) 

with the hot hydrogen- steam mixture so that the steam is superheated. It is advantageous to 

operate the system in this way because the outlet mixture of H2 and H2O is cooling as it is 

preheating the inlet steam, which is beneficial for H2 compression at states 23-29.  

 

Furthermore, after the inlet steam passes through the heat exchanger it enters the ejector (state 

11) where it mixes with a mixture of high temperature hydrogen and steam (state 15) from the 

outlet of the stack. The ejector is used to accomplish the desired stack inlet blend of 10% 

hydrogen with 90% steam (by volume). The system is equipped with an optional heater at state 

12-13 in case the thermal heat from the exit streams was insufficient for superheating the steam. 

Lastly, after passing through the heat exchanger and the steam generator, the outlet hydrogen-

steam mixture passes through a condenser where seawater is used to cool and condense the 

steam so that only the hydrogen remains in state 23, the compression unit inlet. The compressed 

hydrogen is then stored at a pressure of 350 bar (state 29).  

 

Lastly, the system also uses an air sweep in the anode electrodes to avoid potential harmful 

material issues [55]. The air is compressed using a blower in state 1b and 2b. The air is preheated 
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using a portion of the oxidant outlet stream in state 2b to 3b. The preheated air goes through an 

optional heater that turns if the air temperature is below the stack inlet temperature in state 3b to 

4b. Air enters the stack and oxygen-enriched air exits the stack in 5b. Depending on the thermal 

requirements of the air stream, a portion of the air is recirculated to preheat the inlet air. It is 

assumed that the air flows at a rate that is 1.5 times the generation rate of oxygen.  

 

Notably, as shown in Figure 6-3, the system uses a 3-way valve between states 5,6, and 7; states 

8,9, and 10; and states 17,18, and 19 to control the two steam generators. The model contains 

two separate steam generators for brine management; each steam generator can be periodically 

flushed without interruption to the overall operation of the system.  The following section will 

discuss the governing equations for each of the components and the related assumptions. Table 

6-2 lists the efficiencies of each component.  

 

Table 6-2: Efficiencies of Components  

Component Efficiency (%) 

Compressors 75 

Intercoolers 85 

Condenser  95 

Steam Generator 90 

Electric Heaters 95 

Fuel Heat Exchanger 98 

Air Heat Exchanger 85 

 

6.2.1 Solid Oxide System Governing Equations 

 

Seawater Pump 

Starting with state 1, the seawater pump is modelling using the following equation:  

 

 �̇�:;o: = �̇�9#8 ∗ 𝑚𝑤9#8 ∗ 𝑔 ∗ 𝑠 ( 6-12 ) 
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Where �̇�9#8 is the flowrate of the seawater, 𝑚𝑤9#8 is the molecular weight of water,  𝑔 is 

gravity and 𝑠 is the height to which the seawater needs to be pumped. The height of 10 m is from 

[41], which assumes the seawater plant is 10 m above the seawater.  

 

Heat Exchangers 

The heat exchangers in the system are modelled in a counter flow configuration using the heat 

exchanger effectiveness (𝜀) – NTU (number of transfer units) method derived from the long 

mean temperature difference method described in [116]. When the outlet temperatures are not 

known, the 𝜀 − 𝑁𝑇𝑈 method provides an equivalent, but alternative to the LMTD approach.  

 

The theoretical maximum amount of heat transfer (�̇�o-3) in a counterflow heat exchanger of 

infinite length is limited by the maximum possible temperature different at the hot inlet (𝑇4,0) and 

cold inlet (𝑇1,0	): 

 �̇�o-3 = 𝐶o0%(𝑇4,0 − 𝑇1,0	) ( 6-13 ) 

Where 𝐶o0% is the minimum fluid heat capacity rate, either equal to 𝐶1 or 𝐶4, whichever is 

smaller. The heat capacity rates are given by:  

 𝐶J = 𝑛1̇ ∗ 𝐶𝑝1 ( 6-14 ) 

 𝐶9 = 𝑛4̇ ∗ 	𝐶𝑝4	 ( 6-15 ) 

Where the subscripts c and h represent the cold and hot streams respectively, and �̇� and 𝐶𝑝  are 

the molar flow rate and specific heat capacity. 

 

The heat exchanger effectiveness (𝜀) measures the performance of a heat exchanger. It is defined 

as the ratio of the actual heat transfer rate to the maximum heat transfer rate: 

 𝜀 = �̇Z4[
�̇

  ( 6-16 ) 

Where 𝜀 must be 0 ≤ 𝜀 ≤ 1. 

 

𝜀   is a function of the heat capacity rates, and the number of transfer units (NTU), which is a 

dimensionless parameter defined as:  

 𝑁𝑇𝑈 = �I
JZ"K

		 ( 6-17 ) 
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Where U is the overall heat transfer coefficient and A is the total surface area over which heat is 

exchanged. 

 

𝐶& is the ratio of the minimum heat capacity rate to the maximum heat capacity rate:  

 𝐶& =
JZ"K
JZ4[

 ( 6-18 ) 

 

For a counterflow heat exchanger, 𝜀 and NTU are related by the following equations:  

If 𝐶& < 1, 

 𝜀 = +<���	[<�@�(+<J\)]
+<J\∗���	[<�@�(+<J\)]

  ( 6-19 ) 

If 𝐶& = 1, 

 𝜀 = �@�
+l�@�

  ( 6-20 ) 

 

Therefore to model the heat exchangers, the Reynolds number (Re) was first calcuated to 

identify the flow regime of the cold and hot stream. For turbulent flow in a pipe with diameter, 

D, the following relation can be used to find the Nusselt number:  

 𝑁𝑢 = $0.027 ∗ 𝑅𝑒!
!
", Pr".$	 ( 6-21 ) 

Where Pr is the Pradlt number listed in [117]. The heat transfer coefficient (ℎ) is 

calculated using the Nusselt number in the following equation: 

 ℎ = %&∗(
!

 ( 6-22 ) 

Where K is the thermal conductivity.  

 

From the ℎ of each stream, the overall heat transfer coefficient is calculated: 

 𝑈 = )
#
$*

#
$
  ( 6-23 ) 

It is assumed that each heat exchanger is comprised of 0.025 m diameter pipes with a 

total length of 5m.  
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Lastly, using the overall heat transfer coefficient, the area of the heat exchanger, and the 

heat capacity flowrates, the model calculates the NTU and effectiveness of the heat 

exchanger. The effectiveness is then used to determine the heat exchanged in the heat 

exchanger and the temperature of the outlet flows.  

 

Applying the first law of thermodynamics to the cold and hot streams, the unknown outlet 

temperatures were found using:	
	 �̇� = �̇�𝐶𝑝(∆𝑇)	 ( 6-24 ) 

Where �̇� is the thermal energy power, �̇� is the molar flowrate, 𝐶𝑝 is the heat capacity of the 

fluid, and ∆𝑇 is the temperature difference between the inlet and the outlet of the stream. The 

heat exchanger on the air side of the stack uses half of the moles coming out of the anode to 

preheat the inlet air stream (states 2b, 3b, 6b and 7b).  

 

Intercoolers:  

The hydrogen is cooled using intercoolers between compression stages. The intercoolers are 

treated as heat exchangers with a certain effectiveness (see Table 6-2). For the intercooler at 

states 2-5, 24-27, and 28-31, 𝑇4,0 is the temperature out of the compressor and 𝑇10 = 10.𝐶, which 

is about the average temperature of seawater near Humboldt, CA [118]. The design point of the 

compression unit, which is the ultimate hydrogen pressure at state 29, is 350 bar. The thermal 

energy available in the intercoolers (𝑞01) is found using equation 	 ( 6-24 

). 

 

To calculate the energy exchanged in the intercooler, the amount of energy required to heat up 

the seawater to the steam generator temperature (sensible energy) and for phase change (latent 

energy) is first calculated: 

 

�̇�9#8 = �̇�9#8,M0� qℎM-$9#8(100
.𝐶) + 𝐶:M0�	9#8

(𝑇.;$ − 𝑇0%)		r 

( 6-25 ) 

Where �̇�9#8 is the sum of the thermal energy required for preheating the liquid seawater, phase 

change of the seawater, and steam generation; �̇�9#8,M0� is the flowrate of the seawater;  ℎM-$9#8 is 
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the latent heat of water at 100oC; 𝐶:M0�,9#8	is the heat capacity of the liquid water, and 

𝑇.;$=100oC and 𝑇0%= 10oC. 

 

Then, the total available thermal energy for the water stream in the intercooler (�̇�01) is calculated 

using equation ( 6-24 ), where 𝑇4,0 is the inlet temperature of the hydrogen into the intercooler. 

Depending on the energy available, the model determines the quality and temperature of the 

water at the outlet of the intercooler.  

 

If �̇�01 > �̇�9#8, then the amount of heat available in the intercooler exceeds the heat required to 

preheat the seawater to its saturation temperature and phase change, which means that all of the 

seawater is converted to the vapor phase (�̇�6p,(-: = �̇�9#8,M0�,0% = �̇�9#8) and that excess heat is 

available to increase the temperature of the gaseous H2O vapor. In this case, the excess heat 

available is found by:  

 

 �̇�01 − �̇�9#8 = �̇�9#8𝐶:(-:	9#8
(𝑇, − 𝑇+)	 ( 6-26 ) 

Where 𝑇+=100oC and 𝑇, represents the outlet temperature of the steam in the intercooler (the 

unknown variable in the equation).  

 

If �̇�01 < �̇�9#8, then the amount of heat available in the intercooler is insufficient to the heat liquid 

water to 100oC and to change phase. Since it was assumed that the water will first be heated to 

100oC before it begins to change phase, the model calculates if �̇�01 is sufficient to heat the liquid 

water to 100oC first. If it is not, the model will determine that the intercooler has only preheated 

the liquid water.  If �̇�01 exceeds what is required for preheating the water, then the model 

determines the remaining energy that is available for phase change:  

 �̇�-(-0M = �̇�01 − 𝐶:M0�	9#8(𝑇.;$ − 𝑇0%)
(𝑇.;$ − 𝑇0%) ( 6-27 ) 

The flowrate of steam from the intercooler is then calculated using �̇�-(-0M and the latent heat of 

water.  

 

Lastly, the third intercooler uses a separate pump for the seawater and is not involved in 

preheating seawater for electrolysis. The maximum outlet temperature of the seawater (T31) in 
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this intercooler is 20oC to reduce thermal pollution on the ocean. Therefore, the total amount of 

water that flows in the third intercooler is given by: 

 

 �̇�6p,01Q =
�"5,Q

JM]"^	L#O
(,5<+5)		

�"5,Q
JM]"^	L#O

(,5<+5)	
 ( 6-28 ) 

 

Compressor model: 

 

Compressors are used to pressurize hydrogen up to 350 bar from 1.01325 bar. This is consistent 

with the literature [41]. The total number of intercooling and compression stages is 3. This is 

determined from [41], which states that additional stages (N) are needed when the pressure ratio 

(𝑟:) exceeds seven in the following equation: 

 

 𝑟: = b 9̂`6
^"K
c
+/�

b 9̂`6
^"K
c
P
= ( 6-29 ) 

Where 𝑃.;$ is the pressure at the outlet of the compressor and 𝑃0% is the pressure at the entrance 

of the compressor.  

 

The work (�̇�1.o:&'66.&) of the compressor is determined using:  

 �̇�1.o:&'66.& = �̇� qb(@9`6<@"K)
q<+

= �̇� qb@"K
q<+

]b:9`6
:"K
c
a!P
a − 1^ ( 6-30 ) 

Where �̇� is the flowrate of the fluid entering the compressor;  𝑘 = 1.405 for 𝐻,; R is the gas 

constant, and T is the temperature at the inlet (in) and outlet (out). 
 
Based on the partial pressure of water at state 16, the model can estimate the desired temperature 

at the outlet of the condenser (state 23) from the saturation temperature that corresponds to the 

partial pressure of water at state 23. For a current of 90 Amps, with 70% steam utilization, 

𝑥9#8 = 0.27 at state 19, the partial pressure at state 23 will be 27 kPa, which corresponds to a 

saturation temperature of approximately 70oC. 

 



 88 

Thus, equation 𝑤𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑜𝑟= �̇� qb(@9`6<@"K)
q<+

= �̇� qb@"K
q<+

]b:9`6
:"K
c
a!P
a − 1^ ( 6-30 ) 

can be rearranged to determine 𝑇.;$: 

𝑇.;$ = 𝑇0% + 𝑇0% °q
𝑝.;$
𝑝0%

r
%<+
%
− 1± 

   

Where the actual work of the compressor is found using the following equation:  

 �̇�1.o:&'66.&,-1$;-M =
ṗ59ZM\3bb9\

a59ZM
			 ( 6-31 ) 

Steam generator  

The energy required for the steam generator is the energy required to raise the temperature of the 

water to the steam generator temperature plus the energy for the phase change (latent heat), 

which is given in ( 6-25 ). 

 

An alternative form to find the energy required to preheat the seawater (�̇�9#8,+) can be found 

using enthalpies instead of heat capacities. The sensible energy that is necessary to raise the 

temperature of seawater to the steam generator temperature is given by:  

�̇�9#8,+ =	 �̇�9#8

∗ bℎ9#8(𝑇�>) − ℎ9#8S𝑇0%$'&1..M'&,1.M/	.;$Uc bℎ9#8(𝑇�>)

− ℎ9#8S𝑇0%$'&1..M'&,1.M/	.;$Uc 

 

( 6-32 ) 

The energy required for changing the phase of the seawater, �̇�9#8,,,	(Latent heat of energy) is 

found using: 

 �̇�9#8,, = �̇�9#8 ∗ qℎM-$9#8(𝑠𝑡𝑒𝑎𝑚	𝑔𝑒𝑛)r ( 6-33 ) 

where ℎM-$9#8is the latent heat of water at 100oC. 

 

Combining sensible and latent heat energies:  



 89 

�̇�6$'-o�'% = �̇�9#8 ]bℎ9#8(𝑇(𝑆𝐺) − ℎ9#8S𝑇0%$'&1..M'&,1.M/	.;$Uc +	qℎM-$9#8(𝑇�>)r^ 

=	 �̇�9#8 °]𝐶:9#8,M0�S𝑇�> − 𝑇0%$'&1..M'&,1.M/	.;$U^ + ℎM-$9#8
(𝑇�>)± 

( 6-34 ) 

 

The steam generator is modeled as a heat exchanger where its cold input is the stream at the 

outlet of the intercoolers. The outlet of the steam generator (state 10) is also the cold inlet of the 

heat exchanger that supplies the hot inlet to the steam generator. For this reason, an iteration is 

required to determine a steam generator outlet temperature that allows both sets of equations to 

converge.  

 

The steam generator is modelled similarly to the intercooler, where the latent heat, quality of the 

inlets, and an effectiveness are considered. When the thermal energy available from the stack 

outlet is insufficient to provide enough energy for the steam generator, an additional heater in the 

steam generator turns on which provides the necessary sufficient heating. It is assumed that this 

heater provides the additional heating necessary for complete phase change of the water.  

 

Stack 

The governing thermal balance equation of the stack is given by:  

�̇� + �̇�6$-1q =³𝑛:̇ ∗ ℎ: −³𝑛&̇ ∗ ℎ& =
𝑖
2𝐹 ∗ 𝑛1'MM ∗ ℎ&3%

(𝑇) 

( 6-35 ) 

Where �̇� is the heat consumed or rejected, depending on the operating conditions and the stack; 

�̇�6$-1q is the stack power; 𝑛:̇ ∗ ℎ: is the moles of each product multiplied by the corresponding 

enthalpy; 𝑛&̇ ∗ ℎ& is the moles of the reactants multiplied by the corresponding enthalpy; 𝑖 is the 

operating current; F is the Faraday constant; 𝑛1'MM is the number of cells (1000); and ℎ&3%(𝑇) is 

the enthalpy of the reaction. 

 

The stack power can be found using: 
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 �̇�6$-1q = 𝑉 ∗ 𝑖 ∗ 𝑛1'MM ( 6-36 ) 

 

Where 𝑉 is the operating voltage of the cells. 

 

Since the system can operate under thermoneutral conditions, the thermoneutral voltage (𝑉$%) is:  

 𝑉$% =
4\[K
,B

 ( 6-37 ) 

Where the heat of the reaction, ℎ&3%, which is a function of temperature, is given by: 

ℎ&3%(𝑇) = Sℎ9#,@ − ℎ9#,,xwU +
1
2 Sℎ8#,@ − ℎ8#,,xwU − SℎL,9#8

. − (ℎ9#8,@ − ℎ9#8,,xwU − ℎL�) 

( 6-38 ) 

Where ℎ9#,@ and ℎ8#,@ are the enthalpy of the hydrogen and oxygen, respectively, at the 

operating temperatures; ℎ9#,,xw and ℎ8#,,xw are the enthalpy of the hydrogen and oxygen, 

respectively, at standard conditions; ℎL,9#8
.  is the enthalpy of formation of the steam; and ℎL�is 

the latent heat of steam.  

 

Therefore, combining these equations, the total heat rejected or consumed by the stack S�̇�𝑠𝑡𝑎𝑐𝑘U  
will be found by the difference in the thermoneutral voltage and the operating voltage: 

�̇�&'()* =
+
,-
∗ 𝑛).// ∗ ℎ012(𝑇) − 𝑉 ∗ 𝑖 ∗ 𝑛).// = 𝑖 ∗ 𝑛).// ∗ -

3#$%(5)
,-

− 𝑉. = 𝑖 ∗

𝑛).// ∗ (𝑉'2 − 𝑉)   
( 6-39 ) 

If 𝑉 > 𝑉$%, then �̇� < 0, and the stack will operate under exothermic conditions. Conversely, if 

𝑉 < 𝑉$%, then �̇� > 0, and the stack will operate under endothermic conditions.  

 

The stack outlet temperatures (𝑇+~) have various implications for the degradation of the stack and 

the model. First, a large temperature gradient between the inlet (𝑇+r) and the outlet of the stack 

will result in deleterious material challenges. Additionally, the temperatures also play a 

significant role in determining the excess stack heat that is available in the heat exchangers for 

the balance of plant and will depend largely on the thermal mode of the stack. The model used 
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conservation of energy principles for a steady state system to assess endothermic, thermoneutral 

and exothermic cases:  

 

 �̇�%'$ + �̇�%'$ = ∑𝑛:̇ ∗ ℎ: − ∑𝑛&̇ ∗ ℎ& 	 ( 6-40 ) 

 

 ∑𝑛:̇ ∗ ℎ: (𝑇) = ∑𝑛&̇ ∗ ℎ&(𝑇) + �̇��$-1q −
0
,B
𝑛1'MMℎ&3%(𝑇) − �̇�K.66  ( 6-41 ) 

Where �̇�K.66 is the heat lost due to heat transfer from the hotbox to the surroundings. The energy 

of the products and the reactants is found using the following equations:  

 

³�̇�: ∗ ℎ: = �̇�9#ℎ9#(𝑇+~) + �̇�9#8ℎ9#8(𝑇+~) +		 �̇�8#ℎ8#(𝑇+~) + �̇�I0&ℎI0&(𝑇+~) 

( 6-42 ) 

³�̇�& ∗ ℎ& = �̇�9#ℎ9#(𝑇+r) + �̇�9#8ℎ9#8(𝑇+r) + �̇�I0&ℎI0&(𝑇+r) 

( 6-43 ) 

For the endothermic and thermoneutral cases, the outlet temperature is equal to the stack setpoint 

temperature. In the endothermic scenario, the assumption is that the optional heater in the hot 

box of the electrolyzer provides the thermal energy required for the endothermic reactions. In the 

thermoneutral case, the heater is not necessary since the reactions provide the necessary thermal 

energy for the entirety of the length of the cells.  

 

The exothermic scenarios required careful consideration due to elevated temperatures. Two 

approaches were considered for the exothermic analysis: (1) the first approach represented an 

ideal scenario in which the material limitations due to temperature gradients were ignored; (2) 

the second approach considered a constrained temperature difference between the inlet and the 

outlet temperature that was limited by a maximum allowable current to account for the potential 

deleterious impacts of high temperature gradients on the materials. 

 

The model uses an equation solver (using Scipi’s fsolve) to calculate the temperature of the outlet 

streams of the stack to solve the energy balance of the stack. In the second approach, the 
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maximum temperature gradient between the inlet streams and the outlet streams is set to 100 K. 

This limits the operating current range of the system in exothermic operation.  

 

Electric Heater:  

 �̇�4'-$'& =
ȯP#(49`6<4"K)

a83463\
  ( 6-44 ) 

Where the work of the heater is �̇�4'-$'&, the mass flow rate of the 

 

Three-way valve (only one inlet and outlet at a time) 

�̇�0%ℎ0% = �̇�.;$ℎ.;$ 

( 6-45 ) 

�̇�0% = �̇�.;$ 

( 6-46 ) 

ℎ0% = ℎ.;$ 

( 6-47 ) 

Mixing Valve/ Ejector 

The ejector and the mixing valve in states 11, 12, and 16 and 3,4 and 5, respectively, are 

modelled similarly, assuming the principles of an ideal gas in which the enthalpy change of an 

isothermal expansion process is zero. The ejector provides a mixture of steam and hydrogen so 

that the inlet of the cathode is composed of a mixture of 10% hydrogen and 90% steam. The 

enthalpy of the mixture of the two species can be found using the following: 

 

  �̇�0%,+ℎ0%,+ + �̇�0%,,ℎ0%,, = �̇�.;$ℎ.;$  ( 6-48 ) 

 

Where �̇�0%,+ is the inlet molar flowrate of Stream 1 of the ejector/ mixer; �̇�0%,, is the inlet molar 

flowrate of Stream 2 of the ejector/ mixture; ℎ0%,+ is the enthalpy of Stream 1; ℎ0%,, is the 

enthalpy of stream 2; �̇�.;$ is the molar flowrate out of the ejector; and ℎ.;$ is the flowrate of the 

stream existing the ejector.  

 

The molar flowrates of the ejector are key to determining the required inlet seawater flowrates. 

The molar flowrates are found using a set of molar balance expressions:  
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 �̇�9#8,+, =
0

,B;Y
𝑛1'MM  ( 6-49 ) 

 �̇�9#8,+r = �̇�9#8,+,	  ( 6-50 ) 

 �̇�9#8,+~ = �̇�9#8,+r −
0
,B
𝑛1'MM 	  ( 6-51 ) 

 𝑥9#,+r = 0.10  ( 6-52 ) 

 𝑥9#8,+r = 0.90  ( 6-53 ) 

 �̇�+r =
%̇L#O,P#
3L#O,P#

  ( 6-54 ) 

 �̇�+, = �̇�+r	  ( 6-55 ) 

 �̇�9#,+r = 𝑥9#,+r�̇�+r  ( 6-56 ) 

 �̇�9#,+~ = �̇�9#,+r +
0
,B
𝑛1'MM  ( 6-57 ) 

 �̇�9#,+G = �̇�9#,+,  ( 6-58 ) 

Where 𝑛1'MM is the number of cells in the stack; 𝑢Lis the utilization factor (0.75); 𝑖 is the operating 

current;  �̇�9#8,+, is the flowrate of steam that enters the optional preheater  from the ejector;   

�̇�9#8,+r is the molar flowrate of the steam that enters the stack; �̇�9#8,+r is the steam flowrate the 

exits the stack; �̇�+r represents the stack inlet stream mixture that is comprised of 10% hydrogen 

(𝑥9#,++) with 90% steam (𝑥9#8,++) by volume; �̇�+G represents the mixture of steam and hydrogen 

is recycled at the stack outlet, which enters the ejector. 

 

Condenser  

The hydrogen-water liquid separator (points 22 and 23) is modelled as a heat exchanger, where 

the cooling is provided from the ocean water. The separation occurs at the saturation pressure of 

steam at its partial pressure in the mixture. For a system with 70% steam utilization, the partial 

pressure of H2O is 27 kPa, which has a corresponding saturation temperature of approximately 

70oC. The thermal energy (𝑞1.%/) available between the hot stream and the cold stream is 

determine using: 

𝑞1.%/ = 𝜖�̇�𝐶𝑝(𝑇40�4 − 10.𝐶) 

( 6-59 ) 
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Where 𝑇40�4is the temperature of the steam generator hot outlet stream; 𝜖 is the effectiveness of 

the condenser; �̇� is the molar flowrate; and 𝐶𝑝 is the heat capacity. The number of cooling stages 

is determined by: 

𝑛1.%/ =
𝑞1..M0%�
𝑞1.%/

 

( 6-60 ) 

Where 𝑞1..M0%� is the cooling required to cool the hydrogen and water to 70oC and to change the 

phase of water from vapor to liquid.  

 

Brine Management  

The molar flowrate of seawater (�̇�6'-p-$'&) needed is given by:  

�̇�6'-p-$'& =
𝑖

2𝐹𝑢L
∗ 𝑛1'MM 

( 6-61 ) 

Where 𝑢L is the utilization factor and 𝐹 is Faraday’s constant (96,845).  

 

The mass flowrate of brine (�̇�C&0%') generated is given by:  

�̇�C&0%' = �̇�6'-p-$'& ∗
𝑡𝑑𝑠6p
𝑡𝑑𝑠C&

 

 

( 6-62 ) 

Where �̇�6'-p-$'& is the mass flowrate of seawater and 𝑡𝑑𝑠 represents the parameter for total 

dissolved solids in the seawater (sw) and brine (br). The values of 𝑡𝑑𝑠6p and 𝑡𝑑𝑠C& are 35.165 

g/kg and 120g/kg [41].  

 

6.2.2 Heat Transfer Analysis 

 

The heat transfer analysis in this model is based on the work conducted in reference [113]. First, 

the analysis begins by developing a schematic of a hot box (see Figure 6-5), which is the 

thermally insulated box that encloses the stack, heating elements, and other supporting 

components [119]. The hot box schematic is used to develop an equivalent thermal circuit of 
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each of the major resistances. Starting with Region I, an equation for the total thermal resistance 

(𝑅+,+-.) for heat transfer is defined as:  

 

𝑅+,+-. =
1

(ℎ-/0 + ℎ0-1)𝐴2
+

∆𝑥/34&.-+/,3	
𝐾/34&.,67-3(𝑇)𝐴222

+
1

(ℎ-/0 + ℎ0-1)𝐴222
+

∆𝑥8-9/37+	
𝐾4+77.(𝑇)𝐴2:

+
1

(ℎ;/31 + ℎ;/31,0-1)𝐴:
 

( 6-63 ) 

Where each of the terms is described next: 

• ℎ-/0 is the heat transfer coefficient of air due to natural convection. 

• ℎ0-1  is the radiation coefficient of air. 

• 𝐴2  is the surface area of Region I. 

• ∆𝑥/34&.-+/,3  is the thickness of the insulation. 

• 𝐾/34&.,67-3  is the thermal conductivity coefficient of the insulation. 

• 𝐴222  is the surface area of Region II. 

• ∆𝑥8-9/37+ is the thickness of the cabinet. 

• 𝐾4+77.(𝑇) is the thermal conductivity coefficient of steel. 

• 𝐴2: is the surface area of Region IV. 

• ℎ;/31 is the forced convection heat transfer coefficient of wind. 

• ℎ;/31,0-1 is the radiation heat transfer coefficient of wind. 

• 𝐴: is the surface area of Region V. 

 

The total thermal resistance is then used to find the total heat transfer from the stack to the 

environment (�̇�4'-$	M.66):  

 

 �̇�4'-$	M.66 =
	@c`\\<@b645a

b6964]
  ( 6-64 ) 

Where 𝑇�;&& and 𝑇6$-1q refers to the surrounding temperature and the stack temperature, 

respectively.  
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The analysis relies on the following assumptions: 

• The temperature of the surrounding air (𝑇�;&&) ranges from 4 to 20 oC. This is based on 

data from NREL for Humboldt (see Figure 6-6). 

• The stack is isothermal and therefore any temperature gradients are neglected. 

• Quiescent air fills the space between the components, which refers to region II and IV. 

• The total distance between the layers in region II and IV is one centimeter. 

• The analysis assumes the stack has an emissivity value equivalent to aluminum foil (0.1),  

since the emissivity needs to be as low as possibility to limit the heat lost through 

radiation [113] . 

• According to [113], high performance insulation has a microporous structure in which 

the heat flux through the material involves radiation and convection in the pores and 

conduction through the solid material. Since conduction is the dominant mode of heat 

transfer at low temperatures and radiation is the dominant mode at high temperatures, the 

heat transfer through the insulation can be approximated as [113]:  

 �̇�0%6;M-$0.% =	−
�Z34K(@)I�@"Kb`],#<@"Kb`],P�

∆3
	 ( 6-65 ) 

Where 𝐾o'-% is [113]: 

 

 𝐾o'-%(𝑇) = 𝐾1.%/;1$0.% + 𝐾&-/0-$0.%𝑇o'-%r   ( 6-66 ) 
In order to calculate the average convection heat transfer coefficient in region VI of the 

schematic, the following equations and definitions were used: 

 

 ℎ;;/31 =
%&<<<<∗(
=

  ( 6-67 ) 

Where the average Nusselt number can be found from the follow relation for turbulent 

flow with a Prandtl number greater than 0.6 and less than 60 [117]: 

 𝑁𝑢;;;; = $0.037 ∗ 𝑅𝑒>
!
", Pr

#
%	  ( 6-68 ) 

Figure 6-4 shows the dependence of the heat transfer coefficient on wind speed. 
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Figure 6-4: Convective heat transfer coefficient as a function of wind speed 

 

 

 

 
Figure 6-5: Schematic of the hot box and the corresponding heat transfer processes 
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II
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IV
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I Conduction and Convection TStack 

II Free Convection & Radiation TStack and TInsul,1 

III Conduction and Radiation 

(Convection is negligible) 

TInsul,1 and TInsul,2 

IV Free Convection & Radiation TInsul,2 and TCab,1 

V Conduction TCab,1 and TCab,2 

VI Free Convection & Radiation TCab,2 and TSurr 
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Figure 6-6: Hourly wind temperature in the offshore site near Humboldt. Data from [90]–
[92] 

 

Table 6-3: Material properties for the heat transfer analysis 

Property  Value Ref 

Emissivity of stack (e) 0.1 [113] 

Stefan-Boltzmann constant (Wm-2K-4) 5.67 * 10-8 n/a 

𝑲	𝒊𝒏𝒔𝒖𝒍𝒂𝒕𝒊𝒐𝒏	(Wm-1K-1) 0.18 [114] 

𝑲𝒓𝒂𝒅𝒊𝒂𝒕𝒊𝒐𝒏,			𝒊𝒏𝒔𝒖𝒍𝒂𝒕𝒊𝒐𝒏	(Wm-1K-4) 7*10-12 [113] 

𝑲𝒔𝒕𝒆𝒆𝒍	(Wm-1K-1) 20 [113] 

𝑲𝒂𝒊𝒓	(Wm-1K-1) 0.0263 [117] 

𝒉𝒇𝒓𝒆𝒆	𝒂𝒊𝒓 (Wm-2K-1) 10 [113] 

𝒉𝒓𝒂𝒅,			𝒂𝒊𝒓 (Wm-2K-1) 3 [113] 

𝒉𝒘𝒊𝒏𝒅 (Wm-2K-1) 0-65 * for wind speeds from 0-30 

m/s  
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Prair 0.707 [117] 

𝝁𝑨𝒊𝒓	(N s m-2) 184.6 * 10-7 [117] 

𝝆𝒂𝒊𝒓	(Kg m-3) 1.1614 [117] 

𝒄𝒑𝒂𝒊𝒓	(Kg m-3) 1.007 [117] 

∆𝒙𝒊𝒏𝒔𝒖𝒍𝒂𝒕𝒊𝒐𝒏	(m) 0.3 [114] 

∆𝒙𝒄𝒂𝒃𝒊𝒏𝒆𝒕	(m) 0.05 [113] 

∆𝒙𝑰𝑰	(m) 0.01 n/a 

∆𝒙𝑰𝑽	(m) 0.01 n/a 

 

The total heat generated and consumed in the stack is:  

 

𝑄$.$-M = 𝑄.4o01 + 𝑄-1$0(-$0.% + 𝑄1.%1'%$&-$0.% + 𝑄&'-1$0.% + 𝑄'%(0&.%o'%$	
=	𝑄:.M-&0�-$0.% + 𝑄&'-1$0.% + 𝑄'%(0&.%o'%$	 

( 6-69 ) 

Where 𝑄.4o01 + 𝑄-1$0(-$0.% + 𝑄1.%1'%$&-$0.% refers to the sum of irreversible heat losses 

(𝑄:.M-&0�-$0.%) due to ohmic, activation, and concentration polarizations in the stack. 𝑄&'-1$0.% 

refers to the heat consumed during the reaction, and 𝑄'%(0&.%o'%$		refers to the heat lost to the 

environment through heat transfer. If the total amount of irreversible heat losses (𝑄M.66) exceeds 

𝑄&'-1$0.%, then the system is operating in exothermic mode, and there is a net generation of heat. 

The excess heat can be used for further preheating of the inlet streams to the stack and for steam 

generation.  

 

Since the total heat lost to the environment is a function of the surrounding air temperature and 

the wind speed, a sensitivity analysis was conducted to understand that impact of these factors. 

The sensitivity analysis in Figure 6-7 - Figure 6-9 reveals that the total heat loss is strongly 

dependent on the wind temperature, wind speed, and insulation thickness. Figure 6-7, analyzes 

the total stack heat loss according to wind speed and wind temperature.  Figure 6-8 shows the 

impact of the stack temperature on the overall heat loss. The heat loss is minimized at lower 

stack temperatures and high wind temperatures, and it is maximized at high stack temperatures 
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and low wind temperatures. Under the assumptions in this section, the overall heat loss is low, 

and it reaches a maximum value of approximately 1.25 kW at the highest stack temperature 

(1000 oC) and at the intersection of the highest wind speed (25 m/s) and lowest temperature 

(0oC). This heat loss estimate is consistent with what has been previously reported in the 

literature. In [114], the authors report that a popular design parameter for commercial scale 

systems is to set the temperature of the outer surface of the insulation to 353 K.  When this 

design parameter is employed in the current system a similar heat loss is calculated: 1.10 kW. 

For the remainder of this study, the model will assume an average wind temperature of 11.3oC 

for the wind, which is the mean temperature in Figure 6-6. 

 

Furthermore, in Figure 6-4, the heat transfer coefficient is presented as a function of wind speed. 

At the maximum wind speed in the dataset (approximately 30m/s), the heat transfer coefficient 

reaches a value of 65 W/m2K. Additionally, the Figure 6-9 shows the that the heat loss is 

strongly dependent on the insulation thickness. Whereas the insulation thickness used in this 

study (0.3m) results in minimal heat losses, without insulation the system would be losing over 

16kW of heat. 
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Figure 6-7: Sensitivity analysis on the total heat loss from the stack for a stack temperature 
of 850oC 
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Figure 6-8: Sensitivity analysis of the stack temperature and wind temperature on the total 
heat loss  
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Figure 6-9: Heat loss as a function of insulation thickness 

6.2.3 Hot Standby Mode  

In order to prepare for periods where there may be an interruption in the electricity supplied to 

the stack, like periods when the wind speed is too low or too high for the turbines to operate, the 

system design includes a hot standby mode of operation to avoid thermal cycling of the stack. 

This type of standby mode of operation is a common control strategy used in SOECs (e.g. [112], 

[120], [121]), in which the SOEC is operated reversibly in fuel cell mode to maintain the stack at 

the operating temperature. This is an important mode to prevent degradation from thermal 

cycling, and to allow the stack to resume electrolysis as soon as electricity is available. In 

reversible SOC cells, heat is generated when the cells are operated in galvanostatic mode (fuel 

cell mode). Therefore, to maintain the stack temperature and to prevent shutdown, the stack will 

produce 0.5 kW in idle mode [112]. Interpolating the polarization curve in electrolysis mode 

revealed that the corresponding current and voltage is 0.08 amps and 0.9761 volts to generate 

0.546 kW of power. In this mode, the stack consumes 1.19 x 10-6 and 4.74 x 10-6 g/sec of 
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hydrogen and oxygen respectively, with. Utilization ratios of 70%. Therefore, the system will 

use the air compressor to supply the oxygen required during standby operation. This amount of 

hydrogen is 8.826 x 10-6 % of the total hydrogen produced at the design point. In order to prepare 

for periods where there may be an interruption in the electricity supplied to the stack, like 

periods when the wind speed is too low or too high for the turbines to operate, the system design 

includes a standby mode of operation to avoid shutting down the stack. Standby mode of 

operation is a common control strategy used in SOECs (e.g. [112], [120], [121]), in which the 

SOEC is operated reversibly in fuel cell mode to at the operating temperature. This is an 

important mode to prevent degradation from thermal cycling, and to allow the stack to resume 

electrolysis as soon as electricity is available. In reversible SOC cells, heat is generated when the 

cells are operated in galvanostatic mode (fuel cell mode). Therefore, to maintain the stack 

temperature and to prevent shutdown, the stack will produce 0.5 kW in idle mode [112]. 

Interpolating the polarization curve in electrolysis mode revealed that the corresponding current 

and voltage is 0.08 amps and 0.9761 volts to generate 0.546 kW of power. In this mode, the 

stack consumes 1.19 x 10-6 and 4.74 x 10-6 g/sec of hydrogen and oxygen respectively, with. 

Utilization ratios of 70%. Therefore, the system will use the air compressor to supply the oxygen 

required during standby operation. This amount of hydrogen is 8.826 x 10-6 % of the total 

hydrogen produced at the design point.  

 

6.3 Model results 
6.3.1 SOE Stack Results  

The model is used to explore the system performance, thermodynamics, and the potential 

offshore wind dynamics of the system.  First, the model examines the impact of temperature and 

current on the overall operating conditions of the system. Because of the unique thermodynamics 

such as the ability of the system to operate in endothermic and exothermic mode, the system has 

can meet its thermal demand in various ways: (1) the system can use the stacks surplus thermal 

energy from its electrochemical losses; (2) the system can use secondary subsystems such as 

heaters to generate the steam and to provide enough heating for superheating the steam to the 

furnace temperature. The amount of excess heat available from the stack will depend on its 

operating temperature and current density. While the stack’s thermoneutral voltage is only a 

function of temperature (see Figure 6-10), the stack’s operating voltage will increase with current 
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and decrease with temperature. Figure 6-11 maps these relationships onto a contour plot. The 

stack voltage is the highest at the location where the current is the highest and the temperature is 

the lowest (bottom right corner). This is because high currents and low temperatures result in 

higher losses: higher currents increase the concentration losses from the cell and higher 

temperatures increase the ohmic losses from the cell. The increase in stack voltage is directly 

correlated to the efficiency of the stack, which will also increase with current if temperature is 

held constant (see Figure 6-11). This has important implications for the platform. While 

operating the stack at a voltage greater than the thermoneutral voltage will result in a lower stack 

efficiency, it also means that the system overall will have a lower or near zero thermal load.  

 
Figure 6-10: Stack thermoneutral voltage increases nearly linearly with stack temperature   
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Figure 6-11: Stack voltage as a function of temperature and current density 
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Figure 6-12: Thermal operating conditions of the stack 

 

Figure 6-12 maps the thermal operating conditions of the stack as a function of current and 

temperature. Negative values indicate the stack is operating exothermically, while positive 

values indicate it is operating endothermically. The white dashed line indicates thermoneutral 

conditions, where the stack thermal regime is equivalent to QSOEC = 0 kW, and the voltage is the 

thermoneutral voltage. The stack thermoneutral voltage is only a function of temperature, as 

shown in Figure 6-10. An increase in temperature signifies an increase in the thermoneutral 

voltage, which is met with an increase in the endothermicity of the stack. In other words, for a 

constant operating current, an increase in stack temperature decreases the losses, and thus QSOEC 

becomes more positive and endothermic, which means there is less excess net heat available for 

the system.  These interesting features of the SOEC system suggest there is an optimal operating 

condition (voltage and current) for each operating temperature that supplies enough excess 

energy to meet the thermal demands of the system. Operating in the endothermic regime will 
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require additional auxiliary equipment to maintain the stack temperature and for generating the 

steam and preheating the inlet streams to the stack. Conversely, operating in the exothermic 

regime will reduce the overall external thermal load of the system, but will result in higher 

electrochemical losses, and thus a lower stack efficiency. Additionally, Figure 6-12 also 

illustrates that polarization increases with increasing current. This is consistent with the 

polarization curves of electrochemical systems that show concentration polarization becomes 

exponentially more significant with increasing current. 

 

At each of the possible operating conditions illustrated in Figure 6-12, there is a specific thermal 

demand for steam generation. As the current density increases, the energy required to preheat the 

inlet seawater, convert it to the gaseous phase, and superheat it to the stack operating temperature 

will proportionally increase, resulting in a higher thermal energy demand. Additionally, with an 

increase in the stack operating temperature, more thermal energy will be needed to superheat the 

steam to the stack’s operating temperature. Figure 6-13 shows the balance of plant gross thermal 
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demand. It clearly demonstrates the proportional increase in demand as the stack current and 

temperature rise. 

 
Figure 6-13: Balance of Plant gross thermal demand in kW. 
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Figure 6-14: Net system thermal energy after accounting for the energy required for steam 
generation, superheating the steam, preheating the inlet air stream, and heat loss 

 

The endothermicity of a system is directly related to the system’s energy demand. In Figure 

6-14, the net system thermal energy is plotted with respect to the stack operating temperature and 

the current density. The dashed black line in Figure 6-14 is the line of system thermoneutrality: 

these are the states at which the entire system is operating thermoneutral conditions. The system 

operates with thermoneutrality when the stack’s excess heat can be used to meet all of the 

thermal demand of the balance of plant.  

 

There is an interesting trend associated with the system’s endothermicity. Although the stack 

tends to operate in increasingly endothermic conditions with increasing temperatures and current 
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densities, the stack deviates from these conditions in the region of low current density. For 

example, consider how the system’s net thermal energy varies if the temperature is held at a 

constant value of 900 K. At this temperature and at current density values of 0.10, 0.5, and 1.70 

A/cm2, the corresponding net thermal demand is approximately 49, 170 and 34 kW, respectively. 

The system requires more thermal energy when it operates at 0.5 A/cm2 than when it operates at 

0.10 and 1.70 A/cm2.  Even when the air is neglected from the calculation, the trend is the same. 

At very low current densities, the stack must rely on its electric heaters to meet the thermal 

energy demand for electrolysis. Additionally, when the stack operates at these low current 

densities, the thermal energy required for steam generation and to superheat the steam is low 

enough such that the heat that can be recovered from the outlet streams of the stack is more than 

sufficient to meet the thermal energy demands of the system. The balance of plant results in 

Figure 6-13 can further explain by illustrating the low thermal energy demand at low current 

densities, which is in direct contrast to the high thermal energy demand in the region of high 

current density and high temperature. 

 

Interestingly, Figure 6-14 shows that the system is net thermoneutral at very high current 

densities (>1.3 A/cm2). In the present system, there is no thermodynamic value in operating the 

stack in conditions that fall below the black line because any surplus heat generated will be 

wasted and more energy will be required to cool the hydrogen-steam mixture at the outlet of the 

stack. Additionally, Figure 6-14 reveals that the range of temperatures that allows the system to 

operate without any additional heating are quite limited in range of operating current densities 

presented (1-2 A cm-2). This means that at the typical operating temperatures of SOECs (650 – 

850oC), the stack would need to operate at an extremely high current density (> 2 A cm-2) in 

order to achieve net system thermoneutrality.  While prior studies have successfully shown that 

bimodal nanocomposite electrodes can support high current densities at (>3 at 750oC and >4 

A/cm at 800oC),  this has only been shown in the lab; typical state of the art SOEC 

demonstrations operate at maximum current densities of 1 A cm-2 [122]. Therefore, considering 

the current state of existing SO technology, a feasible operating current is 100A, which falls 

above the black line in Figure 6-14, and thus will require additional external heating. Since the 

system’s thermal demand for superheating the steam increases with operating temperature (see 

Table 6-4), operating the stack at higher temperatures results in thermal loads that cannot be met 
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through the stack’s excess thermal energy from exothermic operation. In other words, the stack 

becomes more endothermic (and efficient) as the operating temperature increases, which 

decrease the potential thermal energy that can be used to meet the system’s thermal load. Figure 

6-14 also shows the operating conditions of each of the four cases evaluated in the following 

section. Note, that all of the cases fall in the endothermic region of the figure. 

 

Table 6-4: Energy for heating, phase change, and superheating of the water to steam at 
various operating temperatures for an operating current density of 0.90 A/cm2 (inlet water 
temperature is 283K [118]) 

Operating Temperature (K) 
Liquid Water 
Heating (kW) 

 

Boiling 
(kW) 

Steam 
Superheating 

(kW) 
850 30.6 181 83.7 

897 30.6 181 93.3 

944 30.6 181 103 

991 30.6 181 113 

1038 30.6 181 123 

1085 30.6 181 134 

1132 30.6 181 144 

1179 30.6 181 155 

1226 30.6 181 167 

1273 30.6 181 178 
 

6.3.2 System Results  

Considering the thermal analysis in the previous section and that most SOECs operate between 

650-850oC [123], this section analyzes the operation of the stack in four different scenarios. The 

first scenario (case 1) presents the most optimistic scenario in which the stack operates with a 

high current density that falls near the black line of net system thermoneutrality in Figure 6-14. 

The second scenario represents a more feasible exothermic operating condition, in which 

additional heating is still needed to meet the system’s thermal demand. The second case takes 

into consideration the upper threshold for temperature gradients that cells handle. The third and 

fourth scenarios represent the stack thermoneutral and endothermic operation, respectively. The 

four proposed operating cases are shown in Figure 6-15 along the polarization curve and in 

Figure 6-14 with the same icons. In each of the scenarios, the stack operates at a temperature of 
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650oC with a steam utilization of 70%.  Table 6-5 lists the stack parameters that are constant for 

each case, and Table 6-6 lists the operating conditions for each case.   

 

Figure 6-15: Stack Polarization curve at the operating temperature and case operating points 

 

Table 6-5: Stack parameters held constant for each case 

Parameter (units) Value 

H2O Utilization (%) 70% 

Number of cells in the stack (--) 1000 

Cathode Inlet Composition (xH2, xH2O) (%) 10%, 90% 

Stack Operating Temperature (K) 923 

 

 

Table 6-6: Case Parameters 

 Case 1 Case 2 Case 3 Case 4 
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Current (A)/ 
Current density 

(A/cm2) 
185/ 1.85 90/ 0.90 65.8/ 0.658 50/ 0.50 

Voltage (V) 1.69 1.37 1.28 1.22 

Power Density 
(W/cm2) 3.14 1.24 0.0877 0.610 

Stack Power 

(kW) 
2190 863 590 578 

Stack Outlet 
Temperature 

(K) 
1590 1020 923 923 

H2O Consumed 
at State 1 
(kg/day) 

14,300 6960 5089 3860 

H2 Produced 

(kg/day) 
1170 567 416 315 

Brine produced 

(kg/day) 
4190 2040 1490 1130 

Stack Efficiency 

(%) 
74.0% 91.3% 97.9% 102% 

System 

Efficiency (%) 
67.3% 75.1% 76.0% 75.6% 

 

6.3.2.1 Case 1: Exothermic Operation I 

In the first case, the stack operates at 650oC at a current of 185 amps and voltage of 1.69 volts. 

At this operating point, almost all of the system’s thermal needs for the steam will be met by the 

excess heat from the electrolyzer. If the stack operates continuously at this design point, the stack 

will produce over 1 ton of H2 per day.  The power density of this case is 3.14 W/cm2, which is an 

ambitious power density since the US Department of Energy’s technical targets for SOEC cells 

are 1.54 W/cm2 by 2026 and ultimately, 2.56 W/cm2 at 1.28 V/cell [124]. Table 6-7 shows lists 

the temperatures at each state in the process flow diagram. Under this operating condition, the 
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system is not operating net thermoneutrally, as the system will need to use the optional heater 

located between State 12 and 13 to preheat the inlet hydrogen-steam mixture from 883 K to 923 

K. The system produces 3.57 grams of brine per gram of hydrogen, which is 4,190 kg brine per 

day.  This is a significant amount of brine and will require proper disposal. Due to the high 

exothermicity of this operation point, the stack’s electricity demand and the energy required for 

compression accounts for 45% of the energy demand of the system.  However, while this results 

in a very high overall system efficiency, the outlet temperatures of the stack reveal that this 

design point is likely not feasible. Operating with such a high current density would result in 

significant thermal gradients within the cells that would lead to deleterious material issues. 

Therefore, operating the stack under conditions that allow the entire system to be net 

thermoneutral are likely not feasible.  In this scenario, the system consumes 178 kJ of electrical 

energy per gram of hydrogen produced.  

 

 
Figure 6-16: (left) Electric loads of all components in Case 1 (kW) (right) Electric loads of 
balance  in Case 1 (kW) with the demand listed in the legend. 
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Table 6-7: Temperatures at each state in the process flow diagram for case 1 

State number in 

schematic 
Temperature (K) 

State number in 

schematic 
Temperature (K) 

1 288 19 477 

2 288 20 384 

3 373 21 384 

4 373 22 384 

5 373 23 343 

6 373 24 602 

7 373 25 335 

8 373 26 588 

9 373 27 333 

10 373 28 584 

11 595 29 333 

12 883 30 283 

13 923 31 283 

14 1588 32 293 

15 1588 33 283 

16 1588 34 283 

17 477 35 293 

18 477 36 373 

 

 

6.3.2.2 Case 2: Exothermic Operation II 

Case 2 represents the maximum current that the stack can operate at without exceeding a 

temperature gradient of 100 K across the cells from the inlet to the outlet. The literature reports 

that an allowable temperature gradient ranges from 5 to 8 oC/cm. Therefore, a temperature 

gradient of 100 K is adequately close to the temperature variation (50-80oC) that is tolerated by 

manufacturers [125]. To meet the thermal energy requirements for steam generation, Case 2 

requires approximately 66 kWe and 24 kWe to operate the heater in the steam generator and the 
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optional heater in state 12 and 13, respectively. In comparison to Case 1, Case 2 will consume 

less electrical energy than Case 1: Case 2 consumes 160 kJ of energy per gram of hydrogen 

produced. This scenario consumes less energy per gram of hydrogen produced because the stack 

and system efficiency are significantly higher. The electrolyzer makes up approximately 82% of 

the total electrical consumption (see Figure 6-17). Although in Case 2 the balance of plant 

consumes a larger proportion of the total electricity, it also operates with an electrolyzer and 

system efficiency that is much higher (91% and 75%, respectively) than Case 1. This result 

suggests that there is an optimal point of exothermic operation: if the stack operates with high 

exothermicity, then the lower efficiency will compromise the benefits of co-generation of heat 

and hydrogen due to the lower stack and system efficiencies. Lastly, the temperatures of each 

state are listed in Table 6-8.  

 

 
Figure 6-17: Electric loads of (left) all components and (right) balance of plant in Case 2 
(kW) with the demand listed in the legend. 

 

Table 6-8: Steady-State temperatures at each state point in the process flow diagram for 
Case 2 
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State number in 

schematic 
Temperature (K) 

State number in 

schematic 
Temperature (K) 

1 283 19 520 

2 283 20 387 

3 373 21 387 

4 373 22 387 

5 373 23 343 

6 373 24 602 

7 373 25 335 

8 373 26 588 

9 373 27 333 

10 373 28 584 

11 862 29 333 

12 864 30 283 

13 923 31 283 

14 1022 32 293 

15 1022 33 283 

16 1022 34 283 

17 520 35 293 

18 520 36 373 

 

6.3.2.3 Case 3: Stack Thermoneutral Operation 

In the third case, the system operates at the stack’s thermoneutral voltage (1.281 V) and current 

(65.8 A). Table 6-9 lists the temperatures of each state. Because the present system uses sweep 

air in the oxygen electrode, the heat released from the reactions is insufficient to meet the 

thermal load of the stack: there is a need for additional heating in the stack to maintain a constant 

temperature of the air stream in the anode.  In this case, the net amount electricity consumed per 

unit of hydrogen is lower than Case 1 and 2: 157 kJ of electricity is consumed per gram of 

hydrogen produced. Energy for the electrolysis reactions makes up 78% of the total electricity 

consumed (see Figure 6-18). Of the four cases assessed, the system efficiency is highest in this 
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scenario: 76%. This is partly due to the high stack efficiency, which is 97.9%. Although the 

system operates very efficiently in Case 3, the stack thermoneutral condition does not represent 

the system’s most efficient operating point. An iterative solution revealed that the lowest 

electricity consumed per unit of hydrogen occurs slightly above the stack’s thermoneutral point, 

at a current of approximately 66.9 amps. At this optimal current condition, the system operates in 

the stack’s exothermic regime and the total system efficiency is 76.4%.  

 
 

Figure 6-18: Power demand of various components in the thermoneutral condition (Case 3) 

 

Table 6-9: Steady-State temperatures at each state point in the process flow diagram for 
Cases 3 and 4 

State number in 

schematic 
Temperature (K) 

State number in 

schematic 
Temperature (K) 

1 288 19 384 

2 288 20 374 

3 373 21 374 

4 373 22 374 
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5 373 23 343 

6 373 24 602 

7 373 25 335 

8 373 26 588 

9 373 27 333 

10 373 28 584 

11 373 29 333 

12 797 30 283 

13 923 31 283 

14 923 32 293 

15 923 33 283 

16 923 34 283 

17 384 35 293 

18 384 36 373 

 

 

6.3.2.4 Case 4: Endothermic Operation 

In the fourth case, the stack’s voltage falls below the stack’s thermoneutral voltage and thus, the 

stack is in the endothermic regime. In this case, the system must use all of its optional heaters to 

provide sufficient heat for the system. The system consumes 159 kJ of electricity per gram of 

hydrogen produced, which is only slightly higher than Case 3 and equivalent to Case 2. The 

stack and system efficiencies are approximately 102% and 75.6%, respectively. Although this 

operating point falls in the stack’s endothermic regime, the system’s electricity consumption per 
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gram of hydrogen produced is relatively low though. This is because, as shown in 

 
Figure 6-14, Case 4 has a lower net thermal energy demand than Case 3 and 2. This explains 

why the system’s electricity demand per kg of hydrogen does not increase despite the 

endothermicity of the stack. Case 4 represents a scenario in which a substantial portion of the 

electricity available is used for the balance of plant components. Whereas in Cases 1-3, the 

electrolyzer makes up between 78 - 90.9% of the total electricity demand, in the current scenario 

the electrolyzer consumes 74% of the system’s total electricity demand. The temperatures of the 

system components for this case are the same as those in Table 6-9 for the thermoneutral Case 3. 
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Figure 6-19: Power demand of components in the endothermic scenario (Case 4) 

 

6.4 Discussion 
 

6.4.1 Brine  

One important component of the offshore platform is the brine that is generated from the steam 

generation process. In Figure 6-20, the brine generation is presented as a function of steam 

utilization and current density. The amount of brine generated is highest when the stack’s steam 

utilization is low, and the operating current density is high. Prior work by [41] assumed the 

concentration of salt in the seawater and brine is 35.165 g/kg and 120g/kg, respectively. The 

following section will expire the concentration of brine and the amount of brine generation for a 

dynamic scenario.  
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Figure 6-20: Brine generation heat plot as a function of steam utilization and current 
density 

 

6.4.2 Dynamic Operation Assessment 

Dynamic operation is essential to successfully couple SO systems with offshore wind. 

Intermittent and unstable renewable power is challenging for SO stacks because it may result in 

temperature gradients that can lead to thermal stresses and degradation in the cell. Prior work by 

Skafte showed dynamic operation of an SOE stack is possible by rapidly pulsing between the 

endothermic region in electrolysis and fuel cell mode to prevent significant temperature gradients 

[125]. As long as the system operates most of the time in electrolysis mode, the system will 

produce hydrogen.  

 

This section first analyzes the extent to which an SO system would have to operate dynamically 

if it were to be directly connected to an offshore wind platform. As a thermal management 
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strategy, the stack is designed to operate in a hot standby mode in periods where renewable 

power is not available. In the hot standby mode, the system operates in fuel cell mode to produce 

enough heat to stay warm. This section proposes a 3.5 MW offshore wind platform in Humboldt, 

California that is coupled with a 1730 kW SO electrolyzer. It is assumed that there are two stacks 

in series that can operate up to 90 amps in electrolysis. The polarization curve developed in the 

previous section is used to interpolate the operating current and voltage of the stack based on the 

available wind power. Additionally, the electrolyzer in the platform is comprised of two of the 

stacks from Case 2. A winter and summer month in 2008 are used as representative dynamic 

data.  

 

Figure 6-21 illustrates the profiles for each month studied. The offshore wind profile is very 

dynamic in the winter month, particular between January 21, 2008 and January 25, 2008. In 

comparison, in June, the offshore wind profile is mostly steady and there are long periods over 

which the output power is constant, and the stacks operate at their rated output power. Although 

the month of January is very dynamic, prior work by Konrad suggests that offshore wind 

variations occur on an hourly basis not a minute or second basis. This suggests that the dynamics 

of offshore wind may be suitable for solid oxide electrolysis [42].  

 

Figure 6-22 shows the rate of hydrogen production and consumption. In January and June, the 

system produces a net total of 20,681 and 261,128 kg of hydrogen, respectively. In the standby 

mode, which is especially relevant for the month of January, the system consumes 4332 and 481 

kg of hydrogen in January and June, respectively. The month of June is an extremely productive 

month for hydrogen production, which is due to the continuous power available from the 

offshore wind. One of the benefits of operating a stack with approximately 50% capacity of the 

offshore wind is that the stack is not susceptible to the dynamics that occur at higher wind 

powers.  

 

Based on these results, if a high temperature SO stack is deployed to an offshore wind platform, 

it may be more feasible to have planned periods of operation to prevent significant degradation 

from dynamic wind patterns. One option is to plan for continuous operation of the platform in 

the summer, when the wind speeds are high and consistent, and to have the system operate in 
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fuel cell mode in the winter to supplement the variable energy from offshore wind for the grid. If 

the system is not connected to the grid, then it may be worth shutting down the system in the 

winter months when the wind is most dynamic and hydrogen generation is low. Economics and 

technical feasibility will play an important role in determining how and when to operate the 

offshore SO system. Further work should explore these possibilities. 
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Figure 6-21: Offshore wind and SO stack power in January (top) and June (bottom) 
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Figure 6-22: SO stack power and hydrogen produced in January (top) and June (bottom). 

 

Additionally, this section also presents the dynamic profiles of the balance of plant. First, the 

water consumption and brine generation are compared for the two months in Figure 6-23. The 

amount of brine generated in January is 8000 metric tons, and in June 10,000 metric tons. This is 

a significant amount of brine that needs to be properly managed to prevent environmental 

pollution. Additionally, Figure 6-24 illustrates the stack outlet temperature and stack heater 

power. The stack heater consumes much more energy in the January scenario since the profile is 

so much more dynamic, which causes the temperature to vary from 920 to 1020 K. It is assumed 

that the heater ensures the stack temperature remains at 920 K even in the periods where the 

stack operates endothermically, It is also assumed that the stack operates in fuel cell mode to 

sustain its thermal load when the wind energy is low.  
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Figure 6-23: Hourly water consumption and brine generation in January (top) and June 
(bottom).  
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Figure 6-24: Stack outlet temperature and stack heater power in January (top) and June 
(bottom). 

 

6.4.3 Comparison to LT-PEM and HT-PEM 

The results from this study suggest that integrating offshore wind with SO electrolysis has one 

significant benefit: the high operating temperatures and the exothermicity of the stack allow the 

system to co-produce heat and hydrogen. Even though the system may require additional heating 

for steam generation, the total thermal demand of the system is less than what it would require 

for typical desalination equipment. One potential drawback of SO electrolysis is the operational 

challenge of dynamic and variable power that can lead to fluctuations in the temperature of the 

stack and degradation of the cells. This can be addressed by operating in standby mode during 

periods of low to zero wind energy.  

 



 133 

In comparison to SOE systems, low temperature PEM (LT-PEM) electrolysers will require 

heavy duty reverse osmosis. Since the typical operating temperatures of low temperature PEM 

electrolyzers is typically around 50-80 oC [126], indirect PEM seawater electrolysis systems are 

unable to use high quality heat for desalination, and thus will require additional electricity 

consumption for desalination. Although reverse osmosis is the most common desalination 

technology used in the USA, Europe and Australia, it is an energy intensive process that can 

consume anywhere between  28.5 -  79.9 kwh/ kg H2O of electrical energy [127]. Other potential 

options of desalination include multi-effect distillation, multi-stage flag distillation, and vapor 

compression. In [41], d’Amore-Domenech use distillation with vapor recompression for water 

purification in their PEM seawater electrolysis model, which they find consumes 0.47 MJ/kg H2.  

 

To compare the performance of SOE systems with LT-PEM and HT-PEM, the potential 

performance the analysis in scenario 2 is used as the basis for comparison. A LT-PEM system 

with the same parameters as the SOE system studied (same utilization factor (70%) and the same 

hydrogen and water flow rates (3.26 mole/s and 4.47 mole/s respectively)) will also consume 

approximately 6957 kg of water daily. The additional energy to desalinate the water for a LT-

PEM system via reverse osmosis would be between 6957 – 555,915 kWh per day. While PEM 

electrolysis may result in slightly lower energy for compression due to the lower temperatures of 

hydrogen at the compression stages, the amount of energy for desalination may exceed the daily 

amount of energy required for high temperature electrolysis. This initial analysis suggest that 

PEM electrolysis may consume more energy if deployed offshore than a SO electrolysis system. 

Figure 6-25 shows the total energy demand (in kW) for LT-PEM that uses reserve osmosis and 

compares this with the net energy demand for water treatment in HT-PEM and SO. 
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Figure 6-25: Net energy demand for seawater treatment and desalination. 

 

Similar to SOECs, high temperature PEM (HT-PEM) electrolysis has features that allow it to use 

the surplus heat for secondary applications [128]. In comparison to LT-PEM electrolysis, HT-

PEM electrolysis cells typically operate at temperatures above 100oC which results in improved 

reaction kinetics and ionic conductivity, reduced polarization and  electrocatalyst loading [129], 

as well as higher electrical efficiencies [130]. Prior studies have demonstrated that HT-PEM 

systems can use either steam or pressurized liquid water for electrolysis. HT-PEM systems that 

use liquid water will also need heavy duty desalination for water purification. Considering a HT-

PEM system that operates with steam at 120oC [128], its thermoneutral voltage is 1.48 V [130]. 

Figure 6-26 shows a comparison of the relative heating demands for high temperature PEM 

electrolysis and SO electrolysis.  The initial results show that a HT-PEM electrolysis system 

would have a lower overall thermal demand than the SO electrolysis system because the energy 

required to superheat the steam to the stack operating temperature is significantly lower. The 

intermediate operating temperatures of HT-PEM electrolysis may also be more favorable for 

operating the system dynamically. In addition, the HT-PEM system may be less susceptible to 

the aggravated degradation that occurs due to high temperatures. Unfortunately, HT-PEM 
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electrolysis is still in its infancy, and like its low temperate counterpart, it relies on noble metals 

that are expensive limit scalability [130].  

 

 

Figure 6-26: Thermal energy demand for High Temperature PEM electrolysis and SO 
Electrolysis  

 
6.5 Summary and Conclusions 
This chapter addresses Objective 4: Design a system for hydrogen production from seawater that 

includes the desalination and brine/salt management system. It presents a steady state model of 

an offshore solid oxide electrolysis plant coupled with offshore wind. The results include an 

analysis of various cases; brine management; dynamic performance analysis; and a comparison 

to LT and HT PEM electrolysis. The conclusions of this chapter are the following:  

• The system must use additional equipment to meet its thermal loads even when the stack 

operates in exothermic mode. 

• In both exothermic and endothermic operation, the steam generator represents the largest 

source of electricity consumption of the balance of plant. 
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• The amount of brine generated in the steam generator is enormous and will require proper 

management to prevent pollution.  

• With proper controls, offshore wind may have one of the most suitable renewable energy 

profiles for high temperature SO electrolysis. 

• The ability to couple steam generation and desalination with high temperature 

electrolysis significantly reduces the net energy demand for offshore hydrogen 

production. 

 

7 EXPERIMENTAL ANALYSIS OF SEAWATER SOLID OXIDE 
ELECTROLYSIS  

 

There are many challenges that pertain to using steam from seawater in SOECs: (1) impurities in 

the seawater may be soluble in the steam that can harm components in the system, such as salt 

deposits which can lead to blocked pipes [60]; (2) impurities may affect the long-term durability 

of the cell; (3) the cathode electrode may be poisoned by the contaminants. While prior studies 

have examined hydrogen generation from seawater via proton-exchange membrane electrolysis 

[61], [62], and there are prior theoretical analyses on seawater electrolysis with existing 

technologies [41], [42], [63], [131], there are limited experimental studies on SO electrolysis of 

seawater. In this chapter, I present a study on the long-term performance and degradation of a solid 

oxide electrolysis cell operated with simulated seawater for over 400 hours. The electrochemical 

performance of the cell is studied via polarization curves and electrochemical impedance spectra. 

Additionally, we presently upon a theoretical framework for the degradation mechanisms that 

occur from seawater contamination in solid oxide cells. Lastly, we examine sustainable ways to 

manage the brine that is left in the steam generator.  

 

7.1 Data Analysis Methods Background 
7.1.1 Polarization Curves 

One of the first steps to characterize the performance of electrochemical systems is through 

current-voltage measurements to develop polarization curves that provide information about the 

quality of the cell and performance. The polarization curve represents the major losses of the 

cell: activation, ohmic and concentration polarization. 
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7.1.2 Electrochemical Impedance Spectroscopy 

Electrochemical impedance spectroscopy (EIS) is one of the most powerful tools for 

understanding the processes in electrochemical systems. EIS is an electrochemical technique that 

is a special case of a transfer function: it relies on the relationship between electrical input and 

electrical output, as shown in Figure 7-1. In EIS, a small AC perturbation is applied and the 

responding impedance vs frequency is recorded based on the voltage response [132]. Because the 

cell experiences dynamic processes, the impedance response will vary depending on the 

frequency applied. The impedance consists of the ohmic resistance (Re) and the charge transfer 

reaction impedances of the cathode and the anode (Rt) [132]. 

 

 
Figure 7-1: Representation of a transfer function with a step change and sinusoidal input. 
From [133]. 

The Nyquist plot is a valuable tool for representing impedance spectrum results. Each of the 

points of the Nyquist plot is a representation of the imaginary impedance, real impedance, and 

the associated frequency. An example is shown in Figure 7-2. The graph needs to be plotted with 

a 1:1 ratio with a few labels that indicate the frequencies. It is essentially a 2D representation of a 

3D figure. The ohmic resistances are represented with the intersection with the real axis at the 

high frequency end [134]. The ohmic resistance is due to ionic transport resistance in the 

electrolyte and it is considered to be independent of AC frequencies, which is why it does not 

possess any capacitive behavior and only has a real component. It is often represented as a 

resistor in equivalent circuit. The low frequency intersection with the real axis (x-axis) is the sum 

of Re and Rt. The characteristic frequency is the frequency at which the maximum value of the 
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negative imaginary impedance occurs. The Nyquist plot reveals information about the time 

constants and capacitance of the electrochemical cell. When multiple semi circles appear, each 

circle is due to reactions and processes that occur at different time scales with resistive and 

capacitive behaviors [135]. The capacitive behavior is often due to the double-layer capacitance 

that is a result of the charge accumulation of the interface [136] . It may also be due to channel 

flow and channel diffusion that cause a capacitive behavior [137]. The resistances of each semi-

circle can be lotted against the temperature in an Arrhenius plot to determine the activation 

energy [135].   

 
Figure 7-2: Nyquist plot of impedance data. From[133] 

Generally, analysis of the impedance spectra from EIS requires an evaluation of the error 

structure and interpretation of the physics and chemistry of the system. Errors in impedance 

measurements can be expressed as the difference between an observed value and a model value 

[133]: 

 

𝒛𝒐𝒃(𝝎) − 𝒛𝒎𝒐𝒅(𝝎) = 𝜺𝒓𝒆𝒔(𝝎) = 𝜺𝒇𝒊𝒕(𝝎) + 𝜺𝒔𝒕𝒐𝒄𝒉(𝝎) + 𝜺𝒃𝒊𝒂𝒔(𝝎) 

( 7-1 ) 
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Where 𝜀&'6(𝜔) is the residual error, 𝜀L0$(𝜔) is the systematic error due to inadequacies of the 

model and refers to the lack of fit of the model, 𝜀6$.14(𝜔) is the stochastic error, and 𝜀C0-6(𝜔)	is 

the systematic experimental bias error. Stochastic errors (and the variance of stochastic errors) 

are a strong function of frequency and are randomly distributed about a mean of zero; they result 

from integrating time-domain signals with noise from the cell and instrumentation [133]. 

 

In order to determine the quality of the EIS data, I used a tool developed by researchers at the 

University of Florida: Measurement Model. This tool distinguishes between bias and stochastic 

errors and is based on a generalized model as a filter for non-repeatability of impedance data 

[133].  The Measurement Model program identifies the stochastic error structure of the 

measurements used to weigh further regressions. It uses the Kramers-Kronig relations to check 

for causality, linearity and time invariance (stability) [49], [133]. The Kramers-Kronig relations 

make it possible to use the real portion to reconstruct the imaginary portion of the spectra and 

vice versa [138].  Bias errors can result in the measurement to be inconsistent with the Kramers-

Kronig relations. Kramers-Kronig relations can identify whether or not the assumption of 

stationarity (stability) during an impedance test is valid. While no system is perfectly stationary, 

EIS tests assume the system does not change during the duration of the impedance measurement; 

and the Kramers-Kronig relations can be used to assess the validity of this assumption [133]. 

Selecting a proper input sine wave perturbation amplitude that is small enough is necessary to 

ensure the pseudo linear conditions [139]. If the system is indeed linear, then the measured 

amplitude data will not change regardless of the input amplitude size applied [139]. This strategy 

can be used to assess the linearity criterion of the Kramers-Kronig relations. For example, in 

[139], the authors showed that the Bode plot and the DRT spectra at did not change regardless of 

the input amplitude perturbation (see Figure 7-3). Additionally, the Kramers-Kronig relations 

will also easily identify the influence of drift, that is, changes in the system with time [140]. This 

can be seen by transforming the real to imaginary and the imaginary to real on a Bode plot and 

comparing the results.  
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Figure 7-3: Figure from  [139], shows that the linearity criterion is satisfied: the spectra do 
not change with varying perturbation amplitude. 

 

The Measurement Model represents the impedance spectra using Voigt elements in series with a 

resistor as a generalized measurement model. Super positioned line-shapes make up the 

measurement model, which has been shown to be a general measurement model for a variety of 

electrochemical systems [133]. The Kramers-Kronig relations require that all the resistances be 

positive  [140]. Since the Voight model is consistent with Kramers-Kronig relations, the ability 

to fit the model to the data shows the data satisfies the Kramers-Kronig transform. The noise 

(stochastic errors) limit the number of Voight elements that can be obtained from the 

measurements [133]. The greater errors in a dataset, the smaller the number of necessary Voigt 

elements [140]. The residual errors can be fitted with weighting to fit the order of the stochastic 

noise [133].  The measurement model takes advantage of the noise present to limit the number of 

parameters that can be resolved. The inability to fit an impedance spectrum to the measurement 

model is an indication of the failure of the data to satisfy the Kramers-Kronig relations [133]. In 

other words, if the original and the transformed data look very different on the Nyquist plot, it 

means the original data does not comply with the Kramer-Kronig relations and that it cannot be 

used [140]. It is important be mindful of data outliers in the data which can often occur near the 

line frequency (60 and 120 Hz in the US) and at the beginning of a measurement due to transient 

conditions. The Measurement Model program can also be used for preliminary characterization 

of impedance data; it can estimate the capacitance and ohmic resistance to identify the 
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characteristic frequency above which the geometry of the electrode may cause frequency 

dispersions.   

 

The Kramers-Kronig transform has been previously used in multiple solid oxide cell studies. For 

example, the authors used the KK transform to examine the performance and degradation of 

solid oxide cells in a stack in [134]. Figure 7-4 shows a typical KK typical test residuals plot for 

impedance data. The authors used a frequency range from 0.1 Hz to 10 kHz, with an AC current 

of 1 A and a DC offset of +/- 5 A [134]. They also calculated an average area specific resistance 

from the difference between the average Nernst voltage and the measured voltage at a given 

density [134].   

 
Figure 7-4: Typical KK test residuals of an impedance spectrum that shows the errors of 
the real and imaginary data were within +/- 0.3%. From [134]. 

 

7.1.3 Distribution of Relaxation Times (DRT) 

Distribution of relaxation times (DRT) is an electrochemical technique that can be used to aid the 

in the analysis of impedance spectra. It represents the impedance by using an infinite number of 

differential RC-elements and solves each process by its intrinsic time constant [141]. If DRT is 

applied on a measured impedance spectrum, the distribution function (𝑔q) can be discretized on 

a limited amount of time constants  [141]:  

 𝑍(𝜔) = 𝑅5 + 𝑅:.M ∑
�a

+lt��a
�
qH+  ( 7-2 ) 
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Where 𝑅5 is the ohmic resistance, 𝑅:.M is the overall polarization resistance of the fuel cell, and 

𝜏q is the time constant of a single RC element. The term, ∑ �a
+lt��a

�
qH+ , corresponds to 𝑅:.M, and 

it is indicative of the relaxation times of the various processes. 𝑔q represents the relative 

contribution of each time constant on 𝑅:.M. Because equation  ( 7-2 ) 

cannot be solved numerically, a regularization must be used that accounts for the smoothness of 

the solution. Regularization values that are too high will hide features and values that are too low 

will cause erroneous oscillations [141].  

 

DRT requires comprehensive tests under different conditions including temperature and gas 

composition to understand the results [134]. It is used to identify kinetics, transport mechanisms, 

anode and cathode processes and cell degradation. It has been used previously in various studies 

of solid oxide cells, mostly in fuel cell mode. There is a need for more research that uses DRT on 

SO cells operated exclusively in electrolysis mode. Next is a summary of a few key papers in the 

literature that use DRT for SO cells: 

• In [139], the authors used EIS to assess the degradation effects due to carbon deposition 

in an anode supported SOFC. They measured the impedance at OCV and under load in a 

frequency range between 10kHz and 100 MHz, with a current amplitude of 60 mA. They 

used DRTOOLS from [142] to use the Gaussian discretization method with 40 points per 

decade and with a regularization parameter of 10-4  [139]. 

• The authors from [134] used DRT to analyze their impedance spectrum data. The authors 

used the real part of the spectra to calculate the distribution functions. They identified 

three major processes, which are shown in Figure 7-6. Their results suggest a few 

interesting findings: first, the impedance responses are similar in SOFC and SOEC 

modes; second, most of the degradation was caused by increasing ohmic resistance; 

finally, the impedance at the air electrode is higher than the fuel electrode [134]. 

• The authors from [141] used DRT after validating their data with the Kramers Kronig 

relations and demonstrated the residuals were below 0.5% for the whole frequency range. 

They carefully identified that a regularization parameter of 1 * 10-5 was suitable for their 

DRT analysis.  



 143 

• In [124], Jeanmonod et al., evaluate the poisoning effects of HCL on a solid oxide cell 

operated in co-electrolysis. They exposed the cell to 5 – 10 ppm of HCL, and they 

observed an increase in the resistance of the cell due to the charge transfer processes. 

Figure 7-5 presents six significant DRT peaks suggested by Jeanmonod et al.  

• In [143] Subotic et al. presented a thorough summary and general guidelines for 

performing DRT analyses on SOFCs and SOECs. Figure 7-7 shows a summary of their 

literature review on the relevant frequencies for SO cells.  

• Subotic et al. also studied the viability of DRT to analyze SOC single cells and stacks in 

fuel cell and electrolysis modes of operation in [144]. They found that for most of the 

electrolysis cases the electrode processes could be determined by two DRT peaks in the 

range of approximately 20 – 200/300 Hz [144]. They also found that increasing the 

steam, and decreasing the hydrogen quantity, shifts the processes towards lower time 

constants and decreases the resistance [144]. They state that processes at frequencies 

higher than 200 Hz are likely related to overlapped process in the fuel electrode. 

• In Ref [145], Liu et al use Ciuccci’s DRTtools program with a regularization factor of 

1*10-3 to assess the performance of reversible operation of an SO cell operated with 

seawater. They were able to successfully operation the cell for 31 cycles with over 1000 

hours.   

 
Figure 7-5: Major processes identified in [124]. 
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Figure 7-6: The major processes identified in [134].  

 
Figure 7-7: From Ref [143] : a summary of the literature on relevant frequencies for SO 
cells operated in electrolysis mode.  

7.2 Methodology 
7.2.1 Preparation of the cell 

We used a 25 cm2 cathode supported solid oxide cell from Fuel Cell Materials. The cell’s active 

area is 16 cm2; it has a 50 µm Ni- YSZ cathode, YSZ electrolyte, and 50 µm LSC anode. We 

prepared the cell for testing by following the instructions in [146]. Silver and nickel current 

collector meshes were used in the anode and cathode, respectively. To ensure proper contact 

between the copper current collection wires and the manifold pipes, we used silver paste. We used 

a platinum wire for the voltage measurements. In the final step of the cell preparation, we applied 

a glass sealant to the manifold and outer edges of the cell. After the assembled manifold was placed 
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in the furnace, we placed a seven-pound weight on the manifold to apply sufficient compression 

to the cell. During the furnace warm-up phase, N2 and air flowed at 0.150 SLPM in the cathode 

and anode, respectively. The furnace was set to increase the temperature to 750oC over a period of 

14 hours. Once the furnace reached 750oC, the reduction of NiO to Ni followed by introducing H2 

in increments of 0.025 SLPM to the cathode and simultaneously decreasing the flow rate of N2 

until the flow rates were 0.25 and 0 SLPM for H2 and N2, respectively. During the reduction phase, 

the air flow rate slowly increased to 0.750 SLPM. The next phase of the start-up was the 

conditioning of the cell. In this phase, N2 was reintroduced at 0.25 SLPM to the cathode while the 

H2 and air flowrates remained constant. The voltage and current of the cell were measured at open 

circuit conditions (OCV), 1 V, 0.8 V, and OCV for an hour at each voltage. Table 7-2 shows the 

test parameters for the experiments in this study. 

 

7.2.2 Test Stand Set-up and Instrumentation 

Figure 7-8 shows the schematic of the electrolysis system.  A 2250 cm3 stainless steel tank, 

adhesive heater, thermocouples, pressure gauges, pressure relief valve, and insulation comprises 

the system. In order to provide sufficient steam for the electrolysis reactions, we designed a steam 

generator that uses H2 and N2 as the carrier gas for the steam generator, shown in Figure 7-9, which 

was inspired by the design of John Stansberry. The electric adhesive heater is glued to the outside 

of the tank, which is insulated. During seawater operation, the tank is filled with the desired water 

type. Once the tank is heated to the desired temperature based on the desired humidity ratio, dry 

H2 and N2 enter the steam generator at the desired flow rate to transport the steam to the anode 

electrode of the cell. The piping that connects the steam generator to the furnace is heated to 150oC 

using an electric line heater and insulated to prevent condensation.  
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Figure 7-8: Experimental Setup Schematic 

 
Figure 7-9: Steam generator system 

Humidified  

H2 N2 Mixture 

N2 H2 inlet 
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Prior to the electrolysis tests, we calculated the moisture content, which is shown in below, using 

the humidity ratio and Dalton’s law. To calculate the saturation vapor pressure of water, we used 

a formula derived from the Clausius-Clapeyron equation from [147]: 

 

 𝑃! =
"#$%&'.')'*	!"#!.""%&#'(.),

(./012)).*'
								𝑡 > 0°𝐶  ( 7-3 ) 

 

where Ps is the saturation pressure of water in kilopascals and t is temperature in Celsius. This 

equation is valid for temperatures greater than 0o Celsius. 

 

Similar to prior work [[58], [60]], the moisture content is controlled by changing the temperature 

of the tank. This is relationship is expressed in the following equation:  

 

 �̇�4#5 = 𝑥4#5 ∗ �̇�.6.78 =	𝑥4#5 ∗ �̇�.6.78 = 𝑥4#5 ∗
9̇+#/9̇,#
0*;+#-

  ( 7-4 ) 

 

Where  𝑥7&8 =
9'
9

 and Ps is the saturation pressure of water in kilopascals. 

 

7.2.3 Water Preparation 

In order to prepare the system for seawater electrolysis, we tested the system with four water types: 

deionized (DI) water, tap water, simulated seawater, and real seawater from Newport Beach, 

California. We prepared the simulated seawater by mixing sea salt with DI water to achieve an 

average concentration between 33-37 g/L, which is the average salinity in seawater [148]. Since 

conductivity can be used to assess the purity of water, we measured the conductivity of the 

condensate of the four different water types. We also measured the conductivity of each water type 

before evaporation, the condensate we collected after evaporating the water, the water in the steam 

generator tank. These results are summarized in Table 7-6.  

 

One important observation about this experimental setup and similar setups with seawater is that 

the concentration of salt increases with time, as more of the water evaporates leaving the steam 
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generator with a higher concentration of salt each time. The seawater with a higher concentration 

of salt has a higher probability of contaminating the cell and ancillary parts of the experimental 

set-up. In order to account for the potential contamination effects of salt at different solubilities, 

we used a conductivity sensor to periodically measure the levels of salinity in the tank throughout 

the experiment. We also measured the purity of the condensate of water at various different levels 

of salinity (low, medium, high).  

 

7.2.4 Electrochemical Performance Characterization 

We used polarization curves and electrochemical impedance spectroscopy (EIS) to characterize 

the performance of the cell with the different water types. The polarization curves and 

electrochemical impedance spectra were obtained using Princeton Applied Research Versastat 3 

potentiostat with a booster for potentiostatic measurements (applied voltage). Following the 

statistical analysis presented in [149], the polarization curve measurements were analyzed with a 

t-student distribution with 3 degrees of freedom to assess the statistical significance of the data:  

 

 �̅� − 𝑡()%,,𝑆𝐸 ≤ 	𝜇 ≤ 		 �̅� + 𝑡()%,,𝑆𝐸	 ( 7-5 ) 

 

Where �̅�  is the sample mean, 𝑡xG%,r is the cutoff value of the t-distribution based on the 

confidence interval and the degrees of freedom, 𝑆𝐸	is the sample error, and 𝜇 is the 95% 

confidence interval. The sample error is given by:  

 

 𝑆𝐸 = 6
√%

  ( 7-6 ) 

Where s is the standard deviation and n is the sample size.  

 

The EIS measurements were performed with a signal amplitude of 10 mV between a frequency 

range of 0.1-100,000 Hz. The impedance data was checked for consistency with the Kramer’s 

Kronig relations using the Measurement Model Python program ([150]). Representative residuals 

of the Kramer’s Kronig relations are shown in Figure 7-10 for two of the EIS results. To assess 

the impedance spectra data, we used Ciucci’s DRTtools software on Python from [142] to perform 

a Tikhonov regularization, which was previously used to study solid oxide fuel cells [139]. A 

Gaussian discretization method with a first order regularization derivative, a regularization 
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parameter of 0.001, 2000 samples, and a coefficient of 0.5 for the full width half maximum of the 

radial basis function. Table 7-1 shows the test plan for EIS tests. 

 

Table 7-1: Test plan for Electrochemical Impedance Tests 

EIS Experiment Voltage (V) # of tests 

1 OCV (0.88) 4 

2 1.08  4 

3 1.38 4 

 

 
Figure 7-10: Sample residuals of the Kramers-Kronig residuals as a function of frequency 
for the DI and seawater results with 0.5 SLPM H2 at 1.38 V.  

 

7.3 Experimental Results and Discussion 
7.3.1 Initial Electrochemical Characterization  

The cell was operated for over 1000 hours with DI water, tap water, and simulated seawater. The 

polarization curves and electrochemical impedance spectra were performed for various 

experimental parameters, which are shown in Table 7-2. For these operating conditions, the 

theoretical open circuit voltage from the Nernst equation is 0.871 V. For convenience and clarity, 

the Nernst equation I used to calculate the open circuit voltage is pasted below:  
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 𝑈0.:,<):(𝑇, 𝑃+) = 𝑈<(𝑇, 𝑃) + =5
2-
ln 6

>-&>.&	
0
&

>-&.
7  ( 7-7 ) 

The units for the pressures should be in bar.  

Table 7-2: Experimental Parameters  

Fuel Flow 

(SLPM) 

N2 Flow 

(SLPM) 

Air Flow 

(SLPM) 

H2O 

Flow 

(SLPM) 

H2 

(%vol) 

N2 

(%vol) 

H2O 

(%vol) 

Furnace 

Temp 

(oC) 

Steam Generator 

Temp (oC) 

0.5 0.5 1 1.105 21 21 57 750 85 

0.25 0.25 1 0.497 21 21 57 750 85 

0.125 0.125 1 0.276 21 21 57 750 85 

 

Figure 7-11 shows the polarization curves for the initial DI water tests at these various operating 

conditions. The three flowrates tested represent different steam utilizations, which should lead to 

differences in the polarization curves. In theory, lower steam utilization, which is associated with 

a higher nitrogen and hydrogen flowrate, should result in lower concentration losses since the 

concentration of steam at the reaction sites will increase.  The lower concentration losses should 

result in lower voltages. Figure 7-11 clearly shows that the DI water test with the 0.5 SLPM flow 

deviates significantly from the cases with 0.125 SLPM and 0.25 SLPM. The results suggest the 

cell performed best initially in the scenarios with the 0.5 SLPM flowrate than in the 0.125 and 

0.25 SLPM scenarios. There are a few possible reasons for this deviation: (1) the 0.5 SLPM 

flowrate scenario shows improved performance due to the lower concentration losses associated 

with the higher flowrates and steam utilization; (2) since the 0.5 SLPM test occurred at 

approximately hour 400, and the 0.25 and 0.125 SLPM tests occurred approximately at hours 

530 and 550, respectively, it may be that the test at 0.5 SLPM occurred during the break-in 

period of the cell, before it endured morphological changes that degraded its performance due to 

a significant amount of chronopotentiometry and EIS testing; (3) it may also be that the higher 

flowrates at 0.5 SLPM resulted in a higher convection coefficient in the flow channels of the cell 

that increased the temperature of the reaction sites in the cell, although this is unlikely.  
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Figure 7-11: Initial polarization curve for the DI water scenario.  

The fact that there is no difference between the 0.125 and the 0.250 SLPM tests is a surprising 

result because in theory, the different flowrates should affect the polarization curve results and 

the 0.250 SLPM test should reflect better performance than the 0.125 SLPM results. One 

possible explanation for these results is that at the range of current densities tested, the 

concentration losses are miniscule in comparison to the ohmic losses. If this is true, then any 

improvements in the concentration losses will not be noticed in the polarization curves.   

 

It is also important to point out the shape of the polarization curve in the initial DI water tests 

which shows a deviation from expected results in the region of higher current density. Typical 

polarization curves for SOEC tests experience mostly ohmic losses with negligible evidence of 

activation polarization in the low current density region and little to negligible concentration 

polarizations in the high current density region. The result shows an unexpected nonlinear and 

non-exponential behavior in the region of higher current densities, which would suggest 

concentration losses and resistances that are lower than expected and seen in most SOEC 

experiments. A possible explanation for this is that the cell undergoes a significant break-in 



 152 

period in the first 500 hours of operation, making it more susceptible to changes in flowrates and 

utilization factors. Since the concentration polarization is a function of the microstructure 

(tortuosity), diffusion, adsorption/ desorption effects, partial pressures and current density [54], it 

may be that the cell experienced microstructural changes that affected both the gas diffusion and 

increased the resistance of the cell in the period between the 0.500 SLPM test and 0.125 and 0.25 

SLPM tests. It is unlikely that these differences at high polarization are due to temperature since 

the concentration polarization is a weak function of temperature according to Singhal and 

Kendall in Ref [54]. To assess these possible explanations, the Nyquist plots and Bode plots are 

analyzed and presented in the following section. Because the 0.500 SLPM test deviates so 

significantly from the other tests, the 0.500 SLPM result will not be considered in subsequent 

analyses.  

 

The results for the tap water tests are more consistent with each other. First, the polarization 

curves of each of the three scenarios are mostly in agreement with each other. All of the tests 

occurred within 72 hours of each other with the 0.250, 0.125, and 0.5 SLPM tests occurring 

approximately at hours 600, 648, and 672, respectively. Interestingly, the 0.500 SLPM scenario 

shows a small but noticeable deviation from the other two scenarios. Although, the deviation is 

not as significant as in Figure 7-11 the trend resembles the DI water results: 0.500 SLPM shows 

improved behavior in comparison to the 0.125 and 0.25 SLPM scenarios, which may be due to 

reduced concentration losses at the higher flowrates that enable lower steam utilization. These 

results also show a mostly linear behavior between current and density, suggesting that the 

ohmic losses dominate in the cell. There is a slight nonlinear behavior observed for the 0.125 and 

0.25 SLPM cases in the moderate to high current density region (-0.25 – 0.4 A/cm2).   
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Figure 7-12: Polarization Curve results for the tap water scenarios.  

When comparing the DI water results to the tap water results in Figure 7-12, it can be clearly 

seen that all of the polarization curves of the tap water results are in good agreement with the 

polarization curves of the DI water scenarios 0.125 and 0.25 SLPM. This means that the cell did 

not experience any noticeable degradation between hours 550 and 672, which is the period 

between the end of the DI water tests and the beginning of the tap water tests. There is a 

noticeable difference in the 0.500 SLPM results with DI water (see Figure 7-13), which 

highlights the transient effects of changes in the morphology of the cell in the first 550 hours of 

operation. This can be further verified by comparing the EIS spectra of the DI water and tap 

water results.  
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The results for the seawater tests are shown in Figure 7-14. The polarization curves for the three 

scenarios in the seawater tests are entirely linear and show good agreement with each other. The 

entirely linear behavior suggests ohmic losses are the dominant polarization, which will be 

confirmed via EIS. The results for the 0.125, 0.250, and 0.500 SLPM scenarios occurred at hours 

792, 768, and 720, respectively. Furthermore, an additional polarization curve test occurred at 

hour 840 in which each point along the curve was held for 900 seconds instead of 240 sec. These 

results are show in Figure 7-14.  Figure 7-14 demonstrates that the error bars increase 

significantly with increasing magnitude of current density. Although the mean results for the 

long hold test suggests that there is a mostly linear current-voltage relationship, it may be that as 

the effects of concentration polarization become more prevalent in the cell, the cell’s 

performance is more unstable due to the impact of gas diffusion, which may have transient 

effects on the cell. These results also illustrate that each polarization curve represents a snapshot 

in time of the cell and that its performance may be highly transient and dynamic, which may 

have important implications for the EIS results.  

Figure 7-13: Comparison of the polarization curves for tap water and DI water.  
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Furthermore,  compares the performance of the cell under the various water types and operating 

conditions. Note, that the DI water test at 0.500 SLPM is omitted since it is likely due to initial 

changes in the morphology of the cell during the “break-in” period. The results in  - Figure 7-16 

are not what one would expect from a comparison of seawater to DI water. First, the results for 

0.125 and 0.500 SLPM seawater cases (SW1 and SW3), show lower voltages for the same 

current density than for all of the other cases. This means that for the same hydrogen produced 

(linearly related to current density), a lower voltage, and thus power), was required in the SW 

case. The expectation is that there would be reduced performance in the seawater case due to the 

possibility of contaminants in the steam and the typical cell degradation that occurs over time. It 

is important to note that the results for the seawater case with 0.250 SLPM are in alignment with 

the tap water and DI water results. This suggests that there could have been some morphological 

changes during testing that reduced the resistance and improved the performance of the cell. 

Passivation will be further analyzed in the EIS section that follows. The cell successfully 

operated with non-traditional water types for over 400 hours, after operating with DI water for 

approximately 550 hours. The results do seem to suggest that solid oxide electrolysis cells may 

be able to successfully operate without the ultrapure water that is typically used in existing 

systems. This can have significant implications for the balance of plant, environmental footprint, 

Figure 7-14: Seawater polarization curves. The right figure shows the results with long holds.  
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and deployment of these systems. Ultimately, the impurities in the water did not cause the cell to 

fail. The cell failed due to an interruption in the fuel electrode gas flow when LabView crashed.    

 
Figure 7-15 
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Figure 7-16: Comparison of the polarization curves of each water type for (a) 0.125 SLPM; (b) 

0.250 SLPM; and (c) 0.500 SLPM. 

 

7.3.2 Electrochemical Impedance Spectroscopy 

The literature states that only validated impedance spectra data should be analyzed and used for 

modelling, and that the data must be repeatable and stationary [140]. This should be checked in 

the Nyquist plots and Bode plots. To begin the EIS analysis of the DI water data, the Nyquist and 

bode plots at various voltages are shown below in Figure 7-17 and Figure 7-18 using the raw 

data. Recall that each test was repeated four times under a potentiostatic perturbation (an AC 

voltage was applied, and an AC current measured) at various different operating voltages with an 

amplitude of 10 mV. First, note that the Nyquist plots of the 0.125 and 0.25 SLPM scenarios are 

in agreement with each other for all of the cases. This is consistently true for all of the voltages 

tested and it can be confirmed in the Bode plots, which suggest these results are suitable for 

modeling and analysis. For the OCV scenario, there is significant variability and noise in the 
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region of low frequency. This is observed across all of the voltages tested, and it is confirmed in 

the Bode results that show the data tends to be noisiest in the region of low frequency. The 

ohmic polarization tends to be approximately 0.48 Ohms cm2 for each of the voltages tested with 

0.125 and 0.25 SLPM.  

 

Secondly, notice that the 0.500 SLPM scenario deviates from the results for the 0.125 and 0.25 

SLPM scenarios; its ohmic and polarization resistance are significantly smaller for each of the 

voltages. This result is in agreement with the polarization curves which confirms that the 0.5 

SLPM scenario for DI water performed better than the scenarios with lower flowrates. A lower 

resistance will result in improved performance. The difference in performance between the 0.500 

SLPM scenario and the lower flow rate scenarios could be attributed to transient effects in the 

microstructure of the cell that led to significant degradation in the oxygen-electrode electrolyte 

interface that has been reported as the major type of degradation in SOECs [151].  

 

An additional observation here is that although we would expect to see the overall polarization 

resistance to increase with voltage, the impedance at 1.38 V is significantly smaller than the 

impedances at the 1.08 V, 1.18V, and 1.28V. In the 0.125 and 0.25 SLPM scenarios, the 

polarization resistance increases from approximately 0.82 to 1.45 Ohms cm2 between OCV and 

1.28V. In the final voltage, 1.38V, the polarization resistance decreases to about 1.28 Ohms cm2. 

A similar trend can also be observed for the 0.500 SLPM scenario. This finding also may suggest 

an interesting result about the initial state of the cell that is related to the unexpected nonlinear 

curvature of the polarization curves in the area of high current density/ high voltage: in the first 

550 hours of the cell operation with DI water the cell experienced reduced concentration 

polarization in the region of high current density. An investigation of the morphology of the cell 

may reveal the reasons for this finding. Additionally, the appendix includes the Bode plots with 

the imaginary and real impedance on the y-axis for each set of tests. The plots for each test are 

plotted together in the appendix for an easier comparison of the voltages. Due to the low drift 

and high replicability, the results chosen for further analysis and modeling are the 0.125 and 

0.250 SLPM DI water scenarios at the following voltages: OCV, 1.08V, and 1.38V.  
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Figure 7-17: DI water EIS results using raw data. 
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Figure 7-18: DI water bode results with the raw data. 
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Next, the results for the tap water EIS tests will be presented and discussed in Figure 7-19 and 

Figure 7-20. Unfortunately, due to a problem with the software (Versastudio), the EIS results for 

the 0.125 SLPM case with tap water could not be recovered. Therefore, only the results for the 

0.25 and 0.500 SLPM cases can be shown and analyzed. The results at OCV and 0.98 V are 

nearly identical in the Nyquist plot and the Bode plots for both flowrates. The results in the Bode 

plots are in excellent alignment across all of the voltages examined. The ohmic resistances are 

consistently approximately 0.45 Ohms cm2 in all of the voltages, which means that the ohmic 

resistance did not change.  There is a noticeable increase in the overall polarization resistance in 

both flowrate scenarios for voltages of 1.08, 1.18,1.28 and 1.38V (test 3 – 6) that is due to the 

higher contribution of charge transfer reaction impedances in the electrodes and concentration 

polarizations. The Nyquist plots show that the polarization resistance stays at relatively constant 

value of approximately 1.0 Ohms cm2 in the 1.08 and 1.18 V tests; and for the 1.28 and 1.38 V 

tests, the polarization resistance is approximately 1.2 Ohms cm2. The results suggest that the 0.25 

SLPM results have a slightly higher polarization resistance in comparison to the 0.5 SLPM case 

that is more noticeable with increasing voltage. This is consistent with the polarization curves 

which showed that the 0.5 SLPM scenario had better performance at higher current densities. 

Additionally, the results seem to suggest the polarization resistance increases with voltage except 

for the final voltage tested, 1.38V. Similar to the DI water results, it appears are though the cell 

experiences a reduction in the resistance at high current densities. This is an unexpected finding 

that is correlated to the results observed in Figure 7-17 for the DI water scenario.  

 

In comparison to the DI water results, the tap water results are much more consistent with each 

other. Additionally, the ohmic resistances are similar to those in the DI water results with 

flowrates of 0.125 and 0.25 SLPM. The tap water results show a lower overall polarization 

resistance for the tests at 0.98 - 1.38 V. The comparison of EIS results is mostly consistent with 

the polarization curves that show very similar behavior between the 0.125 and 0.25 SLPM cases 

with the DI water and all of the tap water flowrates.  
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Figure 7-19: Tap water EIS results with raw data.  
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Figure 7-20: Tap water bode results with raw data 
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Lastly, the initial characterization of the impedance will be discussed for the seawater scenarios 

in Figure 7-21 and Figure 7-22. At a first glance, the seawater results suggest that the 0.25 and 

the 0.500 SLPM cases have high replicability and low drift.  The Bode figures and the Nyquist 

plots show there is a high resemblance between these two cases. This result matches the 

polarization plot which showed similar performance between the 0.25 and the 0.500 SLPM 

flowrates. Additionally, the figures show that the data is quite noisy in the low frequency region, 

which is consistent with the tap water and DI water results. The data becomes significantly 

noisier as the voltage increases. For all of the voltages and flowrate scenarios studied, the ohmic 

resistance (approximately 0.49 Ohm cm2 for all the cases) appears to match the ohmic resistance 

observed in the tap water and DI water cases.  In the OCV results, the 0.125 SLPM Nyquist plot 

is shifted to the right slightly. It has a slightly higher overall polarization resistance. The drift 

becomes less significant with increasing voltage. The polarization resistances increase with 

increasing voltage for all of the flowrates, which is what would be expected for an SOE cell. 

   

One very interesting finding in these results for the seawater is that the overall polarization 

resistance is much smaller than that of the other cases with different water types. The overall 

polarization values range between 0.7 and 1 Ohm cm2. Additionally, the magnitude of the 

negative imaginary impedance (y-axis) is also significantly smaller for the cases with the 

seawater than in the previous results. From this preliminary analysis of the cell it does not appear 

as though the impurities in the seawater negatively impacted the performance. There must be a 

feature about the operating conditions that led to improved performance over time. It could be 

that the cell experienced a mechanism that reversed the formation oxygen bubbles in the anode 

due to the periodic cycling necessary for testing, similar to what Graves et al. discovered in Ref 

[151].  Graves et al. assessed the ability to reverse degradation of an SOE cell through reversible 

operation between fuel cell mode and electrolysis. The reversal of degradation relied on ceasing 

electrolysis polarization to release the “high oxygen pressure” that builds up in closed cavities 

near the oxygen-electrode/ electrolyte interface and leads to a high oxygen-electrode 

overpotential [151]. Although Graves et al. briefly discussed the results of their preliminary 

experiments that suggested that cycling between electrolysis and open circuit voltage did not 

have the same improvements and degradation prevention mechanisms as cycling with the fuel 

cell mode, the seawater results may suggest that periodic cycling to open circuit voltages over a 
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long-term test may lead to a reversal or delay in the degradation mechanisms that typically occur 

in electrolysis.  Further post-mortem analysis may reveal more insights as to the degradation 

mechanisms. To further analyze the different sources that contribute to the overall polarization 

resistance, the EIS data was validated using the Kramers-Kronig relations and analyzed using 

DRT and an equivalent circuit model. This will be discussed in the next section.  

 



 168 

 
Figure 7-21: Seawater EIS results with the raw data. 
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Figure 7-22: Seawater bode results with the raw data. 
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7.3.3 EIS Analysis and Modelling 

This section aims to characterize the performance of the cell more closely by using EIS 

validation tools and modeling. The analyzed data will include 0.125 and 0.25 SLPM for DI 

water, 0.25 and 0.500 SLPM for tap water, and 0.25 and 0.500 SLPM for seawater, based on the 

preliminary analysis from the prior section. The analysis will utilize OCV, 1.08V, and 1.38V 

voltages.  

7.3.3.1 Kramers-Kronig 

This subsection will present the results from the data validation via the Measurement Model tool 

that uses the Kramers-Kronig relations. According to Lasia [140], one way to check that a 

dataset complies with the Kramers-Kronig transform is by comparing with original data with the 

transformed data to identify significant systematic differences. If the data are very different, then 

it means the dataset is not compliant with the Kramers-Kronig transform and the data should not 

be used for further analysis. Following this suggestion, the modelled data and the original data 

are presented below in Figure 7-23 - Figure 7-27.  Every measured spectrum was analyzed by the 

Measurement Model to assess its compliance with the Kramers Kronig relations. Only the results 

that were successfully transformed using the Measurement Model tool were plotted. The 

literature also recommends analyzing the relative residuals between the measured impedance and 

the model impedance using the following equations [141]: 

∆𝑅𝑒(𝑤) =
𝑍 (𝑤) − 𝑍À  (𝑤)

|𝑍(𝑤)|  

( 7-8 ) 

∆𝐼𝑚(𝑤) =
𝑍 (𝑤) − 𝑍À  (𝑤)

|𝑍(𝑤)|  

( 7-9 ) 

Where 𝑍′ and 𝑍   are the real and imaginary measured impedance, respectively;  𝑍À is the model 

impedance; |𝑍(𝑤)| is the magnitude of the measured impedance, which is a complex number, at 

a given frequency, w. If the relative residuals are below 1% the impedance data is assumed to 

fulfill the Kramers-Kronig relations, according to [141].  

 

Figure 7-23 displays the Kramer’s Kronig transformed data for the DI water results overlayed 

with the original data.  Unfortunately, a significant drift occurred in the results which is 
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especially noticeable for the OCV case with 0.125 SLPM. Figure 7-24 displays some of the 

residuals for the 125 SLPM case, which shows the data has significant errors that lead to 

residuals that exceed 20%. The results for the 0.25 SLPM scenario are in the appendix. Since 

DRT requires that the data be validated, and the literature recommends only using data that is 

successfully represented by the Kramers Kronig transform, most of the data was not compliant 

with the Kramers Kronig transform. DRT was performed on the Kramers Kronig model results 

with the smallest residuals. Table x shows the average ohmic resistance, overall polarization, and 

capacitance for each scenario. The average ohmic resistance, 0.03 Ohms (0.48 Ohms cm2), is 

mostly constant for each of the DI water tests analyzed. This ohmic resistance is also consistent 

with the preliminary analysis of the raw impedance data. The zero-frequency impedance, which 

is the low frequency intercept that occurs on the x-axis, varies between 0.06 and 0.08 Ohms, 

which causes the overall polarization impedance to vary. An increase in polarization impedance 

with voltage should be expected since higher voltage should result in higher current densities and 

higher concentration polarization losses. The polarization impedance increases with increasing 

flowrates for all of the voltages tested. This is most likely due to higher concentration losses with 

the higher flowrates. The capacitance is mostly constant for the 1.08 and 1.38 V cases. It is 

approximately 0.01 F. 

 

Table 7-3 : Average DI water results from the Kramers Kronig relations  
 

0.125 OCV 0.125 
1.08V 

0.125 
1.38V 

0.25  OCV 0.25 
1.08V 

0.25 
1.38V 

Ohmic Resistance (W ) 0.0309 0.0310 0.0297 0.0309 0.0320 0.0306 

Zero frequency Impedance 
(W ) 

0.0613 0.0800 0.0763 0.0731 0.0837 0.0796 

Polarization Impedance 
(W ) 

0.0304 0.0490 0.0466 0.0421 0.0518 0.0491 

Overall Capacitance (F) 0.0110 0.0075 0.0073 0.0085 0.0074 0.0074 
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Figure 7-23: DI water Nyquist plot with Kramers Kronig results. 
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Figure 7-24: DI water residuals from the Kramers Kronig transform. 

The tap water results, shown in Figure 7-25, for the Kramers Kronig transform also show a 

significant drift in the Nyquist plots, particularly for the OCV and the 1.08 V cases.  This drift is 

also reflected in the high residuals in Figure 7-26, which are especially high in the region of high 

frequency. Unlike the results in Figure 7-23 for the DI tests, there is a more distinct second arc in 

the results for the tap water case. Table 7-4 shows the average ohmic resistance, overall 

polarization, and capacitance for each scenario from the Kramers Kronig relations. The average 

ohmic resistance, 0.03 Ohms (0.48 Ohms cm2), is constant and consistent with the findings in the 

DI water tests. The polarization impedance seems to increase for the 0.25 SLPM tests with 

voltage. It is highest (~ 0.4 Ohms) for the cases with voltage at 1.38V, likely due to increased 

concentration polarizations. The residuals for the tap water tests are not quite as high as those for 

the DI water results. 

 

 Table 7-4: Average tap water results from the Kramers Kronig relations 
 

0.25 OCV 0.25 
1.08V 

0.25 
1.38V 

0.500 
OCV 

0.500 
1.08V 

0.500 
1.38V 

Ohmic Resistance 0.0305 0.0310 0.0298 0.0300 0.0313 0.0299 
Zero frequency Impedance 0.0518 0.0664 0.0722 0.0693 0.0690 0.0748 

Polarization Impedance 0.0213 0.0353 0.0424 0.0393 0.0377 0.0449 
Overall Capacitance 0.0105 0.0075 0.0088 0.0089 0.0094 0.0081 
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Figure 7-25: Tap water results from Kramers Kronig transform.  
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The results for the seawater cases are analyzed next. First, there is significant drift that occurs in 

the data, especially for the OCV cases and the cases at 1.08 V.  The residuals are significantly 

high for the low frequency points. The Ohmic resistance is approximately 0.03 Ohms, and the 

values lie between 0.0277 and 0.0325 Ohms, which is a range of 4.8 mOhms. and the 

polarization impedance varies between 0.015 and 0.033 Ohms, which is much smaller than the 

polarization impedance measured in the previous tests. The seawater results do not seem to 

suggest that the polarization impedance increases with voltage, although this finding may be due 

to errors in the data and experimental set up.  

 

Table 7-5: Average seawater results from the Kramers Kronig relations 
 

0.25 OCV 0.25 1.08V 0.25 1.38V 0.500 OCV 0.500 
1.08V 

0.500 
1.38V 

Ohmic Resistance 0.0316 0.0324 0.0321 0.0278 0.0312 0.0277 
Zero frequency Impedance 0.0474 0.0528 0.0653 0.0424 0.0490 0.0441 

Polarization Impedance 0.0158 0.0204 0.0332 0.0221 0.0178 0.0239 
Overall Capacitance 0.0131 0.0088 0.0093 0.0156 0.0114 0.0149 

 

Figure 7-26: Tap water residuals from Kramers Kronig.  
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Figure 7-27: Seawater results from Kramers Kronig transform. 
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Figure 7-28: Seawater residuals from Kramers Kronig transform.  

The Kramers Kronig analysis of the data reveals that there is a significant amount of noise in the 

data. Although various papers report on the importance of validating EIS data ([136], [140], 

[141]), this is an underutilized resource in the literature most likely because implementing and 

understanding the tools to validate data is unclear, variable, and not always accessible. 

Unfortunately, the Kramers Kronig analysis used in this section suggests that most of the 

datasets have high residuals, as a result the data did not pass the checks for causality, linearity, 

and stability. Some possible sources for the errors found in the data include:  

• Noise from the potentiostat, which has been found to have poor accuracy at high 

frequencies [152] 

• Cables that introduced noise into the circuit and led to large errors 

• Inductive effects from the potentiostat, readings at high frequencies that can lead to an 

ohmic resistance that is higher than the actual value [152] 

• Non equilibrium of input gases, particularly for steam that may lead to fluctuating gas 

flows  

• An insufficient seal that allowed the reactant gasses to react  

• Poor electrical contact 

 

Suggestions to reduce the noise include:  
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• Using galvanostatic perturbation with an alternating current without bias because 

potentiostatic perturbations may result in high currents for low impedance values 

especially at high frequencies (1000 Hz) [152] 

• Avoiding inappropriately high currents because they may eventually destroy the cell, 

lead to self-heating that leads to measurement artifacts, or induce large magnetic fields 

which cause inductive effects [152] 

• Using an AC filter to eliminate bias in the voltage signal at high frequencies [152] 

• Inserting a delay time of at least three periods (if using 12 points per decade) to ensure 

the cell has enough time to switch from a harmonic oscillation at one frequency to 

another [152] 

• Selecting a higher data quality option on the EIS options tab 

• Using a Frequency Response Analyzer or a device with an accuracy of 1% or better for 

the measurements and a DC power supply to provide the bias current [152] 

• Shield all wires from other electronic devices that may lead [152] 

• Avoiding a reference electrode for EIS measurements because it can lead to noise and 

artifacts [152] 

• Reduce the mutual inductance between current lead wires that can deteriorate the quality 

of impedance measurements at high frequencies by using twisted paired gold wires from 

the cell to the furnace outlet for probing [153] 

 

7.3.3.2 Distribution of Relaxation Times 

This section presents the results from the DRT method. Since the majority of the experiments 

could not be validated by the Kramers Kronig test, the Nyquist plots were reevaluated by taking 

the average of the raw results and cleaning the data. This involved deleting imaginary impedance 

values below the x-axis of the Nyquist plot (negative of the negative imaginary impedance) due 

to their lack of physical significance. There is a significant amount of datapoints that fell below 

the x-axis on the Nyquist plot of the negative imaginary impedance in the high frequency region 

which the literature suggests may be due to inductive effects from the potentiostat [152]. After 

making these changes, the Nyquist model from the Kramers Kronig transform exhibited an 

improved representation of the original averaged data (see Figure 7-29 - Figure 7-31). The ohmic 

resistance predicted by DRTtools is shown in each graph on the bottom left. Additionally, the 
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residuals between the Kramers Kronig and the averaged data are notably smaller with the 

majority falling within the +/- 2% range. Figure 7-32 - Figure 7-33 depicts the residuals. To 

perform the DRT on the data, a gaussian discretization approach was used on the complex data 

with a first order regularization derivative and a regularization parameter of 1 * 10-3.   Figure 

7-34 shows the DRT spectrums that correspond to the Nyquist plots in Figure 7-29 - Figure 7-31. 
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Figure 7-29: Nyquist plot of the averaged data (red squares), Kramers Kronig modelled 
data (dashed light blue line), and the DRT model (dotted sky blue line) for the DI water 
cases.   
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Figure 7-30: Nyquist plot of the averaged data (red squares), Kramers Kronig modelled data 
(dashed light blue line), and the DRT model (dotted sky blue line) for the tap water cases. 
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Figure 7-31: Nyquist plot of the averaged data (red squares), Kramers Kronig modelled data 
(dashed light blue line), and the DRT model (dotted sky blue) for the seawater cases. 
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Figure 7-32: Residuals of the averaged data and the Kramers Kronig model. The imaginary 
residuals are gray circles, and the real residuals are black.  

 

 

 
Figure 7-33: Residuals of the averaged data and the Kramers Kronig model. The imaginary 
residuals are gray circles, and the real residuals are black squares. 
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Figure 7-34: DRT Results for the Nyquist plots in Figure 7-29 - Figure 7-31.  

The DRT results, shown in Figure 7-34, are organized so that each row represents a result for 

one of the water types. The top row is the DI water results, the middle row is the tap water 

results, and the bottom row is the seawater results. Each column represents the voltage at which 

the test was performed. OCV, V3, and V6 correspond to the open circuit voltage, 1.08 V, and 

1.38 V, respectively. Beginning the analysis with the OCV results, Figure 7-34, shows that there 

are three main peaks that stand out in each of the three plots, which indicates there are multiple 

electrochemical processes with different rate/time constant distributions.  The peaks occur at 

frequencies of approximately 10, 100 and 1000. The peak at 1000 Hz tends to be the most 

dominant in the results, which, according to the literature, may be attributed to a variety of 

phenomena or mechanisms including: charge and mass transfer in the air and fuel electrodes, 

ionic transport in the electrolyte (YSZ), and water reduction at Ni/YSZ TPB  [143]. The peak at 

10 Hz is the second most pronounced peak at OCV conditions for all of the cases (DI, tap, and 

salt water), which is likely related to gas diffusion in the hydrogen or oxygen electrode. This is 

most likely due to oxygen diffusion (mass transport) limitations in this case because the two 
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electrodes are similar in microstructure and thickness and oxygen is more difficult than hydrogen 

to diffuse. The third peak at approximately 100 Hz is also likely due to gas diffusion, probably in 

the hydrogen electrode (again due to faster hydrogen diffusion compared to oxygen diffusion). 

Comparing the DRT results at OCV between DI water, tap water, and seawater, the intensity of 

the three peaks is most intense in the DI water results and least intense in the seawater results. 

This is consistent with the polarization curves which suggest that the seawater polarization is 

lower, showing improved performance compared to the DI water results. It could be that the cell 

experienced some chemical (e.g., in-situ nickel reduction) or morphological changes that reduced 

the initial resistance over this period that led to improved performance.  The DRT results of the 

tap water are consistent with the DI water results in intensity. Although, there is some evidence 

that the resistance of the tap water case may have decreased in the 10 Hz peak in comparison to 

the DI water.  On the other hand, the 10 Hz peak, indicating mass transport losses, is most 

persistent in the saltwater cases.  This may be due to salt deposition in the electrodes. 

 

The next column of Figure 7-34 shows the results for the scenarios with a voltage of 1.08 V 

(V3). These results are also characterized by three main peaks with frequencies of approximately 

10, 100, and 1000 Hz for the three water types. The peak at the frequency of approximately 10 

Hz is most likely due to gas diffusion. Its intensity stays relatively constant across the center 

column for the three water types. In the DI water scenario, the peak at approximately 100 Hz is 

the most intense one, which is likely due to overlapping processes, such as oxygen evolution, gas 

conversion polarization, and gas diffusion. The third peak at 1000 Hz has a lower amplitude and 

is likely due to the hydrogen electrode processes or charge and mass transfer processes in both 

electrode-electrolyte interfaces.  Notably, the intensity of the peaks decreased in the tap water 

results and decreases further in the seawater results. The tap water results show the intensity of 

the peaks at 100 and 1000 Hz is less intense and that there appears to be more overlap between 

the two peaks. The seawater results at V3 show that the most intense peak occurs at a frequency 

of 1000 Hz with two smaller peaks at 10 and 100 Hz.  The change in intensity of the peaks 

suggests there may have been changes in the micromorphology of the cell that occurred between 

the DI water results and the seawater results. These changes may have led to reduced resistances 

through enhanced gas diffusion, and improved charge and ionic transport processes.  
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In the final column of Figure 7-34, the results at V6 (1.38V) are shown.  In the DI water results, 

there are only two peaks that appear at approximately 100 and 1000 Hz. The peak at 100 Hz is 

significantly higher than for any of the other results with DI water. The intensity of the peak at 

100 Hz increases with voltage, which suggest that this peak is likely associated with overlapping 

processes with similar relaxation times like charge and mass transfer near the electrochemical 

interfaces (TPB) and ionic transport in the fuel and oxygen electrodes.  In the next row, the 

results for tap water are shown at V6. The tap water results are slightly different from the DI 

water results because there are three defined peaks, and each one is at one of the three previously 

identified frequencies. The most dominant peak is located at 100 Hz, though it is less intense 

than the peak at the same frequency for the DI results. In the tap water results, there is a small 

peak at 10 Hz, which is most likely indicative of gas transport losses. The changes in the DRT 

results between the DI water and the tap water tests suggests the cell may have started to go 

through microstructural changes between these two tests (thus, the peak in the mass transport 

frequency regime). Lastly, the seawater results at V6 also show that there are three dominant 

peaks with frequencies that align with the previous seawater results at different voltages, and 

with the tap water results at V6. The seawater results show that the peaks at 100 and 1000 Hz are 

merging. Consistent with the DRT and EIS results for OCV and at V3, and with the polarization 

curves, the cell appears to have a lower resistance when it was tested with seawater than with DI 

water and tap water. This reduction in overall impedance is also coincident with time: the cell 

was tested with DI water first, then tap water, and finally with seawater. The cell experienced 

decreased impedance with time.  

 

One possible explanation for these results may be due to a phenomena called “passivation” in the 

SOE literature [154]. Passivation is used to describe reversible loss of performance in a cell or a 

temporary degradation in the cell [154]. Cells that passivate can be activated again by operating 

in fuel cell mode or at constant electrolysis conditions [155]. Prior work has shown that cells 

may experience short term passivation in the first few hundred hours followed by a period of 

activation and then long-term degradation [156]. Passivation has previously been attributed to 

the segregation of impurities from the glass seal [155] and the presence of the electrolyte powder 

inside the nickel grains and at the nickel/ electrolyte triple phase boundary [157]. According to 

[157], when impurities build up in the gaseous phase (Si(OH)4), they can block the water from 
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accessing the triple phase boundary, creating a longer path to the triple phase boundary. Once the 

impurities crystallize, the triple phase boundary is accessible again, and the cell is “activated” 

[157].  Activation may occur when the cell is switched from SOEC operation to SOFC operation. 

The switch in operation changes the water pressure gradient in the fuel electrode and the 

migration direction of the oxygen ions, which removes impurities from the triple phase boundary 

and transports them towards the bulk of the fuel electrode [157]. Since the cell manifold uses a 

sealant for this experiment, it is very likely that the sealant led to initial temporary degradation 

(passivation) and that by the time the cell was tested with seawater the silica had either 

crystallized or been transported to the bulk of the fuel electrode.  

  

7.3.4 Scanning Electron Microscopy 

Scanning electron microscopy (SEM) has been often used for characterization of the 

microstructures of cells after testing. Previously, ref [158] used SEM to assess the impact of 

operating temperature on the degradation of cells. The authors used low-voltage SEM 

micrographs to understand the percolation characteristics of the Nickel phase in the fuel 

electrode. The authors used carbon to coat the samples for high voltage SEM imaging in which 

the used an accelerating voltage of 15 kV for imaging and Energy Dispersive X-ray 

Spectroscopy (EDS) analysis [158].  This section presents the postmortem micromorphology 

analysis of the cell from the FEI Magellan 400 XHR SEM located at the UC Irvine Materials 

Research Institute. Prior to imaging, a sputter coater coated the samples 5 nm of iridium. Figure 

7-35 - Figure 7-37 show the SEM and EDS results of sections of the fuel and oxygen electrodes 

and the electrolyte. Surprisingly, unlike the majority of the previous papers that have inspected 

SO cells for evidence of salt deposition, the results for these tests show very clearly that there is 

a significant amount of salt (NaCl) on the surface of the cell in the fuel and oxygen electrode. 

The EIS and polarization curves did not suggest that the cell experienced enhanced resistance 

during the operation with seawater.  It is likely that the salt impurities in the electrode 

crystallized and as a result they did not significantly inhibit the diffusion of the steam-hydrogen 

mixture to the triple phase boundary. However, after a long enough test it is highly probable that 

enough salt would accumulate that it might block the triple phase boundary and quickly degrade 

the cell. One observation in the SEM/ EDS tests is that the salt was not evenly distributed in the 

electrodes. There were sections of the fuel electrode where salt was not detected, and no salt was 
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found in the section of the electrolyte tested. Unlike what prior studies found in their postmortem 

analysis, this study shows that there is strong evidence of seawater deposition after steam 

generation. If seawater were to be deployed in the real world, the system would likely require 

additional water treatment.   
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Figure 7-35: (Top) SEM image and (Bottom) EDS results of the fuel electrode. 
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Figure 7-36: (Top) SEM image and (Bottom) EDS results of the oxygen electrode 
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Figure 7-37: (Top) SEM image and (Bottom) EDS results of the electrolyte 
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7.3.5 Brine Management 

The final test of the system included measuring the conductivity of the water in the steam 

generator and at the outlet of the furnace. As the water evaporates from the tank, the 

concentration of impurities in the water (brine for seawater) will increase with time, which could 

lead to a higher likelihood of water capturing salt particles and depositing it in the cell or other 

components.  If a high temperature seawater system were to be deployed, this will be a 

significant consideration from an operational perspective. How will the highly concentrated brine 

be handled in a way that is sustainable and that mitigates the possibility of damaging the cell?  

 

Table 7-6 lists the expected conductivities of the different water types according to the literature 

and Figure 7-38 shows the measured conductivities from experiments. We used a conductivity 

probe (Ohaus AB33EC) to make these measurements. For the DI water results, the average 

conductivity in the steam generator is identical to the conductivity of the condensate. Note, that 

the measured conductivity is slightly higher than the expected conductivity in the literature 

which is likely due to impurities in the piping and infrastructure. The tap water measured an 

average conductivity of 996 µS/cm in the steam generator and 14.4 µS/cm in the condensate. 

The tap water condensate value is higher than the DI water which suggests there may have been 

impurities present in the steam flow through the cell. The simulated seawater had an average 

conductivity of 48,115 µS/cm in the steam generator and 159.9 µS/cm in the condensate. The 

condensate conductivity is significantly high and suggests that salt is present in the steam. The 

original data shows the average conductivity of the seawater condensate increased from 75.06 to 

220.14 µS/cm over the time period tested (see Table 10-1 in the appendix). The conductivity of 

the seawater in the steam generator also shows a similar trend of increasing conductivity from 

31.84 mS/cm to 62.31 mS/cm (see Table 10-2 in the appendix). This suggests that increasing the 

concentration of brine in the steam generator will lead to increasing salt content in the steam, 

which may damage the cell.  

 

Table 7-6. Expected conductivity in µS/cm (micro Siemens/ centimeter). 

Water type Expected conductivity (µS)  
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DI Water 0.5 – 3 [159] 

Tap Water 50 – 800 [159] 

Simulated Seawater 30,000 -60,000 [160] 

Real Seawater 50, 000 [161] 

 

 

 

7.4 Summary and Conclusions 
This chapter addresses Objective 3: Conduct an experiment to understand how impurities in the 

desalinated water (or seawater) can impact the performance and degradation of SOECs. This 

section presents first a discussion of the various methods for electrochemical testing, followed by 

an analysis on the design of the test stand and experiment.  

 

The conclusions of this chapter are the following:  

• Steam utilization did not impact the performance of the cell. This is likely due to the low 

concentration losses of the cell. 

• There is some evidence that the cell may be able to operate directly with tap water 

without degradation.  
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Figure 7-38: Average conductivities of the water in the steam generator and condensate. 



 194 

• The cell showed lower resistance and improved performance with the seawater than with 

DI water or tap water. One possible explanation for this is that the cell may have 

experienced passivation, which is the reversal of degradation.  

• SEM images and EDS analyses showed that the salt was unevenly deposited on the anode 

and cathode.  

• An analysis on the condensate of the cathode outlet showed significantly higher 

conductivity measurements that the DI water condensate. This also suggests salt may 

have evaporated with the steam. 

• Although there was evidence of salt deposits on the cell, the cell’s performance was not 

negatively impacted.   

• These results suggest additional water treatment methods may be required if a high 

temperature system is deployed offshore.  
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8 SUMMARY AND CONCLUSIONS 
8.1 Summary 
This dissertation examines the potential to use offshore wind energy and hydrogen for renewable 

energy. The best offshore wind resources in California are located in the northern section, which 

is remote, is not densely populated, and lacks transmission infrastructure. Complementing 

offshore wind energy with electrolysis is a key solution the transmission and storage challenges 

of offshore wind that may enable its use for deep decarbonization via green hydrogen. Chapters 5 

– 7 examine offshore wind energy, assess the thermodynamics of offshore wind coupled with 

seawater electrolysis in solid oxide system, and analyze the feasibility of using seawater in a 

solid oxide cell. Chapter 5,“Case Study of Offshore Wind Benefits and Challenges in 

California,” used statistical methods to evaluate the coincidence, variability, alignment, and 

predictability of offshore wind with demand and onshore renewable resources. Chapter 6, 

“Seawater Solid Oxide Electrolysis Thermodynamic Model” presented a steady state model of an 

offshore electrolysis platform coupled with offshore wind and seawater purification. Chapter 7, 

“Experimental Analysis of Seawater Electrolysis,” assessed the long-term performance and 

degradation of a solid oxide electrolysis cell operated with seawater.  

 

8.2 Conclusions 
 

In Chapter 5 the goal was to investigate the benefits and challenges of deploying offshore wind 

and to evaluate the dynamics of offshore wind to verify if the advantages of offshore wind 

previously reported in the literature are true amongst the variety of possible offshore wind 

resources available in California. The major findings of this study are: 

• Across different configurations, the most resilient combination of resources occurs when 

offshore wind is paired with solar and onshore wind. This is reflected in the firm 

capacity. 

• Onshore wind and solar are the most complementary renewable power generation 

resources.  

• There is no consistent correlation (positive or negative) between the offshore wind sites 

and the demand, or with solar, or with onshore wind.  

• There are some offshore wind sites with a strong positive correlation with each other, but 

this is not ubiquitous across all the offshore wind sites. This suggests that unlike solar, 
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offshore wind is not a resource with high predictability and that this resource has a high 

degree of spatial variability.  

• When using a demand-based metric to analyze the value of the different renewable 

energy resources and the six potential offshore wind sites investigated, we found that 

offshore wind is the most valuable resource during peak demand hours in the summer and 

winter in California.  

• The value of offshore wind varies spatially and temporally since not all wind sites have 

uniform patterns.  

 

Chapter 6 presents an offshore wind platform coupled with high temperature hydrogen 

production to examine the thermodynamics of such a system. Various design point cases are 

considered with respect to the systems ability to operate in exothermic, thermoneutral, and 

endothermic thermal regimes. The balance of plant, efficiencies, brine generation and 

efficiencies are considered in the design. The conclusions of this section are the following:  

• The system must use additional equipment to meet its thermal loads even when the stack 

operates in exothermic mode. 

• In both exothermic and endothermic operation, the steam generator represents the largest 

source of electricity consumption of the balance of plant. 

• The amount of brine generated in the steam generator is enormous and will require proper 

management to prevent pollution.  

• With proper controls, offshore wind may have one of the most suitable profiles for high 

temperature SO electrolysis. 

• The ability to couple steam generation and desalination with high temperature 

electrolysis significantly reduces the net energy demand for offshore hydrogen 

production. 

 

Chapter 7 presents an experimental analysis of seawater electrolysis using a planar solid oxide 

cell. The goal of this chapter was to study the impact of seawater on the degradation and 

performance of a solid oxide cell. The findings are the following:  
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• The polarization curves did not show a significant influence of the steam utilization. This 

suggests that concentration losses were largely negligible and that ohmic losses were 

most likely the dominant polarization. 

• There is strong evidence that the cell experienced passivation, which is the reversal of 

degradation. This explains why the cell showed lower resistance and improved 

performance with the seawater than with DI water or tap water.  

• There is some evidence that the cell may be able to operate directly with tap water 

without degradation.  

• SEM images and EDS analyses showed that the salt was unevenly deposited on the anode 

and cathode.  

• These results suggest additional water treatment methods may be required if a high 

temperature system is deployed offshore.  

 

 

8.3 Future Work 
This dissertation marks the beginning of an investigation of offshore wind and hydrogen 

production from offshore wind energy. The results from these studies have led to various 

questions and potential follow-on studies that I’d like to pursue in the future with collaborators.   

 

Offshore Wind Analysis: 

• An optimization analysis that determines the most suitable transmission method of 

offshore wind energy in California and address the question of how much offshore wind 

energy is most suitable in each of the proposed locations.  

• An analysis to determine the optimal transmission and storage strategy of offshore wind.  

• A techno economic analysis of deploying offshore wind in various different sites and the 

cost of transmission (electricity vs hydrogen) 

 

Modelling: 

• Develop a technoeconomic analysis that compares the cost of hydrogen production from 

offshore wind with SO electrolysis and PEM. 
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• Use or develop a dynamic model that is spatially resolved to evaluate the performance of 

an SOE system that is directly coupled to variable offshore wind energy.  

• Develop a control strategy for coupling offshore wind with solid oxide electrolysis.  

• Assess the best end-use of green hydrogen made from offshore wind, considering cost, 

transmission, and demand. 

• Assess the feasibility of generating additional electro fuels, such as methanol, ammonia, 

and methane from offshore wind. 

 

Experimentation:   

• Further experiments and simulations that assess the feasibility of using the pulsing 

approach described in [125] to operate an SO stack dynamically.  

• Long term test to assess the potential degradation mechanisms from seawater. Assess 

how much salt will affect the performance of the cell.  

• Further experimentation to assess if cycling from OCV to electrolysis will result in 

passivation. 

• Further tests to study the phenomena of passivation and how this may be a degradation 

strategy that is intentionally employed in commercial systems. 
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10 APPENDIX 
10.1 Appendix A 
10.1.1 Raw EIS data from the DI water tests: 
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Figure 10-1: DRT Results for the DI water case at OCV with 0.125 SLPM 
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Figure 10-2: DRT result for DI water 0.125 SLPM 1.08V 

Figure 10-3: DRT result for DI water with 0.125 SLPM at 1.38 V 
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10.1.2 Raw EIS data from Tap Water:  
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Figure 10-4: DRT Tapwater 225 OCV 
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10.1.3 Raw EIS data from the Seawater tests  

 

Figure 10-5: Tap water 0.25 SLPM 1.08 V 
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 Figure 10-6: DRT Result for Seawater at OCV with 0.25 SLPM 
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Figure 10-7: DRT Result for seawater at 1.08V with 0.25 SLPM 

Figure 10-8:Results for seawater at 1.38V with 0.25 SLPM 
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Figure 10-9: Seawater OCV with 0.500 SLPM 

Figure 10-10: Seawater 1.08V with 0.500 SLPM 
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10.2 Appendix B 
 

Table 10-1: Conductivity of condensate 

DI uS/cm Tapwater (us/cm) Seawater (us/cm) 

2.764 22.13 75.06 

2.189 16.3 162.8 

3.54 10.39 181.41 

7.39 8.832 220.14 

7.569 
  

8.525 
  

7.891 
  

 

 
Table 10-2: Conductivity of steam generator data 

DI uS/cm Tapwater 

(us/cm) 

SW 

(mS/cm) 

Figure 10-11: Seawater at 1.38V with 0.500 SLPM 
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3.953 918.5 31.84 

5.457 960.8 33.01 

3.627 948.6 35.05 

5.647 1045 33.5066667 

6.257 1053 35.4233333 

5.782 960.2 47.43 

5.649 1083 55.3 

4.756 
 

59.53 

5.076 
 

52.23 

4.888 
 

59.17 

4.677 
 

57.18 
  

63.51 
  

62.31 

 

 
 




