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Summary. The study of hard-to-reach populations presents significant challenges. Typically, a sampling frame is not avail-
able, and population members are difficult to identify or recruit from broader sampling frames. This is especially true of
populations at high risk for HIV/AIDS. Respondent-driven sampling (RDS) is often used in such settings with the primary
goal of estimating the prevalence of infection. In such populations, the number of people at risk for infection and the num-
ber of people infected are of fundamental importance. This article presents a case-study of the estimation of the size of
the hard-to-reach population based on data collected through RDS. We study two populations of female sex workers and
men-who-have-sex-with-men in El Salvador. The approach is Bayesian and we consider different forms of prior information,
including using the UNAIDS population size guidelines for this region. We show that the method is able to quantify the
amount of information on population size available in RDS samples. As separate validation, we compare our results to those
estimated by extrapolating from a capture–recapture study of El Salvadorian cities. The results of our case-study are largely
comparable to those of the capture–recapture study when they differ from the UNAIDS guidelines. Our method is widely
applicable to data from RDS studies and we provide a software package to facilitate this.

Key words: Hard-to-reach population sampling; Model-based survey sampling; Network sampling; Social networks;
Successive sampling.

1. Introduction
Respondent-driven sampling (RDS, introduced by
Heckathorn, 1997) is a widely used link-tracing network-
sampling method for hard-to-reach human populations.
Beginning with a small convenience sample, each respondent
is given a small number of uniquely identified coupons to dis-
tribute to other population members, making them eligible for
participation. The coupon structure assuages confidentiality
concerns in hidden populations, and restricting the number
of coupons promotes many waves of sampling, decreasing the
dependence on the initial sample. Additional details are given
in Johnston (2007), Gile and Handcock (2010), and elsewhere.

Population size estimation is of critical importance in
high-risk populations, especially among those most at risk
for HIV. The most common use of RDS data is in estimating
population disease prevalences as well as rates of risk be-
haviors, often in the service of fulfilling UNAIDS reporting
requirements. Using the UNAIDS Estimation and Projection
Package (EPP) (UNAIDS, 2009), population proportion
estimates are combined with population size estimates
derived by other methods to estimate total numbers of HIV
infections in each population. This procedure is required of all
countries with concentrated HIV epidemics, that is, epidemics
in which HIV prevalence is low in the general population, but
higher in certain high-risk populations, typically female sex
workers (FSWs), men who have sex with men, and injecting
drug users. Johnston et al. (2008) summarizes 128 studies

using RDS to estimate prevalence in these hard-to-reach
populations around the world. Many more have since been
completed. Results of the UNAIDS reporting are widely used
in decisions regarding resource allocation, both within coun-
tries and among international funding agencies. Critically,
to date, all such reports have relied on two sources of data:
prevalence data (often collected using RDS), and population
size data, collected by other means. The method applied in
the current article is the first method allowing for population
size estimation based on RDS data alone.

In addition to UNAIDS reporting, population size and pop-
ulation proportion are of joint interest in program evaluation.
In recent decades the scale of HIV prevention and risk reduc-
tion programs has increased. As the resources devoted to HIV
prevention have increased there has been an concomitant fo-
cus on the assessment of the effectiveness of the programs. In
particular, international donors expect progress to be mea-
sured. Countries able to document progress are more likely
to attract and retain funding. Longitudinal measures of the
size of the populations at high risk are a fundamental part of
this assessment. In particular, they are combined with mea-
sures of HIV prevalence to estimate the number of individuals
with HIV over time, as well as combined with other estimated
rates to estimate numbers of individuals in need of services.
To date, many such assessments have relied on RDS data for
prevalence estimates, but required additional data sources to
measure population size.
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Note that there is no direct or naive way to estimate pop-
ulation size from RDS data alone. These data are collected
through a link-tracing design in a population of unknown size.
Absolute sampling probabilities are not known, and are ap-
proximated only up to a constant of proportionality, which
is, in fact, the population size. For this reason, RDS data are
typically used to estimate population averages, but is not used
to directly estimate population sums.

Because of the importance of the size of a hard-to-reach
population there are several approaches to estimating it
(UNAIDS and World Health Organization, 2010; Bao,
Raftery, and Reddy, 2010; Paz-Bailey et al., 2011; Berchenko
and Frost, 2011). Most use a variant of capture–recapture, in
which the overlap of two samples is used to infer population
size (Fienberg, Johnson, and Junker, 1999; Paz-Bailey et al.,
2011; Rocchetti, Bunge, and Böhning, 2011). All other
methods using RDS data are of this type, typically using
a second capture based on an administrative list or the
distribution of an identifiable token (UNAIDS and World
Health Organization, 2010; Salganik et al., 2011). The
method we use in this article is unique in requiring only the
single RDS sample (Handcock, Gile, and Mar, 2014). As RDS
surveys are very widely used, this means that the approach is
applicable in the typical situation where a secondary capture
is not available. In addition it can be applied in combination
with the secondary recapture when available.

Conceptually, our approach is to leverage the information
in the sequence of sample degrees, or numbers of network con-
tacts to infer the size of the hidden population. Link-tracing
network samples are generally more likely to sample nodes
with more network connections, or higher degree. Therefore,
we would expect higher-degree nodes to be more likely to be
sampled earlier in the sampling process. As the target popula-
tion becomes depleted, we would expect higher-degree nodes
to be sampled earlier, and lower-degree nodes to be sampled
later. Therefore, the rate of decrease in the degrees of sampled
nodes over the course of the sample provides information on
the size of the hidden population. It is this information that
we use to infer population size. A similar approach has been
used by West (1996) to estimate the number of previously un-
explored oil fields. These ideas are formalized in Section 3.1.

In the next section (Section 2), we introduce the context
of the study of HIV across major El Salvadorian cities (Paz-
Bailey et al., 2011). Section 3 reviews the inferential frame-
work and a flexible way to specify prior knowledge about the
population size. In Section 4, we use the methodology to esti-
mate the number of FSW in Sonsonate, El Salvador. We show
how to elicit and incorporate different types of prior informa-
tion and its effect on the interval estimates. Section 5 studies
the population of MSM in San Miguel, El Salvador. In Sec-
tion 6, we compare the results of the method to results from
separate capture–recapture studies. Section 7 reviews limita-
tions of the method, and Section 8 concludes the article with
a broader discussion.

2. Studies of Populations Most at Risk for HIV
in El Salvadorian Cities

El Salvador is a country with low HIV prevalence. As of
2010, the adult HIV prevalence was estimated at 0.8%

(UNAIDS/WHO, 2010). However, the virus remains a signif-
icant threat in groups who practice high-risk behaviors, such
as FSWs and men who have sex with men (MSM) (Morales-
Miranda et al., 2007; Soto et al., 2007).

From a global and public health perspective, it is crucial
to assess the demographic characteristics of the population at
risk. In particular, the number of people in the population is
a primary measure used to allocate scarce resources. It is used
to drive the scale and nature of HIV prevention interventions.
Knowledge of the size of the population enables evidence-
based approaches to be applied. The population size affects
the choice of intervention, its scale and the delivery method
(UNAIDS/WHO, 2003; de Estadistica y Censos, 2007; Paz-
Bailey et al., 2011).

In this article, we analyze two datasets collected in 2010
as part of a series of RDS studies of populations most at
risk for HIV across major El Salvadorian cities (Paz-Bailey
et al., 2011). RDS was used as a data collection method be-
cause it is effective for hard-to-reach and/or stigmatized pop-
ulations. The data were collected primarily to estimate the
prevalence of infection in the populations and to better un-
derstand their demographics, behaviors and practices. The se-
ries of integrated behavioral and biological surveys, Encuesta
Centroamericana de Vigilancia de VIH y Comportamiento en
Poblaciones Vulnerables (ECVC) are described in detail in
Paz-Bailey et al. (2011) and Guardado et al. (2010).

To provide a sense of the approach, we describe the study
of FSW in the department of Sonsonate, which had a popu-
lation of about 540,000 in 2008 (Guardado et al., 2010). This
RDS study began with five initial FSW chosen as seeds. These
were interviewed and their behavioral and biological infor-
mation was collected. They were each given three coupons
that they were asked to give to FSW whom they knew. Re-
spondents were asked how many other FSW they knew well
enough to pass them a coupon. If the coupon recipients con-
tacted the survey staff, and agreed to be interviewed, their
recruiter received a financial incentive. The order in which
the new recruits contacted the staff was carefully recorded. At
the completion of their interview, each new recruit was given
three coupons and the process of recruitment continued for
eight more waves. Some coupons were unused or unreturned.
The last two waves had 11 and 5 new recruits in them, re-
spectively, and a total of 184 survey responses were recorded.
The average wave number was 3.8. Figure 1 is a graph of
the recruitment tree for the RDS. This gives a visual sense
of the successive recruitment of the FSW and the chains of
recruitment from the initial sample.

As is typical in these settings, the number of FSWs in Son-
sonate is unknown. The public health officials use the UN-
AIDS national HIV estimation working group recommenda-
tion to estimate the number of FSW based on a percent of
the total adult female population (UNAIDS/WHO, 2003). In
2009, this group estimated that FSW constitute 0.4–0.8% of
the urban female population 15–49 years of age (139,804 in
Sonsonate) (de Estadistica y Censos, 2007; Paz-Bailey et al.,
2011). The range for Sonsonate is then 560–1120 FSW. It
is important to note that the UNAIDS guidelines are not in-
tended to be accurate estimates for a specific population, such
as FSW in Sonsonate. Sometimes they are based on a study
in another region or context.
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Figure 1. Graphical representation of the recruitment tree for the sampling of female sex workers in Sonsonate, El Salvador
in 2010. The nodes are the respondents and the wave number increases as you go down the page. The node gray scale is
proportional to the self-reported degree with white being degree one and black the maximum degree.

The second group at high risk for HIV is MSM. These are
significantly understudied in El Salvador. A similar survey
was conducted for MSM, and here we consider the population
resident in San Miguel, El Salvador. In 2009, the UNAIDS
national HIV estimation work group estimated the number of
MSM in El Salvador at 2–5% of the urban male population
15–49 years of age (148,489 in San Miguel) (UNAIDS/WHO,
2003; de Estadistica y Censos, 2007; Paz-Bailey et al., 2011).
The range for San Miguel is then 2970–7425 MSM.

Our goal, then, is to use the RDS survey information to es-
timate the sizes of the two populations. We will assess the level
of certainty that is possible from the RDS data and the avail-
able prior information. We can then compare the approach
to the guidelines provided by UNAIDS. As a final assessment
we compare the approach to that possible from a separate
capture–recapture study applied to the same populations.

3. Bayesian Inference for the Population Size

In this section, we describe an approach to infer the popula-
tion size, N, using data from an RDS survey. The approach
taken is Bayesian, treating N as an unknown parameter. This
requires a probability model for the observed data given N, as
well as a prior for N. This sampling model is non-amenable to
the model (Handcock and Gile, 2010). In fact, most informa-
tion about the population size is drawn from the pattern in
the sampling process. For this reason, the probability model
must represent the sampling structure.

The distribution of the sampling process is modeled as a
function of the sizes of units. The sampling model, described
in Section 3.1 below, follows Gile (2011) and is based on a
successive sampling approximation to the RDS process. The
superpopulation model for these unit sizes is given in Sec-
tion 3.3. In Section 3.2 the likelihood function is formed from
these two models and then combined with a prior to make
inference for N. Section 3.4 presents the forms of the prior
distributions for the population size and unit size distribution.

3.1. Pragmatic Modeling of the RDS Process as
Successive Sampling

Many estimators for RDS (Salganik and Heckathorn, 2004;
Heckathorn, 2007; Volz and Heckathorn, 2008) begin with the

assumption that the sampling distribution can be treated as
independent draws from a distribution proportional to nodal
degrees, or numbers of contacts in the target population. This
approximation is based on treating the sampling process as a
random walk on the nodes along the graph of the underlying
social network. The stationary distribution of this random
walk is proportional to nodal degree. That is, if the proba-
bility distribution of the sample at step k of a random walk
is proportional to degree, then the probability distribution
of the sample at step k + 1 of the random walk will also be
proportional to degree.

Gile (2011) extends this approximation to account for
without-replacement sampling. She argues that under cer-
tain conditions, the corresponding distribution without-
replacement is equal in distribution to a successive sampling
process. While our inferential goal, estimating population size,
is different from Gile’s goal of estimating the mean of a nodal
covariate, we use the paradigm of the successive sampling ap-
proximation to RDS to inform our development of method-
ology for estimating population size. We now describe the
basis for the successive sampling approximation, more fully
described in Gile (2011).

Consider a so-called configuration model for networks, a
popular null model for networks, especially in the physics lit-
erature (Molloy and Reed, 1995). This model places equal
probability on all networks with a given set of fixed nodal
degrees. Networks from such a distribution are sometimes
generated by starting with an empty graph and randomly
adding edges between nodes with insufficient edges until all
degrees are attained. For maximum degree small enough, the
resulting distribution on networks is close to the configuration
model distribution (Chung and Lu, 2002; Burda and Krzy-
wicki, 2003; Boguna, Pastor-Satorras, and Vespignani, 2004;
Catanzaro, Boguna, and Pastor-Satorras, 2005; Foster et al.,
2007).

Suppose we execute a random walk on a graph with un-
known edges, but drawn from this distribution. Then at any
given step, when an edge is followed from the previous node,
the next node sampled will be drawn with probability pro-
portional to degree. Thus the transition probabilities at each
step of the sample will be proportional to nodal degree.
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Now consider a without-replacement random walk of the
same structure. Here, at each step of the sample, subsequent
samples are restricted to previously unsampled nodes. In this
case, each subsequent sample is drawn from a distribution
proportional to degree from the remaining unsampled nodes
only.

This sampling structure is equivalent to successive sam-
pling or probability proportional to size without replacement
sampling (Raj, 1956; Murthy, 1957; Andreatta and Kaufman,
1986; Nair and Wang, 1989; Bickel, Nair, and Wang, 1992), a
sampling design in which units are sampled without replace-
ment with unequal probabilities, such that each successive
sample is drawn with probability proportional to unit size
from among the remaining unsampled units. In particular,
under this design, the sampling probability of the observed
sequence of units takes the form:

p(G = g|U = u) =
n∏

i=1

ugi∑N

j=1
uj − ∑i−1

j=1
ugj

,

where n is the sample size, N the population size, G =
(G1, . . . , Gn) the tuple of indices of the sequentially sam-
pled units, U = (U1, . . . , UN) the population of unit sizes,
with realized tuples g = (g1, . . . , gn) and u = (u1, . . . , uN), re-
spectively. So ugi

is the realized unit size of the ith sam-
ple. Let (gn+1, gn+2, . . . , gN) be the ordered values of the set
{1, . . . , N}\{g1, . . . , gn}, representing the ordered indices of the
unsampled population units. Note that in RDS, the unit sizes
are typically nodal degrees, according to the above argument,
although other functions of nodal features are also possible.

Gile (2011) uses this distribution to approximate the sam-
pling probabilities of RDS respondents in order to weight the
resulting sample. In contrast, we use the successive sampling
approximation to model the sampling structure directly in the
interest of estimating N. Note that this model depends on
both the observed and unobserved values of u, as well as the
unknown population size N, making the sampling structure
non-amenable to the model, and requiring the joint modeling
of the sampling structure and superpopulation of unit sizes.
Indeed, most of the information about the population size is
contained in the sample order.

3.2. Jointly Modeling the Unit Size Distribution and the
Sampling Process

The population unit sizes are treated as an i.i.d. sample of size
N generated from a superpopulation model based on some
(unknown) distribution. For simplicity of presentation, the
unit sizes are presumed to have the natural numbers as their

support (e.g., degrees). Specifically: Ui

i.i.d.∼ f (·|η) where f (·|η)
is a probability mass function (PMF) with support 1, . . . , and
η a parameter.

Let Uobs = (Ug1 , Ug2 , . . . , Ugn
), the random tuple of ob-

served unit sizes, with values uobs = (ug1 , . . . , ugn
). Similarly,

let Uunobs = (Ugn+1 , Ugn+2 , . . . , UgN
) and uunobs = (ugn+1 , ugn+2 ,

. . . , ugN
) represent the random and realized values of the unit

sizes of the unobserved units, respectively. The full observed
data is uobs.

The joint posterior is:

p(N, η|uobs) ∝ π(N, η)·p(Uobs = uobs|N, η)

= π(N, η)· N!

(N − n)!

×
∑

v∈U(uobs,N)

p(G= (1, . . . , n)|U=v)

N∏

j=1

f (vj|η),

(1)

where π(N, η) is a prior for the population size and
the unit size distribution parameter, and U(uobs, N) =
{(vg1 , . . . , vgN

) : ∃v1, . . . , vN, g1, . . . , gN s.t. (vg1 , . . . , vgn
) =

uobs and (gn+1, . . . , gN) are the ordered values of the set
{1, . . . , N}\{g1, . . . , gn}}. U(uobs, N) is the set of possible u
consistent with uobs (For details, see Handcock et al., 2014,
equation 2.1). Typically, this will be the N − n product
support of f (·|η). Thus the correct model is related to the
complete data model through the sampling design as well as
the superpopulation model.

Note that this approach is an extension of the approach
developed by West (1996), who used a successive sampling
approximation to estimate the number of un-discovered oil
fields, and their volume of oil. The approach used here, and
presented in Handcock et al. (2014) extends the work of West
in three ways. First, the unit sizes are modeled as discrete
rather than continuous. Second, the branching and network
nature of the RDS sample may reduce or confound the infor-
mation in the ordering of the sample. Third, the sample sizes
of RDS samples are typically at least an order of magnitude
larger, and with a different range of unit sizes than in the data
available in ecological applications such as oil fields.

3.3. Models for the Unit Size Distribution

We now treat the parametric model for the distribution of
the unit sizes in equation (1). The question of models for the
degree distributions of social networks has been extensively
studied in Handcock and Jones (2004) and broad classes are
included in the accompanying software (Handcock, 2011). We
will use the Conway–Maxwell–Poisson class of distributions as
it allows both under-dispersion and over-dispersion relative
to a Poisson distribution via a single additional parameter
(Shmueli et al., 2005).

3.4. Specifying Prior Knowledge about the Population
Size and Unit Size Distribution

The model allows for an arbitrary prior distribution over the
population size (N). However, this is an opportunity to choose
priors that aid elicitation of expert prior information or easily
incorporate previous or concomitant sources of information
about the population size.

The most common parametric models for N (e.g., negative
binomial) typically have too thin tails for large N. This issue
has been treated by Fienberg et al. (1999). They suggest the
prior:

π(N) = (N − l)!/N! for n < N < Nmax, (2)
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Figure 2. Three example prior distributions for the popu-
lation size (N). They correspond to α = 1 and β = 1.55, 1.16,
and 3.

where Nmax covers the range where the likelihood is non-
negligible. For their applications they choose their Jeffrey’s
prior l = 1, π(N) ∝ 1/N, n < N < Nmax. In addition to these
possibilities, we propose a new class of priors specifying knowl-
edge about the sample proportion (i.e., n/N) as a Beta(α, β)
distribution. The implied density function on N (considered
as a continuous variable) is:

π(N) = βn(N − n)β−1/Nα+β for N > n. (3)

The distribution has tail behavior O(1/Nα+1). We have found
this class of priors to be very useful: It is often relatively flat
in regions where the likelihood is centered. The long right tail
allows large population sizes but the rate of decline amelio-
rates this.

When α = l − 1 > 0, this class is similar to that of Fienberg
et al. (1999). The Beta prior class, however, is directly mo-
tivated as a proper prior on the sample proportion. Figure 2
presents three different versions of this prior, corresponding
to a prior mean, median and mode of 1000.

For simplicity, in this article we specify that N and η are a
priori independent so that π(N, η)= π(N)·π(η). The Conway–
Maxwell–Poisson distribution for unit sizes, can be parame-
terized in terms of its mean and standard deviation, and this
can aid elicitation of prior information about them. In this
article, the prior for the mean given the standard deviation is
normal and the variance is scaled inverse Chi-squared:

μ|σ ∼ N(μ0, σ/dfmean) σ ∼ Invχ(σ0; dfsigma).

The default prior on these parameters is diffuse with an equiv-
alent sample size of dfmean = 1 for the mean of the unit size

distribution and dfsigma = 5 for the variance of the unit size
distribution.

3.5. Computation

The joint posterior p(N, η,Uunobs = uunobs|Uobs) can be sam-
pled from using a four component Gibbs sampler, the details
of which are given in Handcock et al. (2014). This can then be
marginalized to produce samples from p(N|Uobs), p(η|Uobs),
and the posterior predictive distribution of the unobserved
unit sizes, p(Uunobs = uunobs|Uobs). Hence it produces pos-
terior predictive distributions of the full population of unit
sizes (ui, i = 1, . . . , N). These posteriors enable inference for
such quantities as the population size, the mean unit size, the
unit size distribution, etc.

4. Estimating the Number of Female Sex
Workers in Sonsonate, El Salvador

In this section, we infer the number of FSWs in Sonsonate,
El Salvador based on the RDS survey described in Section 2.

A strength of our method is the ability of incorporate prior
knowledge of different types and sources (3.4). We consider
three prior specifications that reflect different frames of refer-
ence for the public-health officials.

4.1. Use of a Reference Prior

In this sub-section, we consider the case where the prior for
the population size is taken to be constant over the range of
population sizes where the likelihood is non-negligible. This
would not usually be used to produce a final estimate but
could be used as a baseline for other specifications. In partic-
ular, the resulting posterior reflects the shape of the likelihood
and divergences from it based on other prior information can
be instructive.

The first panel of Figure 3 plots both the prior and posterior
distributions in this case. The posterior mass ranges from the
sample size (184) up to about 4000. The peakedness of the
posterior shape indicates that there is information in the data
about the population size, with a mode of around 1250 FSW.
To help calibrate the information the plot of the posterior
includes additional benchmarks. The lower purple line is the
lower end of the UNAIDS guideline (560 = 0.4%). The upper
purple line is at the upper UNAIDS guideline (1120 FSW).
The UNAIDS guidelines fall in the mid to low part of the
posterior distribution and are broadly consistent with it. The
lower blue line is at the 2.5% quantile of the posterior and is
close to the lower UNAIDS guideline. The upper blue line is at
the 97.5% quantile, at about 2800. We note that the UNAIDS
guidelines, although based on more general considerations, do
fall within the 95% HPD interval (blue lines).

4.2. Use of a Prior Expression of Central Tendency

In many situations the field researchers are willing to express
their prior belief about the population size but struggle to
express it via a fully specified distribution. To aid in this
process we ask them to express it either as (a) “a value it
is as likely to be above as below”; (b) “the most likely value”;
or (c) “the value averaged from all knowledgeable people.”
Based on this we find the prior in the class (3) that matches
that value (i.e., median, mode, mean, respectively). This class
has a long right tail, capturing the often expressed belief that
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Figure 3. Posterior distribution for the number of female sex workers in Sonsonate based on three prior distributions for
the population size: flat, matching the midpoint UNAIDS estimate, and interval-matching the UNAIDS estimate. The prior is
dashed. The ⇑ mark is at the posterior median. The ↑ mark is at the posterior mean. The ± marks are at the lower and upper
bounds of the 95% highest-probability-density interval. The thick gray vertical lines demark the lower and upper UNAIDS
guidelines.

there is significant probability mass on large population sizes.
We have found the sub-class with α = 1 to be the most useful,
when a single measure of central tendency is elicited.

For the population of FSW, the expressed belief by the re-
searchers was that the mean population size was at the mid-
point of the UNAIDS suggested range 0.6% × 139, 804 = 838.
The middle panel of Figure 3 plots this prior and the result-
ing posterior. The mean, median, and mode of the posterior
fall within the UNAIDS guidelines (purple lines) and these
guidelines fall within the 95% HPD interval. As expected,
this prior results in more mass in the posterior in the area of
the UNAIDS estimates.

In addition to measures of central tendency, we may also
ask field researchers to specify their prior beliefs via quan-
tiles. The explicit questions were the population size values
that there is: (d) “One chance in four of being less than”; (e)
“One chance in four of being greater than”; (f) “Most reason-
ably lowest”; (g) “Most reasonably highest.” The first two can
be used to find the prior in the class (3) that matches that
the two quantiles. This information specifies both α and β.
The answers to (f) and (g) are often used to set the extreme
quantiles (e.g., 5% and 95%) and also are asked to allow the
researcher to calibrate their answers to all the questions, so
improving self-consistency.

4.3. Calibrating the Prior Information from the
UNAIDS Guidelines

The previous approaches are based on eliciting prior informa-
tion from the researchers and reflects both their beliefs and
the information in the RDS data. In this section, we consider
the additional approach based on a direct use of the UNAIDS
guidelines. This effectively uses the UNAIDS guidelines as a
specification of their prior belief about the population size.
The approach then refines that belief using the survey data
specific to the population.

As UNAIDS provides a range of values, it may be useful
to specify a prior based on multiple points in that range. The
parametric class of priors described by (3) allows the flex-

ibility to choose a prior that reflects a range of values. In
this case, two parameters (α, β) were chosen so that the prior
mean is the midpoint of the range (0.6%) and the lower quar-
tile of the prior is the lower UNAIDS estimate (0.4%). The
third panel of Figure 3 plots this prior and resulting posterior
distribution. Note that the prior reflects the guidelines, but
is also quite right skewed. As this prior is intended to be a
closer match to the UNAIDS guidelines, and better captures
the wide range in the guidelines (missed by the prior in the
previous sub-section), the posterior is slightly broader than
the previous one as it better captures that uncertainty.

This posterior distribution has a mode at about 1000 FSW,
and a 95% HPD interval from 481 to 1998 FSW. The posterior
is slightly broader than in the previous case, reflecting the
broader prior used. Note that both posteriors based on the
use of the UNAIDS guidelines are narrower than that based
on the reference prior.

5. Estimating the Number of Men-Who-Have-
Sex-with-Men in San Miguel, El Salvador

We turn now to a second high-risk population, that of MSM
in San Miguel, El Salvador. We conducted the same analysis
process as for the FSW. As noted in Section 2, an application
of the UNAIDS guidelines suggested the population of MSM
in San Miguel is between 2970 and 7425.

Figure 4 shows the same three prior specifications as the
previous case. The first panel plots the posterior distribution
and the prior when the prior is constant over the range of
population sizes where the likelihood is non-negligible. The
peakedness of the posterior shape again indicates that there
is information in the data about the size, but it is diffuse and
has a long upper tail compared to that for the FSW. The
UNAIDS guidelines (purple lines) fall in the mid to upper
part of the distribution, and are well within the 95% HPD
interval (blue lines).

The second panel plots the posterior distribution based on
the prior with mean the mid-point of the UNAIDS suggested
value 3.5% × 148, 489 = 5197. The majority of the posterior
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Figure 4. Posterior distribution for the number of MSM in San Miguel based on three prior distributions for the population
size: flat, matching the midpoint UNAIDS estimate, and interval-matching the UNAIDS estimate. The prior is dashed. The
⇑ mark is at the posterior median. The ↑ mark is at the posterior mean. The ± marks are at the lower and upper bounds of
the 95% highest-probability-density interval. The thick gray vertical lines demark the lower and upper UNAIDS guidelines.

is below the UNAIDS estimates as the prior pulls in the larger
values while the 95% interval mostly covers the UNAIDS
estimates.

The last panel of Figure 4 plots the posterior distribution
based on the prior fixing the mean at the midpoint of the
range (3.5%) and the lower point (2%) at the lower quartile.
This prior contains the most information from the UNAIDS
work group and hence is perhaps the best choice. The result-
ing posterior distribution has a mode at about 2100 MSM,
and a 95% HPD interval from 200 to 7048 MSM. Thus this
method yields an estimate of the number of MSM in San
Miguel with a wide interval.

6. Comparison to a Capture Recapture Method

Because there is no other way to estimate the population
size from RDS data alone, it is difficult to benchmark the
performance of our method. We have already considered com-
parison to the region-wide guidelines provided by UNAIDS
(UNAIDS/WHO, 2003). Further comparison requires
additional data collection. Because of the importance of pop-
ulation size estimation, separate population size estimation
studies are conducted in many areas. Indeed, we can compare
our results to results of a separate capture–recapture based
article used to estimate the number of MSM and FSW in San
Salvador in 2008 (Paz-Bailey et al., 2011). Absent more local
information, it is plausible that the population percentages
of MSM and FSW in San Salvador may be similar to those
in Sonsonate and San Miguel. This approach required the
distribution of tokens (e.g., key chains) throughout the pop-
ulation followed by a recapture step with a follow-up survey.
Paz-Bailey et al. (2011) estimate that the size of the FSW
population in San Salvador is almost double the UNAIDS
figures (1.4%). This population proportion in Sonsonate
would translate to 2079 FSW, close to the posterior mean
of the proposed method for the flat prior, but in the upper
tail of the posteriors based on priors using the UNAIDS
guidelines. Paz-Bailey et al. (2011) estimate that the size of
the MSM population in San Salvador is close to the UNAIDS

figures (3.4%). This is somewhat high but comparable to the
MSM results in Figure 4. Thus the results of our case-study
are largely comparable to those of Paz-Bailey et al. (2011)
when they differ from the UNAIDS guidelines.

7. Assumptions and Limitations

The method relies on an approximation of the RDS sampling
process which assumes that units (people) have observable
sizes (here, network degree), and that sampling proceeds ac-
cording to a successive sampling procedure in which each sub-
sequent sample is selected from among the remaining units
with probability proportional to size. In the RDS context,
this condition is satisfied if we consider network structures
sampled from a so-called configuration model, in which net-
work ties form completely at random among a population
of people with fixed and observable degrees (Gile, 2011). In
practice, we know that a configuration model is only an ap-
proximation to the underlying network structure, and from
this, we intuit that the method should have degraded perfor-
mance for networks with structure far from this distribution.
In Handcock et al. (2014), we explore this phenomenon fur-
ther through systematic simulation studies. There are several
limitations of the method, of which users should be aware.
First, as shown in our results, the amount of information in
the data may be small enough that the method is sensitive
to the prior chosen. Where possible, informative priors based
on existing information should be used, and thereby incor-
porated into the estimator. Second, the performance of the
method is degraded by substantial deviations from the as-
sumed sampling structure. In particular, for highly structured
data, such as very clustered populations, the method may not
be valid, and the method may be sensitive to mis-reporting
of network degrees. In highly clustered populations, we rec-
ommend conducting RDS separately within each cluster, and
the same recommendation would apply to population size es-
timation. In ongoing work, we explore approaches to treating
mis-reported network degrees.
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8. Discussion

In studies of HIV/AIDS risk populations, the number of peo-
ple at risk for infection is of fundamental importance. How-
ever, public health officials often have little information about
the specific population of interest and are forced to use gener-
alized estimates from broad geographic regions or social con-
texts (UNAIDS and World Health Organization, 2010). In
many such high-risk populations, surveys are conducted via
RDS primarily as a means to estimate prevalence (Johnston
et al., 2008).

In this article, we present a case-study of the use of a new
methodology to estimate population size from RDS data that
can incorporate expert prior information or data from other
sources. The article is of two different populations in El Sal-
vador. The first is FSWs in Sonsonate and the second is men-
who-have-sex-with-men in San Miguel. Because so little was
know about the populations, public health officials were using
broad ranges of figures of unknown accuracy to estimate the
specific population sizes (UNAIDS/WHO, 2003; Paz-Bailey
et al., 2011). Our method provides interval estimates based
on RDS surveys in the populations. In the case-study, we show
how the method can be used to incorporate various forms of
prior information including that from broad administrative
guidelines. The method has the strength that it expresses a
credible measure of the certainty in the population size based
on the available information, especially in cases where the
uncertainty is large.

9. Supplementary Materials

An R package implementing the methods used in this paper
along with code using it on example data is available with this
paper at the Biometrics website on Wiley Online Library.
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