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ABSTRACT
We present an analysis of the relationship between the CO-H2 conversion factor (αCO) and
total mass surface density (Σtot) in star-forming galaxies at z < 1.5. Our sample, which is
drawn from the IRAM Plateau de Bure HIgh-z Blue Sequence Survey (PHIBSS) and the CO
Legacy Database for GASS (COLD GASS), includes ‘normal,’ massive star-forming galaxies
that dominate the evolution of the cosmic star formation rate (SFR) at this epoch and probe the
Σtot regime where the strongest variation in αCO is observed. We constrain αCO via existing
CO observations, measurements of the star formation rate, and an assumed molecular gas
depletion time (tdep=Mgas/SFR) — the latter two of which establish the total molecular gas
mass independent of the observed CO luminosity. For a broad range of adopted depletion
times, we find that αCO is independent of total mass surface density, with little deviation from
the canonical Milky Way value. This runs contrary to a scenario in which αCO decreases
as surface density increases within the extended clouds of molecular gas that potentially fuel
clumps of star formation in z∼ 1 galaxies, similar to those observed in local ULIRGs. Instead,
our results suggest that molecular gas, both at z∼ 0 and z∼ 1, is primarily in the form of self-
gravitating molecular clouds. While CO observations suggest a factor of ∼ 3 reduction in
the average molecular gas depletion time between z ∼ 0 and z ∼ 1, we find that, for typical
galaxies, the structure of molecular gas and the process of star formation at z∼ 1 is otherwise
remarkably similar to that observed in local star-forming systems.

Key words: galaxies: formation, evolution, high-redshift, ISM, star formation, ISM:
molecules
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1 INTRODUCTION

From z ∼ 2 to today, the volume-averaged cosmic star formation
rate (SFR) has declined by an order of magnitude, both globally
(Madau et al. 1996; Lilly et al. 1996) and at fixed stellar mass
(Noeske et al. 2007; Daddi et al. 2007; Elbaz et al. 2007), driven
by a relatively smooth reduction in the star-forming activity of all
galaxies rather than a dramatic evolution in the prevalence of merg-
ers or starbursts (Reddy et al. 2008; Magnelli et al. 2011; Madau &
Dickinson 2014). This global reduction in star formation is poten-
tially precipitated by either a decrease in the supply of cold gas to
galaxies over cosmic time or a lowering in the rate at which gas is
converted into stars (i.e. an evolution in star-formation efficiency).
To address this question, the Plateau de Bure High-z Blue Sequence
Survey (PHIBSS; Tacconi et al. 2010, 2013) measured the molec-
ular gas masses for a sizable sample of typical star-forming galax-
ies at z > 1, finding that cold gas fractions at intermediate redshift
are generally a factor of 3 larger, with only a modest evolution in
the average star-formation efficiency. Newer studies making use
of dust-based gas measurements (Genzel et al. 2015; Santini et al.
2014) and additional CO data from PHIBSS2 (Genzel et al. 2015,
Tacconi et al. in prep,) arrive at similar conclusions (see also Pa-
povich et al. 2016). These results suggest that evolution in the cos-
mic star formation space density stems chiefly from a decrease in
the supply of cold gas, with no evidence for substantial evolution
in the physics of star formation over the past 7−10 Gyr.

As with all current studies of molecular gas at high redshift,
however, the results from PHIBSS rely on the uncertain conversion
of an observed molecular line luminosity (or some other indirect
tracer) to a measurement of the molecular gas mass. Within lo-
cal star-forming galaxies, molecular gas is primarily composed of
molecular hydrogen (H2) in giant molecular clouds (GMCs, Mc-
Kee & Ostriker 2007). Because it lacks a permanent dipole mo-
ment to facilitate low energy dipole transitions, and the allowed
quadrupole transitions have very low probabilities (A∼ 10−7 s−1)
and trace only warm (T∼ 5,000 K) gas, the H2 in molecular clouds
is nearly invisible via direct emission. Thus, the bright dipole tran-
sitions of the next most abundant molecule, carbon monoxide (CO),
are frequently used as molecular gas tracers. Extragalactic studies
rely heavily on CO emission to determine the molecular gas mass
(Mgas) from the observed velocity-integrated CO luminosity (L′CO)
by way of the CO-H2 conversion factor, αCO:

Mgas = αCO L′CO , (1)

where Mgas (and thus αCO) includes a 36 per cent correction for
Helium (Mgas = MH2 +MHe = 1.36 MH2 ).1 Although CO emission
originates from only a fraction of the total molecular gas, for self-
gravitating GMCs, αCO is expected to be largely independent of
GMC mass, given that both the CO luminosity and molecular gas
mass at the CO emitting surface are proportional to the enclosed
total mass. In particular, the αCO value of a self-gravitating molec-
ular cloud is proportional to n1/2/T (Dickman, Snell & Schloerb
1986), where n is the gas density and T is the kinetic temperature.

Within the Milky Way, observations arrive at a value of
αCO,MW = 4.36 M� (K km s−1 pc2)−1 ± ∼ 30 per cent across a
wide range of GMC properties and environments (e.g. Dickman
1978; Frerking, Langer & Wilson 1982; Ade et al. 2011; Acker-
mann et al. 2012), indicative of a uniformity in the temperature and
density of molecular clouds. As such, the canonical Milky Way

1 Alternatively, the conversion factor (XCO) can be defined in terms of col-
umn density, such that NH2 = XCOICO.

value for αCO is commonly utilized as a constant conversion fac-
tor throughout a wide range of extragalactic studies. However, sys-
tematic variation of αCO with certain properties of the interstel-
lar medium (ISM, e.g. metallicity) is both expected from theoret-
ical arguments and observed in a number of systems (Leroy et al.
2011; Sandstrom et al. 2013; Strong et al. 2004; Papadopoulos et al.
2012b).

As with other molecular tracers, CO emission originates from
gas that is denser and further within molecular clouds than most
of the molecular hydrogen, resulting in a shell of H2 between the
CO emitting surface and the edge of the molecular cloud. The size
of this shell (and thus the fraction of ‘CO dark’ molecular gas) de-
pends on the efficiency of intervening dust at shielding CO from
the galactic radiation field. In this way, low-metallicity clouds with
a lower dust-to-gas ratio have higher αCO values. The conversion
factor is further coupled to the cloud structure because CO emission
is almost always optically thick (Dickman 1978; Solomon et al.
1987), and thus the CO intensity is determined by the temperature
and velocity dispersion at the τCO = 1 surface within the molec-
ular cloud. Clouds with sources of dispersion beyond self-gravity,
such as tidal disruptions or embedded stars, can have brighter CO
emission than self-gravitating molecular clouds of the same mass,
thus lowering αCO. Observationally, this effect primarily mani-
fests itself as a correlation between αCO and density — molecular
clouds in high-density environments tend to be composed of ‘dif-
fuse’ molecular gas containing embedded stars that increase the
velocity dispersion beyond that of a self-gravitating cloud. Based
on these arguments, αCO is commonly parameterized as a function
of the ISM density and temperature times a separate function of
metallicity (Bolatto, Wolfire & Leroy 2013; Narayanan et al. 2012;
Tacconi et al. 2013). As these ISM characteristics are known to vary
with redshift (e.g. Magdis et al. 2012a; Zahid et al. 2013; Carilli &
Walter 2013), αCO very likely evolves with cosmic time.

Overall, observations indicate that the Milky Way value of
αCO = 4.36 M� (K km s−1 pc2)−1 is applicable for most galaxies,
signifying a relative uniformity in molecular cloud conditions (Bo-
latto et al. 2008; Leroy et al. 2011; Sandstrom et al. 2013; Schin-
nerer et al. 2010). On the other hand, observations within the Milky
Way and in a relatively small number of nearby and distant sys-
tems show variation in αCO consistent with the expected depen-
dence on ISM conditions described above. For example, variation
in αCO with gas-phase metallicity has been observed within the Lo-
cal Group (Israel 1997; Leroy et al. 2011), nearby galaxies (Sand-
strom et al. 2013), and even a handful of systems at z > 1 (Gen-
zel et al. 2012). While these results are all consistent with αCO
increasing by over an order of magnitude for metallicities less than
30 per cent solar, measurements of αCO at a fixed metallicity have
a large dispersion, especially in medium-to-high metallicity envi-
ronments (Sandstrom et al. 2013).

Variation in αCO with mass surface density has also been ob-
served in the Milky Way, with γ-ray, dust, and dynamical obser-
vations of the dense Galactic center arriving at a lower αCO than
that found in the solar neighborhood (Sodroski et al. 1995; Oka
et al. 2001; Strong et al. 2004). Recent dust-based measurements of
αCO within nearby galaxies find a similar decrease in αCO at small
galactic radii (Sandstrom et al. 2013). Moreover, for over a decade,
it has been known that the star-forming centers of Ultra-Luminous
Infrared Galaxies (ULIRGs, Aaronson & Olszewski 1984) require
a lower αCO in order for their CO luminosities to be consistent with
their dynamical masses (Downes & Solomon 1998). As a result,
a lower value of αCO = 0.8 M� (K km s−1 pc2)−1 is commonly
adopted for mergers and ULIRGs (Solomon et al. 1997; Downes &

c© 2016 RAS, MNRAS 000, ??–??



PHIBSS: αCO at z < 1.5 3

Solomon 1998; Tacconi et al. 2006, 2008; Krumholz & Thompson
2007; Daddi et al. 2010).

At high redshift, where molecular gas conditions may differ
from those locally, most measurements of αCO have been biased
towards massive, highly star-forming galaxies that are not represen-
tative of the typical star-forming environment at high z (e.g. Tacconi
et al. 2008; Magdis et al. 2011; Spilker et al. 2015). In the new era
of high-sensitivity radio telescopes, such as the NOrthern Extended
Millimeter Array (NOEMA) and the Atacama Large Millimeter Ar-
ray (ALMA), it is possible to probe molecular gas conditions at
z & 2 via CO (e.g. Ivison et al. 2012; Wang et al. 2013; Tamura
et al. 2014; Messias et al. 2014; Béthermin et al. 2016). In order for
these observations to provide insight into the evolution of cosmic
star-formation activity since z & 1, a better understanding of αCO
and its dependence on galaxy properties for typical high-z systems
is critical. Motivated by the dependence of αCO on ISM proper-
ties observed locally, we study variations in αCO with integrated
galaxy properties, in particular mass surface density, in 38 massive
star-forming galaxies at z = 1− 1.5 and a comparison sample of
164 systems at z ∼ 0.05. In Section 2, we detail our observational
datasets and galaxy samples. Section 3 describes the technique that
we use for measuring αCO, while Section 4 summarizes our results
regarding the relationship between αCO and mass surface density.
Finally, Sections 5 and 6 contain a discussion regarding the impli-
cations of our results and as well as itemized conclusions. Through-
out this paper, we adopt a Chabrier (2003) initial mass function and
a ΛCDM cosmology with H0 = 70 km s−1 Mpc−1, ΩM = 0.3, and
ΩΛ = 0.7.

2 DATA

2.1 High-z Sample

Our high-z galaxy sample includes 38 star-forming systems at
1 < z < 1.5 from the IRAM Plateau de Bure HIgh-z Blue Sequence
Survey (PHIBSS; Tacconi et al. 2010, 2013). PHIBSS is one of the
largest high-redshift surveys of molecular gas to date, observing
CO emission from massive star-forming galaxies at z = 1.0− 1.5
and z = 2−2.5 with the IRAM Plateau de Bure interferometer. The
PHIBSS sample at 1 < z < 1.5 is selected from the All-Wavelength
Extended Growth Strip International Survey (AEGIS; Davis et al.
2007), which provides extensive multiwavelength imaging, includ-
ing VF606W- and IF814W-band observations with the Hubble Space
Telescope (HST) Advanced Camera for Surveys (ACS) and spec-
troscopic redshifts from the DEEP2 and DEEP3 Galaxy Redshift
Surveys for each galaxy (Newman et al. 2013; Cooper et al. 2011,
2012; Lotz et al. 2008). In addition, JF125W- and HF160W-band
HST/WFC3-IR imaging from the Cosmic Assembly Near-infrared
Deep Extragalactic Legacy Survey (CANDELS; Grogin et al. 2011;
Koekemoer et al. 2011; van der Wel et al. 2014) covers 32 of the 38
PHIBSS galaxies, while HST/WFC3-IR G141 grism observations
exist for 28 of the 38 systems in our high-z sample (see Section 2.4).

At 1 < z < 1.5, PHIBSS targets ‘normal’ star-forming galax-
ies, probing down to star formation rates of 30 M� yr−1 and a stel-
lar mass limit of 2.5×1010 M�. This high-z sample has a median
stellar mass of 6.7×1010 M�, within 0.2 dex of M∗ at this redshift
(Ilbert et al. 2010), and a median star formation rate of 87 M� yr−1,
corresponding to a sample predominantly composed of Luminous
Infrared Galaxies (LIRGs; Sanders & Mirabel 1996). As shown in
Figure 1, all galaxies sit on or slightly above the ‘star-forming main
sequence’, where the majority of star formation occurs (e.g. Noeske

et al. 2007; Rodighiero et al. 2011; Speagle et al. 2014; Whitaker
et al. 2012). Only 11 per cent of the galaxies are more than 0.6 dex
above the main sequence, and the median difference between the
sample and the main sequence (taken from Whitaker et al. 2012) is
0.3 dex.

Although there is no size or morphological consideration in
the selection, we ensure that the size distribution of PHIBSS is rep-
resentative of typical high-z star formers, utilizing a control sample
of star-forming galaxies at 1 ≤ z ≤ 1.5 from the Advanced Cam-
era for Surveys–General Catalog (ACS-GC; Griffith et al. 2012)
and the RAINBOW database (Barro et al. 2011).2 The control
sample is restricted to galaxies with SFR > 30 M� yr−1, stellar
mass uncertainty < 0.5 dex and I-band surface brightness profiles
that can be reliably fit with a one-component Sérsic profile (GAL-
FIT FLAG=0). From this parent sample (shown in Figure 2), we
build a mass-matched distribution by randomly drawing (with re-
placement) 1000 galaxies with stellar masses within 0.3 dex of each
PHIBSS object. Using this selection, 88 per cent of PHIBSS galax-
ies are within the central two quartiles of the size distribution of the
control sample, indicating that our high-z sample is not particularly
biased toward compact or diffuse systems.

Perhaps more importantly, it is unlikely that the PHIBSS sam-
ple is biased towards abnormally gas-rich or gas-poor objects.
While there is no reference sample at z ∼ 1, to which to compare
the observed gas fractions, all of the PHIBSS targets at z ∼ 1 are
detected in CO emission and reside near the star-forming main se-
quence at this redshift. Thus, there is no reason to believe that the
10−80 per cent gas fractions detected in PHIBSS are not represen-
tative.

2.2 Low-z Sample

As a low-redshift comparison sample, with which to study potential
evolution in αCO, we utilize data from the CO Legacy Database for
GASS (COLD GASS; Saintonge et al. 2011a) along with published
αCO measurements from the literature (Sandstrom et al. 2013;
Leroy et al. 2011; Papadopoulos et al. 2012a). COLD GASS is an
extension of the GALEX Arecibo SDSS Survey (GASS; Catinella
et al. 2010), which measured HI gas masses for an unbiased, stellar
mass-selected sample of galaxies at 0.025 < z < 0.05 drawn from
the Sloan Digital Sky Survey (SDSS; York et al. 2000). As the
largest molecular gas survey in the local Universe, COLD GASS
provides an excellent comparison dataset at low redshift, probing a
stellar mass range comparable to that of our high-z sample.

Similar to PHIBSS, COLD GASS targets galaxies with stellar
masses ranging from 1010 − 1011.5 M�, with a median value of
1010.5 M�. Unlike PHIBSS, however, COLD GASS targets both
quiescent and star-forming galaxies. To avoid including galaxies
with a potentially distinct star-formation process in our analysis,
we exclude quenched galaxies, defined as systems with

log
(

SFR
M� yr−1

)
≤ 0.44 log

(
M∗
M�

)
−5.29 . (2)

This division is determined by a linear fit to the minimum of the dis-
tribution of galaxies at z < 0.05 in the logsSFR-logM∗ plane and
is shown as the dashed line in Fig. 1b. Further limiting our analysis
to objects with a CO detection only eliminates 15 of the 179 star-
forming galaxies, leaving 164 in our final sample. These cuts gen-
erate a sample similar to PHIBSS that is largely unbiased in terms

2 http://rainbowx.fis.ucm.es
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4 Carleton et al.

Figure 1. The location of the PHIBSS (left) and COLD GASS (right) samples in the SFR-M∗ plane. Blue points in the left panel correspond to the galaxies in
our high-z sample with star formation rates and stellar masses from the RAINBOW database (Barro et al. 2011). Purple triangles in the right panel correspond
to galaxies in the low-z sample with stellar masses and star formation rates from the MPA-JHU SDSS catalog. Downward open triangles represent galaxies
below our quenching threshold and are not used in the analysis. Shaded points are not detected in CO also not used in the analysis. Additionally shown as
orange diamonds are 17 galaxies from Sandstrom et al. (2013) included in the low-z sample. Stellar masses and star formation rates for these galaxies are
taken from Kennicutt et al. (2011), with stellar masses derived using H band luminosities and SFRs derived from Hα+24µm luminosities. A comparison
sample of local ULIRGs, taken from Downes & Solomon (1998), is shown with magenta squares, using stellar masses determined from the H band luminosity
(Zibetti, Charlot & Rix 2009) and SFRs calculated from the total infrared luminosity (Kennicutt & Evans 2012). The location of the Milky Way in this space
is shown as the yellow star. The dashed line in the right panel indicates the threshold used to separate quenched and star-forming systems in our analysis, as
defined in equation 2. For comparison, the black and red lines illustrate fits to the star-forming “main sequence” at z ∼ 0.04 and z ∼ 1.2 from Speagle et al.
(2014) and Whitaker et al. (2012), respectively, with the black and red shaded regions corresponding to the associated 1σ scatter. To highlight observational
scatter, contours of star-forming galaxies from publicly available catalogs are included. In the left panel, contours show galaxies from the RAINBOW database
between 1< z< 1.5 with spectroscopic redshifts and stellar masses greater than 109 M�, with contours every 75 galaxies per square dex starting at 150 galaxies
per square dex. In the right panel, contours show galaxies taken from MPA-JHU catalog with 0.025 < z < 0.05 and stellar masses greater than 109 M�, with
contours every 3,000 galaxies per square dex. Both of our samples draw from typical star-forming galaxies, as 56 per cent of the galaxies in the high-z sample
and 42 per cent of galaxies in the low-z sample fall within 0.34 dex of the main sequence from Speagle et al. (2014).

of gas fraction with an approximately uniform star-formation effi-
ciency (assuming a Milky Way αCO, the star-formation efficiency
of our COLD GASS sample has a scatter of 0.34 dex, consistent
with the intrinsic scatter observed in local galaxies Leroy et al.
2013). Finally, as with PHIBSS, the COLD GASS sample is se-
lected independent of galaxy size or morphology, yielding a repre-
sentative sampling of the molecular gas in star-forming galaxies at
z∼ 0.

We combine the sample of integrated CO measurements from
COLD GASS with spatially-resolved measurements of αCO for 17
local galaxies as published by Sandstrom et al. (2013). By min-
imizing the scatter in the dust-to-gas ratio across ∼kpc-sized re-
gions within nearby (d < 25 Mpc) galaxies, Sandstrom et al. (2013)
simultaneously determine αCO and the dust-to-gas ratio, mapping
their variation within each galaxy. The sample is selected from the
Spitzer Infrared Nearby Galaxies Survey (SINGS; Kennicutt et al.
2003) and the Key Insights into Nearby Galaxies: A Far-Infrared
Survey with Herschel (KINGFISH; Kennicutt et al. 2011) pro-
grams, with follow-up 21 cm observations as part of The HI Nearby
Galaxies Survey (THINGS; Walter et al. 2008) and CO J=(2→ 1)
observations from the HERA CO Line Emission Survey (HERA-
CLES; Leroy et al. 2009). Of the 26 galaxies analyzed in Sand-
strom et al. (2013), the 9 with inclination angles greater than 65◦

are excluded due to projection effects that complicate the localiza-
tion of the gas and dust emission. This sample has a median stellar
mass slightly less than that of the COLD GASS and PHIBSS sam-
ples (< M∗ > = 109.8 M�), but represents the same population of

main-sequence galaxies as the rest of our low-z sample, as shown
in Figure 1.

Finally, our low-z sample contains 10 local ULIRGs with ex-
isting αCO measurements from the literature. Papadopoulos et al.
(2012a), using observations of multiple CO and HCN transitions
as constraints on large velocity gradient modeling, determine αCO
for a sample of 70 local ULIRGs. The 10 ULIRGs with indepen-
dent dynamical masses measured by Downes & Solomon (1998)
are included in our low-z sample. These ULIRGs tend to be more
massive and more intensely star-forming than the rest of our low-
z sample (see Fig. 1b), and provide a useful contrast to the more
typical galaxies in the Sandstrom et al. (2013) and COLD GASS
samples.

2.3 Galaxy Properties

For our high-z sample, we employ the derived galaxy properties
from Tacconi et al. (2013), including 12CO J=(3→ 2) luminosi-
ties, star formation rates, stellar masses, and half-light radii. For
the COLD GASS sample, we utilize 12CO J=(1→ 0) luminosities
from Saintonge et al. (2011a), along with star formation rates and
stellar masses from the MPA-JHU catalog of derived galaxies prop-
erties for SDSS DR7 (Brinchmann et al. 2004; Kauffmann et al.
2003),3 and u- and r-band Petrosian half-light radii (PetroR50 u,
PetroR50 r) from the Sloan Digital Sky Survey Data Release 12

3 http://wwwmpa.mpa-garching.mpg.de/SDSS/DR7/

c© 2016 RAS, MNRAS 000, ??–??
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Figure 2. The size-stellar mass distribution for the PHBISS sample at
z ∼ 1.2 (blue circles). Here, we utilize the I-band (i.e. rest-frame B-band)
size for each system, but find similar results when employing Hα or rest-
frame V - or I-band sizes (see Section 2.4.2). For comparison, gray points
show the distribution of star-forming galaxies at 1 < z < 1.5, utilizing
stellar masses from Barro et al. (2011) and I-band sizes from the ACS-
General Catalog (Griffith et al. 2012). In addition, the best fit size-mass
relation for star-forming galaxies at z∼ 1 from van der Wel et al. (2014) is
shown as the black line. The PHIBSS sample is not biased towards compact
systems; instead, it is consistent with being drawn from the parent popula-
tion of massive star-forming galaxies at intermediate redshift.

(Alam et al. 2015). In this section, we briefly describe the measure-
ment of these and other galaxy properties for the low-z and high-z
samples.

2.3.1 CO Luminosity (L′CO)

For the PHIBSS galaxies, CO data cubes obtained with the
IRAM Plateau de Bure Millimeter Interferometer (PdBI) map the
CO J=(3→ 2) line at λrest = 0.87 mm. The CO spectra, obtained
from observations of the source in the most compact configura-
tion, are fit to single-component gaussians and integrated along
the line of sight to yield the CO flux (FCO). This is converted to a
CO J=(1→ 0) luminosity using a constant L′32/L′10 ratio of 0.5, as
suggested by CO ladder observations of high-z star forming galax-
ies (Bauermeister et al. 2013b; Daddi et al. 2015; Bolatto et al.
2015).

In the COLD GASS sample, each galaxy is targeted with
a single pointing of the IRAM 30-m telescope to observe the
CO J=(1→ 0) line at λrest = 2.6 mm (Saintonge et al. 2011a). For
targets larger than the 22 arcsec beam, aperture corrections are ap-
plied by scaling the total flux by the z-band radius measured from
the SDSS photometry; however, because COLD GASS galaxies are
selected to be at z > 0.025, only a small number of systems require
this correction. The aperture-corrected CO flux is then integrated
along the velocity width of the line and converted to a CO luminos-
ity.

2.3.2 Stellar Masses, Star Formation Rates, and Effective Radii

Stellar masses in both the high-z and low-z samples are deter-
mined by fitting template spectral energy distributions (SEDs) to
observed photometry. For the high-z sample, the SEDs are fit to 26-
band AEGIS photometry, yielding a typical uncertainty of about

0.13 dex. For the low-z sample, the SEDs are fit to SDSS ugriz-
band photometry corrected for emission-line contributions, yield-
ing a typical uncertainty of approximately 0.1 dex. Further details
regarding the SED fitting can be found in Tacconi et al. (2013) and
Kauffmann et al. (2003).

Following Wuyts et al. (2011), star formation rates in the high-
z sample are calculated according to the calibrated relation from
Kennicutt (1998):

SFR = 1.087×10−10 [LIR +3.3νLν (2800Å)] M� yr−1, (3)

which accounts for both unobscured and obscured star formation
as traced by the observed UV and IR luminosities, respectively.
The rest-frame UV luminosity is calculated from the best-fit SED,
which is primarily constrained by CFHT g′- and i′-band photomet-
ric observations that sample rest-frame 2800Å at z ∼ 1− 1.5. The
total infrared luminosity, tracing obscured star formation and repre-
senting∼ 80% of the total star-forming activity, is calculated from a
single far-IR SED extrapolated from the Spitzer MIPS 24µm emis-
sion. This extrapolation is supported by Herschel PACS observa-
tions of star-forming galaxies from z = 0−2.5 (Elbaz et al. 2011),
and is sensible for all but the most extreme star-forming systems.
Star formation rates for the COLD GASS sample are determined
from emission-line luminosities, corrected for aperture losses based
on SED fits to ugriz photometry. Further details regarding the SFR
measurements can be found in Brinchmann et al. (2004).

We use effective radii (re) from Tacconi et al. (2013) and the
SDSS DR12 (Alam et al. 2015) as size measurements for our high-
z and low-z samples, respectively. Unless otherwise stated, in our
high-z sample, effective radii are derived from a single component
Sérsic fit (Sersic 1968):

I(r) ∝ exp[
( r

re

)1/n−1] (4)

to single-orbit HST/ACS F814W (rest-frame B-band) images.
As illustrated in Fig. 2, the resulting effective radii in the high-

z sample are representative of the star-forming population at this
redshift. Moreover, the rest-frame B-band sizes are consistent with
the measured extent of the Hα emission, as shown in Section 2.4.2.
While F606W (rest-frame NUV) imaging is available for only 23
of our high-z objects, our results are qualitatively unchanged when
using sizes derived from HST/ACS F606W (versus F814W) imag-
ing. For the low-z sample, we utilize the Petrosian half-light radius
(PetroR50 u and PetroR50 r) as measured from the SDSS u- and
r-band imaging.

2.4 HST/WFC3-IR Grism Observations

A subset (28) of the galaxies in our high-z sample were observed
with the HST/WFC3-IR G141 grism as part of a Cycle 19 GO
program (PID 12547, PI: Cooper) or as part of the 3D-HST pro-
gram (PID 12177, PI: van Dokkum; Brammer et al. 2012; van
Dokkum et al. 2013). The spectral range of the G141 grism ex-
tends from 1.1µm to 1.65µm, which traces Hα emission at 0.7 .
z . 1.5. Both the GO and 3D-HST observations are two orbits
deep, corresponding to an approximate 5σ Hα detection limit of
∼ 5×10−17 erg s−1 cm−2. Accompanying direct image exposures
provide the necessary information for source identification and con-
tamination corrections. The WFC3-IR images were processed uti-
lizing the CALWF3 reduction pipeline, with the grism spectra and
corresponding contamination images extracted using the AXE re-
duction pipeline (Kümmel et al. 2009; Weiner et al. in prep). All but
three (i.e. 25 out of the 28) galaxies are detected in Hα emission
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Figure 3. Hα images derived from HST/WFC3-IR G141 grism observa-
tions for a subset of our PHIBSS sample at z ∼ 1. For each galaxy, the
measured Hα size and HST/ACS I-band size are illustrated by the dashed
red circle and dot-dashed blue circle, respectively. In general, the Hα and
broad-band sizes are in very good agreement, with an average difference of
less than 0.1 physical kpc. As a reference, the legend includes a bar corre-
sponding to 5 kpc (physical) at the redshift of our high-z sample (z = 1.2).

at the 5σ level; we exclude an additional two systems for which
the Hα emission is located too close to the edge of the WFC3-IR
detector.

2.4.1 Hα SFR

The Hα emission probed by the HST/WFC3 grism observations
provides a valuable cross-check of the SFR measurements inferred
from broad-band photometry. The advantage of using Hα emission
as an independent SFR indicator is two-fold. First, Hα emission
from HII regions around young (< 10 Myr old) stars provides a
more instantaneous star-formation indicator than UV and IR broad-
band emission. Second, SFR measurements from Hα are free from
the assumptions and uncertainties of SED fitting techniques. We
calculate the star formation rate (SFRHα ) from the observed Hα

luminosity (LHα ) according to the empirical relation of Kennicutt
& Evans (2012) adjusted to a Chabrier IMF following Twite et al.
(2012):

SFRHα = 4.6×10−42 LHα ×100.4AHα , (5)

where the Hα luminosity is determined by integrating the Hα emis-
sion from the continuum subtracted one-dimensional grism spec-
trum. Continuum emission is fit to a third-order polynomial, with a
∼ 400Å region around the emission line masked from the fit.

To correct for contamination from nearby [NII] λλ6548,6583
emission, we use the strong correlation between the [NII]–Hα ratio
and gas-phase metallicity (Pettini & Pagel 2004). The metallicity
of each system is inferred from the measured stellar mass accord-
ing to the mass-metallicity relation of Zahid et al. (2014) and then
converted to the [NII]/Hα-based metallicity scale of Pettini & Pagel
(2004) using the conversion from Kewley & Ellison (2008):

12+ logO/H = 8.90+0.57× [NII]/Hα . (6)

The NII emission (typically 30 per cent of the observed emission
line) is then subtracted from the integrated luminosity to determine
the Hα luminosity. We estimate the relevant extinction (AHα ) from
the observed infrared excess (IRX):

AHα = 1.37log[1+3.89L24µm/LFUV] , (7)

where IRX = log[L(TIR)/L(FUV)obs] (Hao et al. 2011). To calcu-
late the IRX, we use a combination of rest-frame 24µm and FUV
synthetic photometry from SED fits available in the RAINBOW
database.

The resulting Hα star formation rates agree with the corre-
sponding UV+IR star formation rates from Tacconi et al. (2013),
with the Hα SFRs only 0.03 dex lower on average. The scatter be-
tween the Hα and UV+IR star formation rates, however, is large,
with an rms difference of 0.49 dex. While some of this scatter can
be attributed to the uncertainty in the [NII] subtraction (∼ 0.1 dex)
and intrinsic scatter in the IRX-based AHα estimates (∼ 0.13 dex),
the large scatter is likely due to 73 per cent of the sample having
an Hα extinction greater than 2.5 mag, beyond the calibration of
Hao et al. (2011). As a result, we employ the UV+IR star forma-
tion rates for the remainder of the analysis, though our results are
qualitatively unchanged if we use the Hα star formation rates.

2.4.2 Hα Size

It is known that galaxy sizes vary with rest-frame color, with red
images tracing the more concentrated stellar component and blue
images tracing the extended star-forming component (Nelson et al.
2012; van der Wel et al. 2014). In light of this, we test whether
the I-band radii are an accurate indicator of the size of the star-
forming component in the z ∼ 1 galaxies by measuring effective
radii from the grism Hα images. Because of its low spectral res-
olution, the HST/WFC3-IR G141 grism spectra can be thought
of as a sequence of adjacent images, taken at 101Å increments,
such that any observed structure along the spectral direction must
be spatially extended as outflows would need a radial velocity of
V > 2000 km s−1 to yield a resolved Doppler shift. For each row
in the grism image, we mask the Hα emission and fit a third-
order polynomial to the continuum, using the same procedure as
outlined in Section 2.4.1. This continuum is then subtracted from
the contamination-subtracted grism image to generate maps of the
Hα emission (see Fig. 3). The advantage of the grism is apparent;
spatial structure that would have been missed by a high-resolution
spectroscopic observation is readily apparent.

Due to strong asymmetry and clumpiness in the Hα emission,
measuring a size (i.e. re) via a parametric fit to the light profile is
often problematic. Instead, we measure re by constructing curves of
growth from the Hα images. The curves of growth are centered on
the wavelength of Hα in the spectral direction (as determined from
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the DEEP2/DEEP3 spectroscopic redshift) and the center of the
continuum in the spatial direction, which is taken to be the median
centroid of Gaussian fits to each column of continuum emission.
Rather than using a fixed aperture to determine the total enclosed
flux, we utilize the first aperture, for which the curve of growth
decreases in two subsequent apertures (spaced at radial increments
of 0.13′′). The radius at which the curve of growth passes half of
this total flux is identified as the effective radius.

As illustrated in Figure 3, the measured Hα sizes agree with
those derived from the HST/ACS I-band imaging; the median abso-
lute difference between the two sizes (|rHα − rI |) is 0.07 kpc with
an rms scatter of 1.6 kpc. While individual galaxies may deviate by
greater than the statistical uncertainty of the size measurement (typ-
ical uncertainty is 0.14 kpc or roughly 3 per cent), they are within
the systematic uncertainty associated with non-uniform extinction
and ellipticity. The agreement in size measurements is consistent
with both the Hα and UV emission being dominated by star for-
mation. Nelson et al. (2012) employ a similar procedure to com-
pare Hα sizes of z ∼ 1 galaxies on the main sequence with rest-
frame R-band sizes and find that Hα emission tends to be more
extended than R-band emission in star-forming galaxies, especially
for the most extended (re > 5 kpc R-band) systems. Although 9
galaxies in our high-z sample with grism observations have sizes
greater than 5 kpc, we do not see strong evidence of this bias. This
is likely because the I-band measurements are blueward of the rest-
frame 4000Å break for most of our high-z sample and primarily
trace the star-forming component. Among systems with HF160W
observations, our results are consistent with those of Nelson et al.
(2012), with Hα sizes 17% larger than HF160W (rest frame R band)
sizes on average. As we have no evidence for bias in the I-band
size measurement, and the I-band ACS images have higher spatial
resolution, we use the I-band sizes throughout the remainder of our
analysis.

3 ESTIMATING THE CO-H2 CONVERSION FACTOR

In order to constrain αCO, we require an independent measure-
ment of the molecular gas mass – i.e. one not derived from the
observed CO line flux. Often, studies of αCO utilize H2 masses in-
ferred from the dynamics of resolved gas clouds (Ade et al. 2011),
other cold molecular gas tracers (e.g. 13CO, Papadopoulos et al.
2012a), or cold dust emission coincident with molecular gas (Leroy
et al. 2011; Sandstrom et al. 2013). For our samples, however, we
lack the sensitive complementary observations necessary for these
traditional techniques.4

While we are unable to apply these conventional methods to
measure Mgas, we can indirectly probe the molecular gas reservoir
via the observed star formation rate, assuming a particular relation-
ship between the current star-forming activity and the total molec-
ular gas mass (e.g. Genzel et al. 2012). This relationship is quanti-
fied in terms of the molecular gas depletion time, tdep = Mgas/SFR,
which is shown to be largely independent of atomic and molecu-
lar gas fractions at z ∼ 0 (Bigiel et al. 2008, 2011). Furthermore,
millimeter observations of molecular gas in local main-sequence
galaxies measure an approximately constant depletion time on kpc-
scales, mostly independent of gas surface density and indicative of

4 Upcoming observations as part of PHIBSS2 (Tacconi et al. in prep) will
resolve CO emission within a sample of galaxies at z ∼ 1, providing addi-
tional constraints on our measurements.

Figure 4. A summary of the depletion time models adopted in our calcula-
tion of αCO. As model TZ is solely dependent on z, it is shown as a solid
line from z∼ 0 to z∼ 1. For models TM-, TM+, and T*, points represent the
median depletion time value within the COLD GASS and PHIBSS samples
and error bars correspond to the 33−66 percentile range of the correspond-
ing tdep distribution. For context, the orange point illustrates the median,
CO-independent, tdep measurement within the Sandstrom et al. (2013) sam-
ple, with error bars again corresponding to the 33− 66 percentile range of
the distribution. The difference in the assumed dependence of tdep on z and
stellar mass across the four models allows us to probe potential systematic
uncertainties associated with the relationship between αCO and total mass
surface density (or metallicity). Although models TM-, TM+, and T* are
all normalized to 2 Gyr at a stellar mass of 1010.7 M� at z = 0, the different
stellar mass dependencies of the models result in different median depletion
times in the low-z sample.

a homogeneous star-formation process (Bigiel et al. 2011; Leroy
et al. 2013; Huang & Kauffmann 2014).

Assuming a universal depletion timescale, we can determine
the molecular gas mass from a galaxy’s star formation rate, leading
us to an expression for αCO:

αCO =
SFR tdep

L′CO
. (8)

At present, there is considerable uncertainty regarding the depen-
dence of tdep on galaxy properties and cosmic time. However, ob-
servations of nearby galaxies find evidence for variation in tdep
with stellar mass (Saintonge et al. 2011b; Leroy et al. 2013; Boselli
et al. 2014) and specific star-formation rate (Saintonge et al. 2011b,
2012; Boselli et al. 2014; Genzel et al. 2015). In addition, reduced
depletion times have been observed within dense galaxy centers
(Leroy et al. 2013), and trends between tdep and gas density (Ken-
nicutt 1998; Kennicutt & Evans 2012; Genzel et al. 2010), stel-
lar surface density (Boselli et al. 2014), and the dynamical time
of the gas (Kennicutt 1998; Kennicutt et al. 2007) have been ob-
served. To ensure that any observed relationships between αCO and
galaxy properties within our samples are not simply artifacts of an
underlying correlation with depletion time, we use four physically-
motivated models for tdep, covering a range of possible relation-
ships between tdep and galaxy properties5 and/or redshift. The de-

5 We do not include a density-dependent depletion time model in our
primary analysis, but our results remain qualitatively unchanged when a
density-dependent tdep law is adopted (see Section 5.4).
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pletion time models we employ are:

tdep (Gyr) = 2× (1+ z)−1.5, (TZ)

tdep (Gyr) = 2× (1+ z)−1.5
(

M∗
1010.7 M�

)0.36
, (TM+)

tdep (Gyr) = 2×
(

tH
13.5 Gyr

)(
M∗

1010.7 M�

)−0.3
, (TM-)

tdep (Gyr) = 2×
(

sSFR
〈sSFR〉z

)−0.44
, (T*)

where M∗ and sSFR are the stellar mass and specific star formation
rate of the system, tH is the Hubble time at the appropriate redshift,
and 〈 sSFR 〉z is a redshift-dependent normalization parameter.

Model TZ, which is independent of galaxy properties and
smoothly decreasing with increasing redshift, represents the sim-
plest of our assumed tdep models. The normalization is set by
COLD GASS observations at z ∼ 0.1 (Saintonge et al. 2011b),
while the redshift dependence, which is slightly steeper than that
derived in Tacconi et al. (2013) or Genzel et al. (2015), traces the
evolution of the dynamical time and reproduces complementary ob-
servations at higher z (Bauermeister et al. 2013a; Geach et al. 2011;
Saintonge et al. 2013; Magdis et al. 2012b). The positive correla-
tion between tdep and M∗ in model TM+ is taken from the Saintonge
et al. (2011b) fit to COLD GASS observations, and is interpreted
as the consequence of bulge growth stabilizing gas in the disk and
suppressing star formation (e.g. Martig et al. 2009).

The mass and redshift dependence in model TM- matches the
prescription of Davé, Finlator & Oppenheimer (2012), found by as-
sociating the depletion time with the local dynamical time. 6 This
model is normalized such that galaxies at z = 0 with a stellar mass
of 1010.7 M� have a 2 Gyr depletion time, consistent with mod-
els TZ and TM+. Finally, model T* replicates the measured de-
pendence of tdep on sSFR as observed by Saintonge et al. (2011b),
normalized to 2 Gyr at a sSFR of 10−10.4 yr−1 for the low-z sample
and 10−9.2 yr−1 for the high-z sample.7 This sSFR dependence is
consistent with the findings of Genzel et al. (2015), who, using a
broad range of CO- and dust-based molecular gas measurements,
report tdep ∝ (sSFR/sSFRMS)

−0.49, where sSFRMS is the sSFR of
a galaxy on the main sequence at a given stellar mass and redshift
(see also Tacconi et al., in prep). This model attempts to incorpo-
rate variation in star-formation efficiency that may drive the scatter
in the star-forming main sequence. Galaxies with lower depletion
times necessarily have a higher sSFR, as they are able to convert
their molecular gas reservoir into star formation more efficiently.

Figure 4 illustrates the median redshift dependence (and scat-
ter) of tdep values for each model as applied to the COLD GASS and
PHIBSS samples. For our four models, the evolution in the result-
ing depletion times, as well as their scatter at fixed z, varies signifi-
cantly. The difference in assumed dependence on z and stellar mass,
in particular, allows us to probe potential systematic uncertainties
associated with the relationship between αCO and total mass sur-
face density. Model TM- yields the strongest evolution in tdep due,

6 Davé, Finlator & Oppenheimer (2012) do not distinguish between atomic
and molecular gas; however, the molecular component is expected to be
dominant with our sample, such that the inclusion or exclusion of atomic
gas should not significantly affect our results.
7 The redshift dependence of this normalization is chosen to match the
global sSFR evolution from Pérez-González et al. (2008)

in large part, to the difference in median stellar mass between our
low-z and high-z samples and the assumed mass dependence of that
model. Altogether, it is important to note that our approach for esti-
mating αCO will not be accurate on an object-by-object basis. The
inferred αCO estimates are meaningful on average, however, allow-
ing us to explore – in a statistical sense – the global trends of αCO
with galaxy properties and/or redshift.

4 DEPENDENCE OF αCO ON Σtot

The expected relationship between αCO and total (baryonic) mass
surface density (Σtot) in our sample depends on the primary phase
of molecular gas within the systems. The αCO value of GMCs in
the Milky Way disk is largely insensitive to the surrounding galac-
tic environment, with no significant evidence for a correlation be-
tween αCO and Σtot (Solomon et al. 1987; Ade et al. 2011). A cor-
relation between αCO and Σtot has been observed, however, within
‘diffuse’ clouds of molecular gas (Downes & Solomon 1998; Sand-
strom et al. 2013). For example, at the centers of local ULIRGs,
observations indicate that molecular gas primarily exists as an ex-
tended molecular cloud (100s of pc in diameter) containing stars,
individual molecular clouds, and diffuse molecular gas (Downes &
Solomon 1998; Leroy et al. 2015). This diffuse gas has a higher
velocity dispersion (and thus lower αCO) than a similarly mas-
sive, but isolated cloud due to the contribution of enclosed stars
to the gravitational potential. For such a cloud, the dependence of
αCO on total mass surface density roughly follows the relation:
αCO ∝ Σ

−0.5
tot (Bolatto, Wolfire & Leroy 2013), reflecting the de-

pendence of the velocity dispersion (i.e. L′CO) on total mass surface
density (Downes & Solomon 1998). This description is consistent
with observations of local ULIRGs (Papadopoulos et al. 2012a),
simulations of molecular gas in disks and mergers (Narayanan et al.
2011), as well as (on a smaller scale) the lower αCO values ob-
served at the centers of local star-forming systems (Sandstrom et al.
2013).

While this correlation between αCO and Σtot is only expected
to lower αCO in a diffuse molecular cloud within a high-density
region of a galaxy, it may dictate the galaxy-wide αCO value if
a significant fraction of the total molecular gas is in this phase.
To first order, the galaxy-integrated αCO can be thought of as the
mass-weighted average of αCO in diffuse cloud(s) (αD) and in the
rest of the galaxy (αG), assumed to be composed of self-gravitating
GMCs:

〈αCO〉=
αDαG

fdαG +(1− fd)αD
, (9)

where fd is the (mass) fraction of molecular gas in the dif-
fuse phase. Observations of both low- and high-z ULIRGs point
to galaxy-wide αCO values close to 0.8 M� (K km s−1 pc2)−1

(Downes & Solomon 1998; Papadopoulos et al. 2012b; Magdis
et al. 2011; Spilker et al. 2015), consistent with the decrease in αCO
expected for a galaxy with a large fraction of its gas in a diffuse
phase. On the other hand, the average αCO value for molecular gas
in local star-forming galaxies largely mirrors the Milky Way value
(Sandstrom et al. 2013), consistent with gas that primarily resides
in self-gravitating GMCs.

By investigating the relationship between αCO and total mass
surface density for a large sample of galaxies at z∼ 0 and z∼ 1, our
study probes the evolution of molecular gas conditions over cosmic
time. In particular, we investigate the possibility that the structure
of molecular gas at z ∼ 1 is significantly different from that ob-
served at z ∼ 0, with more gas in large (kpc-scale) star-forming
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Figure 5. The dependence of αCO on total mass surface density (Σtot) in the low-z sample. The four panels, as labeled, correspond to αCO values inferred via
each of our assumed tdep models. Across all panels, grey points show spatially-resolved, dust-based measurements of αCO in local galaxies from Sandstrom
et al. (2013), exhibiting both regions diffuse (high Σtot and low αCO) and self-gravitating (Milky Way αCO) gas, with orange diamonds representing the
galaxy-averaged values. Additionally, magenta points correspond to measurements of local ULIRGs, with Σtot from Downes & Solomon (1998) and αCO
based on single component fits from Papadopoulos et al. (2012a). The faint purple triangles show our measurements for the 164 star-forming galaxies in
our low-z sample from COLD GASS, with the dark purple points illustrating the mean αCO for this sample across 5 distinct bins in Σtot ranging from
125 M� pc−2 < Σtot < 1.6× 104 M� pc−2. For the binned measurements, the horizontal error bar indicates the 25− 75% range in Σtot for the population
within the given bin, and the vertical error bar shows the 1σ error on the mean αCO value. Vectors in the lower-left corner of the top-left panel indicate how a
change in SFR or re affect our measurements of αCO and Σtot. The red, dot-dashed line indicates the relationship between αCO and Σtot for molecular gas within
galaxies, as suggested by Bolatto, Wolfire & Leroy (2013), Eq. 31, shifted to the average metallicity of our low-z sample according to the mass-metallicity
relation of Zahid et al. (2014). The dotted and dashed black lines denote models for the dependence of αCO on surface density assuming a mix of diffuse
molecular gas (with αCO ∝ Σ

−0.5
tot ) and gas in Milky Way-like GMCs (with a constant αCO; see equation 9). The dotted line represents a 50−50 mix, by mass,

of diffuse gas and GMC-like gas, and the dashed line represents a mix of 10% diffuse gas and 90% GMC-like gas. The αCO points within the COLD GASS
sample do not show a significant decrease with increasing total mass surface density, consistent with a population that contains a small fraction molecular gas
in diffuse, extended clouds.

clumps than self-gravitating GMCs, as suggested by high-z IFU ob-
servations (Förster Schreiber et al. 2009; Genzel et al. 2011; Cev-
erino, Dekel & Bournaud 2010). In this case (high fd), the stellar
mass enclosed in these clouds would raise their velocity dispersion,
leading to a negative correlation between αCO and Σtot at z ∼ 1.
However, if most of the gas is in the form of GMCs similar to those
in the Milky Way disk (low fd), we expect a constant αCO, inde-
pendent of Σtot.

4.1 COLD GASS

Figure 5 shows the relationship between αCO and total mass sur-
face density in our low-z sample. Throughout, we define total mass
surface density as the total stellar and gas mass for each system
divided by the area within re:

Σtot =
M∗+MH2 +MHI

πr2
e

. (10)

When calculating Σtot, MH2 is inferred from the associated tdep
model, in order to be consistent with the rest of the analysis. In
our low-z sample, stellar mass represents the dominant mass com-
ponent, with Mgas/(Mgas +M∗) ∼ 22% on average, such that we
adopt the r-band Petrosian half-light radius for re. Our results re-
main unchanged, however, when taking re to be the u-band Pet-
rosian half-light radius, which tracks the typically more-extended
light associated with star formation. Alongside the COLD GASS
sample in Fig. 5, we also plot αCO values determined from fits to
molecular emission in local ULIRGs, assuming a single compo-
nent ISM model, from Papadopoulos et al. (2012a) and dust-based
αCO measurements from Sandstrom et al. (2013), which track αCO
in kpc-sized regions in local ULIRGs and disk galaxies, respec-
tively. These measurements from the literature show that gas in
the densest regions of galaxies is affected by the galactic environ-
ment, such that αCO decreases with increasing Σtot. In contrast to
these spatially-resolved measurements, however, the system-wide
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Figure 6. The dependence of αCO on mass surface density for the PHIBSS sample. Blue circles represent our measurements of galaxies in PHIBSS, with the
tdep model used in each αCO calculation shown in the top of each panel, whereas grey, orange, and magenta points are the same as in Figure 5. Vectors in the
lower-left corner of the top-left panel indicate how a change in SFR or re affect our measurements of αCO and Σtot. Motivated by the noticeable trend between
αCO and surface density in the grey and magenta points, some models (Narayanan et al. 2012; Bolatto, Wolfire & Leroy 2013) suggest that αCO decreases
smoothly with increasing surface density in extended molecular clouds. As in Figure 5, we show the model from Bolatto, Wolfire & Leroy (2013), Eq. 31,
shifted to the metallicity of our high-z sample (following the redshift-dependent mass-metallicity relation of Zahid et al. (2014)) as the red dot-dashed line and
include models for the dependence of αCO on surface density assuming a mix of diffuse molecular gas (with αCO ∝ Σ

−0.5
tot ) and gas in Milky Way-like GMCs

(with a constant αCO; see Equation 9). The black dotted line represents a 50-50 mix, by mass, of diffuse gas and GMC-like gas, and the black dashed line
represents a mix of 10% diffuse gas and 90% GMC-like gas. The αCO points within the PHIBSS sample do not show a significant decrease with increasing
surface density, suggesting that molecular gas is primarily in the form of self-gravitating GMCs as opposed to large star-forming clumps.

(or integrated) αCO values for the Sandstrom et al. (2013) sample
do not show a correlation between αCO and Σtot, indicative of a
molecular gas component dominated by Milky Way-like GMCs.
As a connection between our understanding of αCO in individ-
ual molecular clouds and galaxy-wide αCO values, Fig. 5 shows
the expected trend between αCO and Σtot with 10% and 50% of
gas (by mass, following Equation 9) residing in a diffuse phase
(black dashed and dotted lines, respectively) — where we assume
αG = αMW shifted to the average metallicity of the low-z sample
(2.6 M� (K km s−1 pc2)−1 independent of Σtot), and αD ∝ Σ

−0.5
tot ,

normalized to 2.6 M� (K km s−1 pc2)−1 at Σtot = 100 M� pc−2.

For the COLD GASS sample, which probes total mass sur-
face densities intermediate between that of local ULIRGs and the
Sandstrom et al. (2013) sample, we do not find a decrease in αCO
with increasing Σtot. Independent of the depletion time model as-
sumed, the inferred αCO values are not significantly lower for the
high-density systems relative to their low-density counterparts. An
ordinary least-squares linear regression between αCO and Σtot re-
veals that none of the tdep models yield a slope more than 1σ be-
low 0. The lack of a significant trend between αCO and total mass
surface density suggests that CO-emitting molecular gas within the

COLD GASS sample is primarily in the form of self-gravitating
GMCs similar to those in the Milky Way disk.

4.2 PHIBSS

Figure 6 shows the relationship between αCO and total mass sur-
face density in our high-z sample, where Σtot is again calculated as
the total stellar and (molecular) gas mass divided by the area within
re. Excluding the atomic gas component in our high-z sample prob-
ably does not significantly affect our results, especially recognizing
that HI represents . 10% of the baryonic content in massive galax-
ies locally (Catinella et al. 2010). Although it traces bluer, slightly
more extended emission than the r-band measurements used in the
low-z sample, the I-band size is employed in this calculation due to
its high spatial resolution and sensitivity.

As for the low-z sample, we find no significant correlation be-
tween αCO and Σtot: a linear fit to the data shows that none of the
assumed tdep models yield αCO values that decrease with increasing
surface density. This result remains unchanged when utilizing com-
plementary Hα , JF120W, or HF160W size measurements to measure
Σtot (see Sec. 5.2 for a discussion of how the distribution of molec-
ular gas in our systems impacts our results). Overall, the relation-
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ship between αCO and surface density in the PHIBSS sample is dis-
crepant with a scenario in which molecular gas in high-z galaxies is
primarily in the form large, diffuse clouds, like those found in high-
density galaxy centers or merger-driven ULIRGs. Model T* points
are higher than those of our other models; however, uncertainties
in the redshift evolution of tdep result in significant uncertainties
in the normalization of our high-z αCO values (see Sec. 5.5). Val-
ues of αCO for our T* model are greater than those of our other
depletion time models, in part due to differences in the star forma-
tion rate indicators used to track the evolution of the sSFR (and
thus the redshift-dependent normalization of the T* model) ver-
sus that used to measure the SFRs for our high-z sample (note that
model T* has the highest average tdep among our models at high-z;
see Fig. 4). An additional redshift dependence in model T*, like that
suggested in Genzel et al. (2015, tdep ∝ (1+ z)−0.3), would lower
the model T* αCO values, significantly reducing the discrepancy
between the model T* points and the Milky Way value. Regardless,
the model T* αCO values are consistent with the non-correlation
between αCO and Σtot observed for the rest of the models.

As in Fig. 5, black dashed and dotted lines in Fig. 6 indicate
the predicted correlation between αCO and Σtot for a sample with
10% and 50% of the molecular gas in a diffuse phase respectively.
The PHIBSS data are consistent with . 10% of the molecular gas
in typical massive star-forming galaxies residing in a diffuse phase
(contributing . 30% of the CO luminosity), with the vast majority
of gas contained within self-gravitating GMCs.

The lack of an observed decrease in αCO for high-density star-
forming galaxies at z∼ 1 is arguably more surprising than the same
result at z∼ 0.05. The high-z sample is much more dense on aver-
age than the low-z sample (〈Σtot〉 = 1600 M� pc−2 for PHIBSS
compared with 〈Σtot〉= 800 M� pc−2 for COLD GASS) and con-
tains a higher fraction of highly star-forming ULIRGs than the
low-z sample, both thought to be indicative of low αCO values.
Regardless of the depletion time model adopted, however, most
(92− 100 per-cent) of the αCO measurements are closer to the
Milky Way value (4.36 M� (K km s−1 pc2)−1) than the canonical
ULIRG value (0.8 M� (K km s−1 pc2)−1). Despite the changing
ISM conditions between z ∼ 0 and z ∼ 1, the trend between αCO
and density in the high-z sample follows the invariance between
αCO and surface density observed in the COLD GASS sample lo-
cally, which suggests that the molecular gas in typical star-forming
galaxies at z∼ 1 is primarily in the form of self-gravitating GMCs
instead of large, diffuse clouds.

5 DISCUSSION

Across a broad range of assumed molecular depletion times, we do
not observe a significant correlation between αCO and total mass
surface density for our sample of massive star-forming galaxies
at z ∼ 0 and z ∼ 1. Instead, our analysis indicates that objects in
our sample primarily contain molecular gas in the form of self-
gravitating GMCs as opposed to in a diffuse phase. This result
is somewhat surprising, particularly at high-z, where observations
suggest that kpc-scale clumps contribute substantially (∼ 20%) to
the galaxy-wide SFR (Förster Schreiber et al. 2011; Genzel et al.
2011; Wuyts et al. 2012) and potentially form stars in a similar
process to that observed in local ULIRGs. Rather, we find that the
molecular gas in typical star-forming systems, at both low- and
high-z, is primarily in the form of self-gravitating molecular clouds.
In this section, we investigate possible systematic effects that could
impact our results.

5.1 Temperature and Excitation Effects

If the high-density galaxies in our sample have systematically lower
ISM temperatures, the molecular gas would be less luminous de-
spite its elevated dispersion, thereby increasing αCO so as to poten-
tially flatten an existing correlation between αCO and Σtot. Obser-
vations of cold gas in star-forming galaxies with Herschel, how-
ever, indicate that gas temperatures remain remarkably constant
between z ∼ 1 and z ∼ 0 in typical systems (Dunne et al. 2011;
Elbaz et al. 2010; Magnelli et al. 2014; Béthermin et al. 2015).
Moreover, observations of mergers and ULIRGs typically yield gas
temperates elevated by a factor of 2−4 (not lower) relative to that
measured in normal star-forming systems (Krumholz & Thompson
2007; Papadopoulos et al. 2012b; Kamenetzky et al. 2014). Such
elevated gas temperates would produce lower αCO values, so as to
strengthen a potential correlation between αCO and surface density,
not weaken it.

Furthermore, given that the brightness temperature ratio
L′32/L′10(r31) = 0.5 is directly linked to the inferred CO J=(1→ 0)
luminosity, any systematic variation of r31 across our z ∼ 1 sam-
ple would directly influence our αCO observations. Although the
excitation temperature is linked with gas density on the scales of
individual clouds, global r31 values exhibit little variation with inte-
grated galaxy properties. The value of r31 = 0.5 has been observed
in both normal galaxies (Mauersberger et al. 1999; Yao et al. 2003)
and local ULIRGs (Papadopoulos et al. 2012a; Bauermeister et al.
2013b; Daddi et al. 2015). While there is significant (40%) scat-
ter in measured r31 values, no strong correlation between r31 and
stellar mass, star formation rate, gas mass, or dust temperature has
been observed. If CO is in a more thermalized state in the dens-
est systems, the r31 ratio will decrease, resulting in lower inferred
αCO values based on the inferred molecular gas mass. Although
there is some evidence for a higher r31 in denser galaxies (Daddi
et al. 2015), and observations of two z ∼ 2 PHIBSS galaxies mea-
sure r31 of close to unity (Bolatto et al. 2015), the thermalized limit
of r31 = 1 restricts this effect to a factor of 2, not enough to fully
explain the factor of ∼ 5 discrepancy between the PHIBSS αCO
values and those in similarly dense local ULIRGs.

5.2 Resolution Effects

Another explanation for the results in Section 4 is that our measure-
ments of Σtot are not accurate representations of the molecular gas
environment within our galaxy sample. Previous studies that find
a reduction in αCO with increasing Σtot resolve kpc-scale regions
within nearby galaxies (Sandstrom et al. 2013; Papadopoulos et al.
2012b), whereas our measurements of αCO and Σtot are integrated
over the entire system. As a result, our Σtot determination would fail
to describe molecular gas conditions in a galaxy with significantly
offset molecular gas and stellar mass distributions.

Observations of nearby galaxies, however, find that the dis-
tributions of molecular gas and stellar mass are remarkably simi-
lar. For example, Regan et al. (2001) and Leroy et al. (2008) con-
struct high-resolution maps of CO emission in 15 and 23 nearby
galaxies, respectively; both find that the CO scale length is consis-
tent with the stellar scale length for a wide range of galaxy types.
Tacconi et al. (2013) arrive at the same result (albeit with lower-
resolution observations) for 21 high-z star-forming galaxies with
spatially-resolved CO maps from PHIBSS, including a subset of
the sources in our high-z sample (see also Genzel et al. 2013; Fre-
undlich et al. 2013). The molecular gas distributions within nuclear
starbursts, such as those observed in local ULIRGs, on the other
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hand, clearly do not match their stellar distributions. Further ver-
ification that molecular gas at intermediate redshift does not live
in preferentially dense environments is possible via high-resolution
observations with ALMA, which – in its most extended configura-
tion – is capable of resolving the CO J=(3→ 2) emission on ∼ kpc
scales at z ∼ 1. A high-resolution census of the molecular gas in
typical star-forming systems with ALMA (or NOEMA) would pro-
vide a better measurement of the total mass surface density within
molecular clouds, thereby serving as a valuable check of our re-
sults.

5.3 Metallicity Effects

As discussed in Section 1, along with total surface mass den-
sity, metallicity is the galaxy property most associated with vari-
ation in αCO. The dependence of αCO on metallicity is driven by
the underlying correlation between the fraction of CO-dark gas
within a molecular cloud and extinction, which in turn depends
on metallicity such that as gas-phase metallicity increases, αCO
decreases. Different parameterizations exist describing the depen-
dence of αCO on metallicity. For example, Narayanan et al. (2012)
arrive at αCO ∝ 1/Z′ as a fit to hydrodynamic simulations, while
Bolatto, Wolfire & Leroy (2013), following the analytic arguments
of Wolfire, Hollenbach & McKee (2010), give αCO ∝ exp(0.4/Z′),
where Z′ is the metallicity as a fraction of solar. Both of these pa-
rameterizations provide a good fit to observations of αCO and gas-
phase metallicity which indicate that on average αCO decreases by
roughly 1 dex over the range 8 < 12+ log(O/H)< 9.

Since neither direct-T nor strong-line metallicity measure-
ments are available throughout our sample, we estimate the gas-
phase metallicity of each galaxy in PHIBSS and COLD GASS
according to the observed stellar mass, using an assumed mass-
metallicity relation. Metallicities are first determined from the
redshift-dependent mass-metallicity relation of Zahid et al. (2014),
and then converted to the metallicity scale of Kobulnicky & Kewley
(2004) using the conversion from Kewley & Ellison (2008). This
conversion allows us to compare our results with measurements of
local disks in the Sandstrom et al. (2013) sample and local dwarfs
as measured by Leroy et al. (2011).

Figure 7 shows the relationship between αCO and metallicity
in both the low- and high-z samples. Overall, our measurements are
in line with the weak negative correlation between αCO and metal-
licity predicted. While we are unable to disentangle the contribu-
tions of Z′ and Σtot in setting αCO for our observed galaxy sample,
the expected dependence of αCO on Z′ suggests that metallicity has
a limited effect on our results, and in particular, would not can-
cel an existing trend between αCO and Σtot. High-density galaxies
tend to be more massive, and thus more metal rich, with lower αCO
values than their low-metallicity counterparts. Therefore, any un-
derlying dependence of αCO on Z′ would serve to strengthen any
existing anti-correlation between αCO and Σtot. Moreover, the rel-
atively weak dependence of αCO on metallicity in the metal-rich
regime, combined with the small range of metallicities spanned by
our sample, suggests that this effect should lower αCO by at most
0.13 dex across our high-z sample and 0.12 dex across our low-z
sample. This small decrease is certainly less important in setting
αCO than the decrease in αCO expected for a galaxy with a large
fraction of its gas in a ULIRG-like diffuse cloud. While the pres-
ence of low-metallicity gas can significantly alter αCO, the mag-
nitude and direction of this effect in our sample are incompatible
with a scenario in which the results in Sec. 4 are explained as the
combination of a density effect and a metallicity effect.

Given the range of stellar mass dependencies among our de-
pletion time models, it is unsurprising that we observe varying rela-
tionships between αCO and metallicity in Fig. 7. For depletion time
models TM+ and T*, we see no significant correlation between
αCO and metallicity. For model TZ, there is a slight negative trend
between αCO and metallicity (logαCO− logZ′ slope =−3.4±0.9),
while model TM- results in a very steep relationship between αCO
and metallicity (slope = −6.5±0.9). By inferring Z′ from the ob-
served stellar mass, our metallicity estimates are highly uncertain,
so as to potentially smear out an underlying αCO−Z′ trend. How-
ever, use of strong-line metallicity measurements, available for a
subset of our low-z sample (Tremonti et al. 2004), results in a gen-
erally flatter αCO−Z′ relation with comparable scatter.

As shown in Fig. 7, all depletion time models, except for TM-,
are consistent with the weak negative correlation between αCO and
metallicity observed locally in the relevant metallicity range. While
the points for model T* are higher at z∼ 1 than z∼ 0, their slope is
still consistent with the expected Z′ dependence. The nature of this
general evolution in αCO is unclear. As discussed in Section 5.5,
uncertainties in the redshift evolution of tdep result in uncertainties
in the normalization of our high-z αCO values. Relative differences
in αCO as a function of galaxy properties, however, are not sub-
ject to this same uncertainty. Regardless, the strong anti-correlation
we find for model TM- is inconsistent with the expected Z′ de-
pendence, such that model TM- is incompatible with the COLD
GASS and PHIBSS observations. Alternatively, the weak corre-
lation between αCO and metallicity in models TZ, TM+, and T*,
corresponding to a decrease in αCO of around 0.2 dex across our
sample, is consistent with local observations and models, provid-
ing further evidence in support of these depletion time models.

5.4 Surface Density Dependent tdep Models

While the depletion time models we adopt do not necessarily pre-
clude a correlation between tdep and total mass surface density,
some studies report a more direct relationship between depletion
time and surface density. For example, a Kennicutt-Schmidt (KS)
law (ΣSFR ∝ ΣN

mol gas) with N = 1.4 (Kennicutt 1998) or a model
relating tdep to the orbital time of the gas (Kennicutt 1998; Ken-
nicutt et al. 2007) or stellar surface density (Boselli et al. 2014)
all imply strong correlations between tdep and total mass surface
density. Given that our αCO estimates are determined directly from
depletion time models (Eq. 8), a model that assumes a correlation
between tdep and surface density will undoubtedly imply a trend
between αCO and total mass surface density.

To demonstrate the extent of the effect produced by adopting
one of these models, we show the relationship between Σtot and
αCO determined from an N = 1.4 KS law in Fig. 8. In this case, a
stronger relationship between αCO and surface density is observed,
consistent with a ∼ 20% diffuse fraction at low-z and a ∼ 10%
diffuse fraction at high-z (contributing ∼ 41% and ∼ 24% to the
CO luminosity at low- and high-z respectively). The small change
between these results and the results presented in Sec. 4 is likely
due to the fact that molecular gas (controlling the density effect)
represents a sub-dominant mass component within our systems. If
N is chosen to be less than 1.4 (in line with more recent results,
e.g. Genzel et al. 2010), the relationship between αCO and Σtot flat-
tens, better matching the trend expected for a . 10% diffuse frac-
tion for both samples. While the adoption of an N > 1.4 KS law
would increase the inferred diffuse fraction, most measurements of
N within nearby galaxies lie between 1 (Leroy et al. 2008; Bigiel
et al. 2008, 2011; Schruba et al. 2011) and 1.4 (Kennicutt 1998;
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Figure 7. The dependence of αCO on metallicity in both the low- and high-z samples in our study. Blue, purple, grey, and orange points are the same as
in Figures 5 and 6. Red points are taken from measurements within the Local Group from Leroy et al. (2011). Two models for the dependence of αCO on
metallicity are also shown: the blue dashed line shows the weak dependence of αCO on metallicity given in Bolatto, Wolfire & Leroy (2013), and the black dot-
dashed line shows the stronger dependence given by Narayanan et al. (2012). Both the low- and high-z samples qualitatively match the expected relationship
between αCO and metallicity in all tdep models except TM-. Additionally, the scatter in our measurements at fixed metallicity is similar to that of Sandstrom
et al. (2013).

Krumholz, McKee & Tumlinson 2009; Kennicutt & Evans 2012),
and CO-independent measurements within local galaxies find N to
be consistent with 1 (Leroy et al. 2013). Furthermore, if we take tdep
to be proportional to the orbital time of the gas (Kennicutt 1998),
determined from the HI line width, the relationship between αCO
and Σtot matches the trend observed using the N = 1.4 KS law in
the low-z sample. In the high-z sample, HI orbital velocities are
not available and there is no evidence that the CO line width is
dominated by clear rotational motions, so we do not test this case.
Although the adoption of a tdep model that strongly correlates with
surface density results in a stronger correlation between αCO and
Σtot within our sample, the relationship between αCO and total mass
surface density, indicative of the overall structure of molecular gas
within galaxies, does not change between the low-z and high-z sam-
ples. Specifically, our analysis indicates that molecular gas, both
at low- and high-z, is primarily distributed among self-gravitating
GMCs and not large, diffuse clouds.

5.5 Evolution of tdep

The nature of the star-formation process at high-z, which is directly
connected to the z ∼ 1 depletion time, is the subject of consider-
able debate. We have adopted forms of tdep that evolve slowly with
redshift, consistent with qualitatively non- (or weakly-) evolving
star-formation process, motivated by many different CO-based ob-
servations (Bauermeister et al. 2013a; Geach et al. 2011; Saintonge
et al. 2013; Magdis et al. 2012b; Genzel et al. 2015). Specifically,

Genzel et al. (2015), using both dust- and CO-based gas measure-
ments, find that depletion times evolve weakly with redshift for
galaxies on the star-forming main sequence. In contrast, Scoville
et al. (2016), using stacked far-IR photometry of galaxies at z > 1,
measure depletion times on the order of 108 yrs, at least a factor of
5 below the z∼ 1 depletion times that we adopt. Such a remarkably
short depletion time implies that star formation at z ∼ 1 is more
similar to that occurring in local ULIRGs than in the Milky Way.

Our primary results, which show αCO to be independent of
Σtot at z ∼ 0 and z ∼ 1, are largely insensitive to the assumed evo-
lution of tdep. Whereas depletion times as low as 108 yrs result in
αCO values close to those of local ULIRGs, they only affect the
normalization of our measurements, leaving the lack of a signifi-
cant trend between αCO and Σtot unexplained. On the other hand,
the motivation for lowering αCO in high-surface-density galaxies at
z∼ 1 may not apply for our sample. While kpc-scale clumps of star-
formation activity have been observed in high-z galaxies (Förster
Schreiber et al. 2011; Genzel et al. 2011), it is possible that these
star-forming clumps are composed of a collection of GMCs (see
Hemmati et al. 2014). In addition, although a variety of star forma-
tion histories have been shown to be consistent with the observed
star-forming main sequence (Kelson 2014; Abramson et al. 2015),
depletion times as low as 108 years require an extremely unlikely
conspiracy of gas accretion and cooling to avoid conflict with the
low scatter in the main sequence at z > 1 (Speagle et al. 2014).
As we do not observe a trend between αCO and Σtot, our observa-
tions indicate that molecular gas in typical star-forming galaxies at
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Figure 8. The relationship between αCO and surface density assuming an
N = 1.4 Kennicutt-Schmidt law. Blue, purple, grey, and orange points are
the same as in Figures 5 and 6. As in Figures 5 and 6, the model from
Bolatto, Wolfire & Leroy (2013) is illustrated as the red dot-dashed line,
and the expected trends between αCO and Σtot for galaxies containing 18%
and 11% diffuse gas are shown as the black dashed lines at low and high
z respectively. Adopting this surface-density dependent depletion time, a
strong correlation between αCO and Σtot is observed, consistent with a non-
negligible fraction of molecular gas in the diffuse phase. The relationship
between αCO and surface density does not change between the z∼ 1 and z∼
0 samples, however. Thus, even if the depletion time is strongly correlated
with surface density, we find no evidence of that the structure of molecular
gas within ‘typical’ star-forming galaxies is significantly different at z ∼ 1
compared with z∼ 0.

z < 1.5 largely resides in self-gravitating GMCs with a Milky Way
αCO value. This molecular gas structure, together with the high-
z CO observations, implies a weakly evolving tdep across cosmic
time.

6 CONCLUSIONS

For a sample of 164 low-z and 38 high-z star-forming galaxies with
CO detections drawn from COLD GASS and PHIBSS, respec-
tively, we estimate the CO-H2 conversion factor (αCO) using the
observed star formation rate and an adopted depletion time (tdep) to
infer the molecular gas mass. In particular, we study the relation-
ship between αCO and total mass surface density (Σtot), constrain-

ing the structure of molecular gas over cosmic time. Our primary
conclusions are as follows:

• For a broad range of assumed depletion times, we do not
find a significant correlation between αCO and total mass
surface density for both our low-z and high-z samples, which
suggests that . 10% of the molecular gas (by mass; . 30% by
luminosity) in these systems is contained in diffuse clouds, akin
to those that populate local ULIRGs. Instead, we find that the
molecular content of typical star-forming galaxies at z < 1.5
is primarily comprised of self-gravitating GMCs, with an αCO
value comparable to that found in the Milky Way.

• For both our low-z and high-z samples, which primarily include
metal-rich systems, we find that the relationship between αCO
and gas-phase metallicity is consistent with the weak negative
correlation observed locally. As this relationship is driven by
gas chemistry within molecular clouds, the constancy of this
relationship is evidence that the small-scale physics of GMC
collapse at z ∼ 1 is similar to that locally, despite potential
differences in large-scale ISM conditions.

• Altogether, our analysis points to a molecular gas depletion
time that is weakly evolving with redshift, such that typical
star-forming galaxies at z > 1 are more similar to scaled-up
Milky Way-like systems than local ULIRGs.
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Béthermin M. et al., 2015, A&A, 573, A113
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