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Institute of Cognitive Neuroscience, University College London
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Abstract

One influential view about the attentional demands of the
reading processes maintains that phonological assembly is
less automatic and more attention-demanding than pho-
nological retrieval. The strongest evidence is this respect is
the release-from-competition (RFC) effect (Paap & Noel,
1991), in which the pronunciation of low frequency excep-
tion words is speeded when participants have to perform a
concurrent memory task. However, the results of follow-up
investigations have led to a sharp controversy regarding
whether the phenomenon is real and whether it can be repli-
cated or not. The debate has reached stalemate, partly because
the discussion about architectural and processing assumptions
has been carried out only in verbal terms. This paper investi-
gates the RFC phenomenon through simulations with two
computational models of reading, the Connectionist Dual-
Process model (Zorzi et al.,, 1998) and the DRC model
(Coltheart et al., 1993). Both models failed to reproduce the
RFC effect, even when the specific assumptions made by
Paap and Noel were accurately implemented in the simula-
tions. This finding casts further doubts about the reality of the
phenomenon.

Introduction

Models of reading aloud distinguish between at least two
different ways to derive the phonological form of written
words. One route, usually referred to as lexical route, is
thought to operate by retrieving the phonology of known
words (addressed or retrieved phonology) from the visual
word form through a word-specific association mechanism,
The second route, named the assembly or phonological
route, is conceptualized as a spelling to sound mapping
process which allows the computation of the phonology
(assembled phonology) for any (legal) string of letters (Carr
& Pollatsek, 1985; Patterson & V. Coltheart, 1987, for re-
views). This fairly general “two-process” architecture is
supported by a large body of empirical data, and by con-
verging evidence coming from the neuropsychological
studies of reading disorders (acquired dyslexia; Denes,
Cipolotti, & Zorzi, 1998; Shallice, 1980, for reviews).
Although most of the researchers would probably agree
with the broad definition provided above, the details of the
models in the literature vary widely, and the different claims
about the nature of the computations underlying the reading
system have sparked a vigorous debate (see, e.g., Besner,
Twilley, McCann, & Seergobin, 1990; Coltheart, Curtis,

Atkins, & Haller, 1993; Plaut, McClelland, Seidenberg, &
Patterson, 1996; Seidenberg & McCelland, 1989; Van Or-
den, Pennington, & Stone, 1990; Zorzi, in press; Zorzi,
Houghton, & Butterworth, 1998a, 1998b).

A disputed issue regards the nature of the assembly
mechanism and the role of phonology in lexical access from
print. One view is that phonological assembly consists of
grapheme to phoneme correspondence (GPC) rules, that is,
a system based upon explicit rules specifying the dominant
(e.g., most frequent) relationships between letters and
sounds (Coltheart, 1978; Coltheart et al., 1993, for a com-
putational version of the GPC system). Furthermore, the
GPC route is held to be slow and serial (i.e., it delivers one
phoneme at a time), and is therefore regarded as a con-
trolled process, which is resource-demanding and subject to
strategic control (e.g., Monsell, Patterson, Graham, Hughes,
& Milroy, 1992; Paap & Noel, 1991). More generally, the
dual-route model (Baron, 1973; Coltheart, 1978; Meyer,
Schvaneveldt, & Ruddy, 1974) gives a predominant role to
the visual route, because the assembly of phonology is be-
lieved to be too slow to affect lexical access. A sublexical
(or prelexical) activation of phonology (coming from the
assembly route) can make some contribution to word recog-
nition only for very low frequency words, that is, those that
are too slowly dealt with by the lexical route (e.g., Seiden-
berg, Walers, Barnes, & Tanenhaus, 1984). Furthermore,
because the GPC route delivers the regular pronunciation of
a letter string, the assembled phonology 1s beneficial only in
the case of regular words, while it is detrimental in the case
of words with irregular spelling-sound correspondences
(Coltheart et al., 1993; Coltheart & Rastle, 1994). On this
account, written word recognition in real circumstances is
largely a matter of direct visual access from print.

A radically different view is that phonological assembly
is a fast and automatic process (e.g., Perfetti, Bell, & De-
laney, 1988; Perfetti & Bell, 1991), that plays an important
role in written word recognition (for reviews see Berent &
Perfetti, 1995; Van Orden et al., 1990). Phonological prop-
erties of printed words can affect performance in a variety
of reading tasks (see Frost, 1998, for review) and the results
of several studies suggest a fast and automatic assembly
process, preceding word identification. A fast and parallel
process of phonological assembly is implemented in the
recent connectionist “dual-process” model developed by
Zorzi and colleagues (1998a, 1998b; Zorzi, in press).
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The Release-From-Competition Effect

In 1991 Paap and Noel reported a new experimental phe-
nomenon which seemed to provide strong evidence in favor
of a “classic” dual-route model of reading. The participants
in Paap and Noel experiments had to maintain in memory a
number of digits while reading words aloud. The surprising
finding was that a memory load of five digits speeded the
pronunciation of low frequency exception words in the
reading task compared to a memory load of one digit. By
contrast, high frequency exceptions and both high and low
frequency regular words slowed down in the same compari-
son. The speeding of low frequency exception was in fact
predicted by Paap and Noel (although a concurrent task
usually has a detrimental effect on performance of the pri-
mary task). They made specific assumptions (within the
dual-route framework) about the attentional demands of the
two reading routes. Paap and Noel proposed that phonologi-
cal assembly is less automatic and more attention-
demanding than phonological retrieval; therefore, the for-
mer would be more susceptible to interference in the case of
a concurrent task. In the case of substantial slowing of the
assembly route (as in the case of the five digits load), the
lexical retrieval process would not be affected by the com-
peting candidate that are usually assembled in reading ex-
ception words. Thus, low frequency exception words would
not suffer from the competition derived from the existence
of conflicting pronunciations. Bernstein and Carr (1996)
named this effect “release from competition” (or RFC). The
effect of the load manipulation on the four types of words
can be seen in Figure 1.
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Figure 1: Data from Paap and Noel's (1991) study. The
graph shows the effect of a digit memory load (low =
one digit; high = five digits) on the naming latencies in
the reading task.

The striking results of Paap and Noel (1991) prompted
some researcher to carry out follow-up investigations. The
results of these studies have led to a sharp controversy re-
garding whether the phenomenon reported by Paap and
Noel is real and whether it can be replicated or not. Only
one study by Herdman and Beckett (1996) replicated the
RFC effect. Pexman and Lupker (1995) reported a complete
failure to replicate the RFC effect in a series of five experi-
ments. In their experiments, all word types slowed down
under the high load condition (see Figure 2). Bernstein and
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Carr (1996) succeeded in replicating the RFC effect, but
only in a subset of readers, suggesting individual differ-
ences in the architecture of the reading system. However,
Pexman and Lupker (1998) criticized Bernstein and Carr's
finding as artifactual and failed to replicate it with a differ-
ent way of selecting readers. In a follow-up study of the
individual differences account, Bernstein, DeShon, and Carr
(1998) found little evidence of systematic individual differ-
ences in the occurrence of the RFC effect. Thus, Bernstein
et al. concluded that the effect cannot be replicated (but see
Paap and Herdman, 1998, for opposing views).

Pexman & Lupker (Exp. 1)

g

|
X x+0
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FFEF

 ——

T T
Low High

Load
Figure 2: Data from Pexman and Lupker's (1995) ex-
periment 1. Note that the increasing digit memory load (low
= one digit; high = five digits) slowed down all word types
in the same way

Simulations of the RFC Effect

It is clear that the debate concerning the Paap and Noel
(1991) phenomenon has reached stalemate. The investiga-
tors involved in this debate have discussed at length why the
effect should or should not exist, focusing on the predictions
derived from different models and/or different architectural
assumption. However, these detailed analyses and discus-
sions have been carried out only in verbal terms, that is
without actually testing any of the available computational
models. Pexman and Lupker (1995) have even hypothesized
how memory load might affect a single route connectionist
model. In the limit, this enterprise might be misleading,
because the behavior of a complex computational model can
be neither predicted nor inferred without actually running
the simulations.

In this article, I investigate the Paap and Noel (1991)
phenomenon through simulations with the Connectionist
Dual-Process model (Zorzi et al., 1998a) and with Coltheart
et al.’s (1993) DRC (Dual-Route Cascade) model. Starting
with simple computational assumptions regarding the effect
of memory load (which follow directly the assumptions
made by Paap and Noel), I assess whether the RFC effect
can be observed in the models in any of a range of tested
conditions.

Simulations with the Dual-Process Model

Zorzi et al. (1998a) developed a connectionist model of
reading where a dual-route processing system emerges from
the interaction of task demands and initial network archi-



tecture in the course of reading acquisition. In this model,
the distinction between phonological assembly and lexical
retrieval is realized in the form of connectivity (either direct
of mediated) between orthographic input and phonological
output patterns (see Houghton & Zorzi, 1998, for similar
treatment of the problem of learning the sound-spelling
mapping in writing). The model thus maintains the uniform
computational style of the PDP models, but makes a clear
distinction between lexical and sublexical processes in
reading. The model has been shown to account for a number
of empirical results, including the interaction between fre-
quency and regularity, the effects of consistency, the effect
of the position of irregularity, the interaction between word
length and lexicality, and the impaired performance of pa-
tents with neuropsychological disorders (Zorzi et al.,
1998a; 1998b; Zorzi. in press).

The two processing pathways of the Dual-Process model
are activated in parallel and their phonological output builds
up over time in a cascaded fashion. However, in contrast to
a classic dual-route horserace model, the processing rates of
the two routes are very similar (the assembly route is actu-
ally faster than the lexical route). Following Paap and
Noel's (1991) assumption that a digit memory load slows
down processing in the assembled route, the effect of mem-
ory load was simulated in the Dual-Process model by ma-
nipulating the ramp parameter of the phonological assembly
route. This parameter dictates the number of processing
cycles that are necessary for the assembly route to reach its
asymptotic (i.e., maximum) output value. Therefore, an
increase in the value of ramp corresponds to a slower pro-
duction of the assembled phonology in the model.

Method The low load condition was simulated by holding
the ramp parameter unchanged (8 cycles). That is to say, the
low load condition was a no-load condition in the model.
For the high load condition, the model was tested with two
different values of the ramp parameter, that is 15 and 20
cycles. The word lists used by Paap and Noel (1991) were
submitted to the model. Of the 40 words used in the Paap
and Noel study, 8 were not in the model’s lexicon (two of
these were bisyllabic, and four other were inflected words)
and were therefore excluded. Because the words are
matched in quadruplets, the three corresponding words for

Ramp15

Load High

Low

RT

each of the excluded word were removed from the analyses.
This left with 14 words in each list.

RT data were collected from the model by first running
the word lists with the original model’s parameter (low load
condition). The same lists were presented to the model two
other times with the assembly ramp parameter changed to
15 and then to 20 cycles.

Results - Ramp 15 The RT data obtained from the model
were analyzed in a 2 (Frequency: high vs. low) X 2
(Regularity: regular vs. exception) X 2 (Load: low vs. high)
repeated measures analysis of variance. The effects of fre-
quency (F,,=64.72, Mse=91.08, p<.001), regularity
(F,,=39.45, Mse=23.22, p<.001), as well as their interac-
tion (F,,= 17.67, Mse= 9.72, p=.001) were significant.
Naming latencies for high frequency words (2.62 cycles)
were faster compared to low frequency words (4.43 cycles),
and regular words (3.07) were faster compared to exception
words (3.98). The effect of load was significant
(F,,;=162.87, Mse=33.22, p<.001), showing that naming
latencies under high load (4.07) were longer than under low
load (2.98). However, load interacted with both regularity
(F,,,=36.38, Mse=3.22, p<.001) and frequency (F,,=33.85,
Mse=8.58, p<.001). That is, load was more affecting low
frequency words (3.6 vs. 5.24) than high frequency words
(2.35 vs. 2.89), and regular words (2.35 vs. 3.78) more than
exception words (3.60 vs. 4.35). The three-way interaction
was not significant. The results are shown in Figure 3, panel
A

Results - Ramp 20 The RT data obtained from the model
were analyzed in a 2 (Frequency: high vs. low) X 2
(Regularity: regular vs. exception) X 2 (Load: low vs. high)
repeated measures analysis of variance. The effects of fre-
quency (F,  ,=114.49, Mse=106.08, p<.001), regularity
(F,,;=38.21, Mse=16.51, p<.001), as well as their interac-
tion (F, .= 13.72, Mse= 7.51, p<.01) were significant. The
effect of load was significant (F,,,=250.13, Mse=58.58,
p<.001), showing that naming latencies under high load
(4.43) were longer than under low load (2.98). However,
load interacted with both regularity (F,,=52.36, Mse=6.51,
p<.001) and frequency (F,,,=49.81, Mse=13.58, p<.001).

The three-way interaction was significant (F, =4.94,
Mse=.72, p<.05. The results are shown in Figure 3, panel B.
Ramp20
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Figure 3: Results of the load manipulation with the Dual-Process model. Panel A: ramp parame-
ter was set to 15 cycles (Ramp15). Panel B: ramp parameter was set to 20 cycles (Ramp20).
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Discussion Inspecting the graphs in Figure 3, it can be
noted that the results are quite similar for both values of
ramp. More important, however, is that in both cases the
model does not show a RFC effect. That is, the significant
interactions in the two anova qualify a pattern that 1s very
different from that found by Paap and Noel (1991). The
load manipulation does not speed up any of the word types.
Load has more impact on low frequency words; within low
frequency words, the detrimental effect of load is maximal
for the regular words. This pattern of results can be ascribed
to the reduced contribution of phonological assembly in the
model. Note, however, that load has some effect on the high
frequency words as well. This is because the assembly pro-
cedure in the Dual- Process model is a fast process, inter-
acting with the lexically-derived phonology even in the case
of high frequency words.

The pattern produced by the Dual-Process model resem-
bles rather closely that found by Pexman and Lupker (1995)
in their Experiment 1, which attempted to replicate the Paap
and Noel (1991) phenomenon using the same experimental
material.

Simulations with the DRC model

The DRC model (Coltheart et al., 1993; Coltheart & Rastle,
1994) is a traditional dual-route model, where the assembly
procedure is conceptualized (and implemented) as a slow,
serial route, operating on grapheme-phoneme correspon-
dences. Note that this characterization perfectly fits the
dual-route horse-race model described by Paap and Noel
(1991). Therefore, it might be anticipated that DRC is the
mode] that would most likely show a pattern similar to the
Paap and Noel phenomenon. In contrast to the Dual-Process
model, the processing rates of the two routes are quite dif-
ferent. In this regard, the key feature of DRC is that the
lexical route operates in parallel on the letter constituents of
the input word, whereas the assembly (GPC) route operates
serially on the individual letters. The letters are therefore
submitted to the GPC route one at a time, with the speed of
serial processing determined by a parameter specifying the
time interval between submission of each letter. Such pa-
rameter is tied to the processing in the lexical route, and is
therefore measured in processing cycles. The parameter is
normally set to 17; that is, each letter is submitted to the
GPC algorithm every 17 processing cycles in the lexical
route. An increase of the interval would slow down the as-
sembly procedure and as such is a good candidate for
simulating a memory load manipulation. A second parame-
ter of DRC which can be useful to simulate a memory load
condition 1s the strength of the GPC procedure, that is, the
excitation received by the phoneme system when a given
phoneme is produced by the GPC rules.

Method A procedure similar to that used with the Dual-
Process model was employed to investigate the effect of
memory load in DRC (I am grateful to Kathy Rastle for
running the simulations). The low load condition was
simulated in DRC by holding all GPC parameters un-
changed (inter-letter interval=17 cycles; GPC excita-
tion=.055). Thus, similarly to the simulations with the Dual-
Process model, the low load condition was actually a no-
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load condition. For the high load condition, the model was
tested with two different values of the inter-letter interval
parameter, which was increased to 25 and to 50 cycles. In
addition, a third simulation of the high load condition was
obtained by reducing the strength of GPC excitation from
055 1o .03.

The word lists used by Paap and Noel (1991) were sub-
mitted to the model. Of the 40 words used in the Paap and
Noel study, 4 were not in the model's lexicon (two of these
were bisyllabic) and one was wrong in the database. These
words were therefore excluded, and the corresponding
matched words in the other three lists were removed from
the analyses. This left with 15 words in each list.

RT data were collected from the model by first running
the word lists with the original model’s parameter (low load
condition). The same lists were presented to the model three
other times with the GPC parameters altered as to simulate
the high load condition.

Results - Inter-letter interval 25 The RT data obtained
from the model were analyzed in a 2 (Frequency: high vs.
low) X 2 (Regularity: regular vs. exception) X 2 (Load: low
vs. high) repeated measures analysis of variance. The ef-
fects of frequency (F ,=42.58, Mse=1209.68, p<.001) and
regularity (F, =21.17, Mse=880.21, p<.001) were signifi-
cant. Their interaction, however, was not significant (F, =
46, Mse= 20.01, p>.5). Naming latencies for high fre-
quency words (76.9 cycles) were faster compared to low
frequency words (83.2 cycles), and regular words (77.3
cycles) were faster compared to exception words (82.7 cy-
cles). The effect of load was not significant (F,,=1.16,
Mse=8.01, p>.1). However, load interacted with regularity
(F,,=14.91, Mse=81.68, p=.002). That is, regular words
slowed down under high load (76.8 vs. 77.9 cycles),
whereas exception words sped up (83.8 vs. 81.7 cycles).
The load by frequency and the three-way interactions were
not significant. The results are shown in Figure 5, panel A.

Results - Inter-letter interval 50 The RT data obtained
from the model were analyzed in a 2 (Frequency: high vs.
low) X 2 (Regularity: regular vs. exception) X 2 (Load: low
vs. high) repeated measures analysis of variance. The ef-
fects of frequency (F,,=46.56, Mse=974.70, p<.001) and
regularity (F,,=12.76, Mse=410.70, p<.01) were signifi-
cant. Their interaction, however, was not significant (F, =
.09, Mse= 2.13, p>.7). Naming latencies for high frequency
words (75.2 cycles) were faster compared to low frequency
words (80.2 cycles), and regular words (76.2 cycles) were
faster compared to exception words (79.9 cycles). The ef-
fect of load was significant (F,  ,=72.10, Mse=616.53,
p<.001), showing that naming latencies under low load
(80.3 cycles) were longer than under high load (75.8 cy-
cles). Load interacted with regularity (F,,=50.80,
Mse=340.03, p<.001). That is, both regular and exception
words were faster under high load compared to low load,
but exception words sped up (83.8 vs. 75.9 cycles) more
than regular words (76.7 vs. 75.6 cycles). The load by fre-
quency interaction was not significant, but the three-way
interaction was reliable (F,,=5.86, Mse=38.53, p<.05. The
results are shown in Figure 5, panel B.



Results - GPC Excitation .03 The RT data obtained from
the model were analysed in a 2 (Frequency: high vs. low) X
2 (Regularity: regular vs. exception) X 2 (Load: low vs.
high) repeated measures analysis of variance. The effects of
frequency (F, =47.19, Mse=1098.08, p<.001) and regular-
iy (F,,=20.48, Mse=658.01, p<.001) were significant.
Their interaction, however, was not significant (F,,,= .94,
Mse= 20.01, p>.3). Naming latencies for high frequency
words (75.7 cycles) were faster compared to low frequency
words (81.8 cycles), and regular words (76.4) were faster
compared to exception words (81.1). The effect of load was

Inter25 Inters50

90
85 ?
80
=75
70
65
Low

High Low

Load Load

significant (F,,,=45.55, Mse=285.21, p<.001), showing that
naming latencies under low load (80.3 cycles) were longer
than under high load (77.2 cycles). Load interacted with
regularity (F, ,=32.92, Mse=170.41, p<.001). That is, ex-
ception words were faster under high load compared to low
load (83.8 vs. 78.4 cycles), whereas the effect of load for
the regular words was quite small (76.8 vs. 76.1 cycles).
The load by frequency interaction was not reliable, but there
was a trend towards a three-way interaction (F, =3.27,
Mse=10.21, p=.09. The results are shown in Figure 5, panel
C.

gpc.03
90
85 ‘ —e—LFExc
Ef’,ﬂ N ---m-- LF Reg
i n —a— HF Exc
65 ---%--- HF Reg
High Low T High

Figure 5: Results of the load manipulation with the DRC model. Panel A: the inter-letter interval
was set to 25 cycles (Inter25). Panel B: the inter-letter interval was set to 50 cycles (Inter50).

Panel C: GPC excitation was set to 0.03 (gpc.03).

Discussion Inspecting the graphs in Figure 5, it can be seen
that the results produced by the three different high load
conditions are similar, in particular for Inter50 and gpc.03.
The crucial finding, however, is that in all cases the low
frequency exception words speed up under high load. Thus,
it would seem that the DRC model produces the RFC effect.
However. other word types speed up under high load. For
instance, high frequency exception words benefit of the
high load as much as the low frequency exceptions. What is
more striking, however, is that even high frequency regular
words speed up under high load in two of the simulations,
whereas low frequency regular words are virtually unaf-
fected by the load manipulation. It should be clear that this
pattern does not match that found by Paap and Noel (1991).
This becomes more evident by visually comparing the
original data from Paap and Noel in Figure 1 with the
graphs of Figure 5.

General Discussion

Paap and Noel's (1991) RFC phenomenon is potentially
very important because, if real, it poses a number of con-
straints on the architectural and processing assumptions of
reading models. This is why the controversy about its repli-
cability has been relatively sharp (e.g., Bernstein & Carr,
1996; Bernstein et al., 1998; Paap & Herdman, 1998; Pex-
man & Lupker, 1995, 1998). However, the theoretical de-
bate has been carried out on purely verbal grounds. For ex-
ample, Paap and Noel predicted that slowing down the
nonlexical route (through a digit memory load) would fa-
cilitate processing of low frequency exception words. Pex-
man and Lupker (1995) argued that the same result could be
explained within a single-route PDP account: they specu-
lated that a memory load would hinder the ability of the
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competitors of the correct word pronunciation to compete
during a phonological cleanup process. The debate has
reached stalemate for two main reasons: first, several stud-
ies failed to replicate the RFC phenomenon (even when
possible individual differences among readers where con-
sidered; Pexman & Lupker, 1995, 1998; Bernstein et al.,
1998), but at least one study provided a complete replication
of the effect (Herdman & Beckett, 1996); second, the vari-
ous predictions and/or accounts have not been tested com-
putationally.

The basic question addressed by the present study is not
that of replicability of the effect, but rather that of whether a
dual-route processing system does actually predict the Paap
and Noel phenomenon. The RFC effect was investigated
using two computational models of reading: the DRC model
and the Dual-Process model. I assumed, following Paap and
Noel (1991), that a memory load slows down the nonlexical
route. However, the simulations with both models failed to
produce the complete Paap and Noel phenomenon. The
Dual-Process model showed a pattern of results that resem-
bled the findings of Pexman and Lupker (1995). The simu-
lations with the DRC model revealed a more complex pat-
tern, but no simulation resembled the overall pattern ob-
served by Paap and Noel (1991). This might be surprising,
given that the architectural and processing assumptions of
the DRC model appear to largely overlap with Paap and
Noel’s own characterization of the dual-route model.

In summary, the present study has important implications
for the debate concerning the Paap and Noel (1991) phe-
nomenon. Indeed, the predictions made by Paap and Noel
were not confirmed in either of two different computational
implementations of dual-route theories (the Dual-Process
model and the DRC model). The models fail to produce the



effect even when Paap and Noel's assumptions are accu-
rately implemented in the simulations. This finding casts
further doubts about the reality of the phenomenon.
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