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Abstract

The Quantum Brain: Explorations and Adventures with Posner molecules

by

Joshua Sidney Straub

The brain’s computational functions, from information synthesis and memory recall

to consciousness, remain largely enigmatic. Despite great scientific effort, the mecha-

nisms behind information storage, computation, and readout within the brain are still

not well understood. Because of the warm, crowded nature of biological systems, it

has traditionally been thought that quantum states would rapidly decohere and be un-

suitable for biological information storage. Recently, the “Quantum Brain theory” has

proposed the potential for a quantum information network in the brain that could main-

tain and process quantum information on timescales relevant to brain function. Within

the framework of this theory, quantum information is stored in the collective phosphorus

spin states of nanometric calcium phosphate clusters known as Posner molecules. The

pair binding of these Posner molecules is postulated to be impacted by the collective

phosphorus spin states, allowing for a unique quantum state to biochemical signal trans-

duction mechanism. Given that this theory puts forward a uniquely possible method

for quantum information processing in the brain, experimental validation or refutation

of the theory would be an important step towards an understanding of brain function.

This thesis presents experimental results aimed at testing the possibility of this Quantum

Brain theory. We show that Posner molecules are stable in simulated body fluids, and

uncover a differential lithium isotope effect on the growth of calcium phosphate. This

isotope effect provides a link between nuclear spin states and calcium phosphate binding

dynamics, and can be connected to in vivo lithium isotope effects in mitochondria. We

viii



also uncover spectroscopically ‘dark state’ phosphate assemblies after measuring unex-

pected 31P NMR signals, revealing that phosphate solution behavior and 31P nuclear spin

dynamics are much more complex than previously predicted. These results verify key

predictions of the Quantum Brain theory, indicating the possibility of quantum infor-

mation processing in the brain, while also progressing our understanding of the complex

solution phase space of calcium phosphate.
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Chapter 1

The Quantum Brain theory

1.1 Introduction

The brain’s computational functions, such as synthesizing complex information or

memory recall, as well as the experiential aspect of the human brain that we refer to

as consciousness, remain largely mysterious despite scientific and philosophical efforts

to understand its workings dating back thousands of years. While we have made great

strides in our understandings of neuroscience over the last 75 years, many problems re-

main open or only partially solved. From a computing perspective, information storage,

processing, and readout are still not fully understood, while from a mixed neuroscien-

tific/philosophical perspective, consciousness- our ability to be aware of the world and

our own mind/thoughts- remains enigmatic.

Since we all experience our own minds, the awareness of which seems fundamental

to our existence, the problem of understanding the human brain naturally appeals to

scientific curiosity. Given the complexity and interdisciplinary nature of the problem -

including but not limited to cellular biology, network analysis, biochemistry, informa-

tion science, and psychology - progress towards understanding the human brain requires
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multi-scale efforts across diverse scientific communities. Additionally, bold proposals and

rigorous experimental research are required to progress our current understanding of the

brain and begin to unravel the fundamental questions of neuroscience.

Since the discovery of quantum mechanics at the onset of the 20th century, the the-

ory has been successfully applied to a myriad of scientific problems at the microscopic

scale. Quantum mechanics allows for descriptions of molecular, atomic, and subatomic

interactions that cannot be captured with ”classical” physics (physical theories that don’t

include quantum mechanics). In addition to the quantization of energy and other physical

variables (hence the name), quantum mechanics introduces new principles of superpo-

sition (a system existing in multiple states at the same time, as described by its wave

function), entanglement (where the state of a particle cannot be described independently

from other particles), and measurement (the collapse of the wave function into a sin-

gle state when a system is observed). These features of quantum mechanics allow for

quantum systems to function in ways that classical systems cannot.

One such example is quantum information science, where the classical concept of a bit

(a two level system that is either a 0 or 1) is expanded into the qubit, which can take on

a superposition between 0 and 1. This concept is often visualized using the Bloch sphere,

a geometric representation of the state space for a qubit. While a classical bit can only

take on the 2 points at the top or bottom of the sphere, a qubit can be anywhere along

the surface of the sphere, allowing for effectively infinite possible states as compared to

2. Multiple qubits can then also become entangled, allowing for quantum computations

that are not impossible or intractably wrong using classical computers. Note that this

concept can be expanded to the “qutrit,” in which there is a three level system as opposed

to a two level system.

While a number of remarkable physical (and philosophical) consequences result from

quantum mechanics, one particularly stunning result is the nature of wave function col-

2



The Quantum Brain theory Chapter 1

lapse upon measurement. This discovery has led to a number of different interpretations

of what this result means for the universe, from the many-worlds hypothesis (the uni-

verse is deterministic, but there are many worlds which encompass all possible outcomes

for wave-function measurement and we happen to exist in the one where the measure-

ment outcome was what we observed) to the Copenhagen interpretation (the universe

is non-deterministic and probabilistic). Regardless of the philosophical interpretation of

quantum mechanics, there is rigorous experimental evidence that the universe is funda-

mentally quantum.

Given, then, the extreme precision with which evolution has tuned biological func-

tions, it seems very possible quantum mechanics might be leveraged in biological systems.

Over the past three decades, there has been a growing interest in this area of “quantum

biology,” where quantum mechanics is non-trivially utilized to perform biological func-

tions. Non-trivial utilization here refers to the idea that a classical physical system would

be unable to achieve the same function or efficiency in the absence of quantum mechanics.

Evidence of quantum biological effects exist in a number of systems, ranging from proton

tunneling in proteins [1, 2] to olfaction [3] to photosynthesis [4, 5, 6] to magnetoreception

in birds [7, 8, 9, 10]. However, uncovering new cases of quantum biological effects is a

significant challenge, as the warm, crowded environments found in biology are juxtaposed

to the cold, isolated environments favorable for discovering and understanding quantum

mechanical behavior. Thus, while there are a few cases with evidence of quantum biolog-

ical functions, there are likely many more that exist but have so far been experimentally

or conceptually inaccessible.

When considering the mysterious and unintuitive nature of both consciousness and

quantum mechanics, it seems natural that scientists and philosophers might ask whether

the two may be interconnected in some way. Indeed, a number of theories have been

put forward that attempt to utilize quantum mechanics to describe brain function and
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consciousness. However, such attempts can often deviate from serious biophysics to

philosophy when they fail to rigorously provide testable hypotheses (which may not

be problematic in and of itself, but is when it refuses to properly acknowledge this

distinction). Thus, while theories that utilize quantummechanics to propose a description

of human consciousness are almost always grandiose by nature, the real quality of such

theories lies in their proposal of experimental tests that can provide proof- or disproof-

of their hypotheses.

In this chapter, we will provide some basic background on modern neuroscience to

give a sense of the state of the field as it pertains to the bulk of the chapter, where

we discuss the possibility of quantum computation in the brain and introduce Matthew

Fisher’s ”Quantum Brain theory.”

1.2 A brief overview of classical neuroscience

We will make no attempt here to address the full scope of the vast field of neuroscience.

Rather, we will focus on a couple areas- both current knowledge and open questions -

that will be helpful in contextualizing the Quantum Brain theory introduced later in this

chapter. We begin by reviewing the role of calcium ions in neuronal cells and then discuss

current ideas of how memory functions, with a brief note on the state of consciousness

in neuroscience.

1.2.1 Calcium signaling in the brain

Calcium ions (Ca2+) play a number of important roles in neuronal signaling and

regulation [11]. Calcium regulates neurotransmitter release, impacting synaptic plasticity

by strengthening and weakening synapses via long-term potentiation [12] and long-term

depression [13], respectively. Calcium is also a secondary messenger throughout neuronal
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cells, meaning that intracellular calcium ions relay signals received from extracellular

receptors. In this sense, calcium ions have been shown to play numerous roles in neuronal

cells, ranging from regulation of gene expression [14] to dendrite growth [15] to memory

functions via the endoplasmic reticulum (ER) [16] and mitochondria [17], two organelles

with important roles in intracellular calcium storage. Thus, calcium is fundamental to

neuronal cell function.

Given that calcium plays roles as both signaler and messenger in neurons, controlling

calcium concentrations within the cell is crucial. Plasma membranes control the influx

of calcium ions in neurons via both voltage-dependent and receptor-operated channels

[11]. There are several different voltage dependent calcium channels, each serving dis-

tinct roles, but all operating under the same principle of altering the electrical potential

across the plasma membrane for ion-specific transport [18, 19]. Additionally, a number

of different receptor-operated channels regulate calcium import, by undergoing confor-

mational changes after ligand binding and opening pores that allow for calcium ions to

cross the plasma membrane [20, 21].

After a rapid influx of calcium into the cytosol across the plasma membrane, it is im-

portant to rapidly regulate local calcium concentrations after signal transduction. The

endoplasmic reticulum and mitochondria serve this role as two key intracellular stores

for calcium. The endoplasmic reticulum is a continuous network of folded membranes

that exist throughout neuronal cells, from axons to presynaptic terminals to dendrites,

that has been shown to play a key role in calcium homeostasis and neuronal plasticity,

with disruptions in function leading to a number of neuropathologies [16, 22, 23, 24].

Mitochondria are organelles that play a fundamental role in a range cellular functions,

including energy productive via ATP hydrolysis, and also intracellular calcium buffering

in the brain and other cells [25, 26, 27]. Mitochondria also play a fundamental role in

Fisher’s Quantum Brain theory as the location for a potential biological qutrit and will
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be discussed in more detail below. Here we note though that mitochondria and the endo-

plasmic reticulum are closely related, with several studies showing that the endoplasmic

reticulum transports calcium into mitochondria as ionic species and in the form of cal-

cium phosphate clusters [28, 29, 30], indicating that mitochondria are intimately related

to any form of intracellular calcium buffering within neuronal cells.

1.2.2 Memory function

The question of memory storage and retrieval remains an open question in neuro-

science [31]. Memory is often thought of in the form of the engram, which are lasting

changes- at a biophysical/biochemical level- within the brain that allow for the imprinting

of memories in response to an event. Our modern understanding of the engram builds

off the work of Donald Hebb, who first proposed the ideas of neuronal ”cell assemblies”

whose connections are strengthening by learning events in 1949 [32]. This theory, with

the colloquial description ”neurons that fire together wire together,” is still the basis

of our modern understanding of neuroscience and the engram. Experimental studies

have confirmed the importance of synaptic plasticity in memory growth via long-term

potentiation and long-term depression [33, 34, 35].

In regards to the physical location of information, it has recently been shown that

certain populations of neuronal cells- the engram cells noted above- are responsible for

memory storage and retrieval [36, 37]. However, it does not appear that the cell is the

unit of information, but rather that smaller sub-cellular entities encode information. In

particular, dendrites, branch or spine like protrusions from neuronal cells and are the

location of synaptic connections, seem to be a potential location for the engram. Studies

have shown that long-term potentiation leads to the growth of dendritic spines [38], and

that the ablation of spines can lead to the loss of previously learned information [39].
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Thus, we have a sense of the spatial location of engrams within the cell, but the basic

unit of information storage is still unknown.

The specific mechanisms of storage and retrieval are also still under investigation.

Studies have shown that protein synthesis is required for long-term memory but not short

term memory [40]. Other studies on mice that have undergone amnesic treatment have

shown that synaptic potentiation, but not protein synthesis, is necessary for retrieving

memories but not for storing them [41, 42]. Thus, while storage and retrieval are certainly

physiologically related, this evidence suggests that they are fundamentally different in

their biological encodings and time-scale dependent. Taken all together, the information

network in the brain appears to be a complex interplay between different systems and

functions.

Additionally, consciousness has no current neuroscientific explanation- which is per-

haps not surprising given that this problem seems less well-defined than the still open

problem of memory and learning. The present approach to the problem of consciousness

deals with neuronal correlates of consciousness [43, 44], but this proposal is far from

providing a fully coherent explanation and will require great deal of experimental work

to test and develop.

Thus, given the number of open questions in the neuroscience of the mammalian brain,

and the clear complexity of the information network (at both the physical cellular and

subcellular level but also the experiential level), it does not seem unreasonable to consider

the idea of a quantum information network within the brain. This quantum information

network could coexist alongside a classical information network, serving either distinct or

complementary roles. In the following section we consider how this quantum information

network could be realized, focusing on Fisher’s Quantum Brain theory.
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1.3 Quantum Brains: from microtubules to Posners

1.3.1 Historical ideas of biological quantum computing

The idea that quantum mechanics could be utilized for brain function dates back

to Wigner in the 1960s [45], and the potential mechanisms and implications have been

debated since. From a physical perspective, the fundamental problem with quantum

mechanics operating in the human brain is the issue of quantum decoherence due to en-

vironmental interaction. Biological systems are ”wet” (i.e. crowded, with many molecules

bumping into each other) and ”warm” (i.e. human body temperatures are around 310

K), whereas many experimental realizations of quantum information storage occur at the

scale of a few Kelvin or less in isolated systems. The wet and warm nature of biology lead

to strong environmental interaction with any quantum degrees of freedom in the system

which could encode quantum information. Strong interactions would result in quantum

decoherence, and the loss of any quantum information encoded within the states. Pro-

posals for the rates of decoherence in a biological environment such as the brain have

generally put information lifetimes at the scale of picoseconds to nanoseconds, which ap-

pears far too short for any interesting quantum information processing that could result

in brain functions. Thus, it is imperative for a serious theory for quantum information

within the brain to propose a system that can hold coherent quantum information for

timescales that allow for some form or processing and output.

Perhaps the best-known theory that attempts a full physical picture was the ”orches-

trated objective reduction” theory of Hameroff and Penrose [46, 47, 48, 49, 50]. Their

theory utilizes ideas of Penrose that a quantum superposition of states with different

geometries (such as an enzyme with two distinct conformations) would create a ”bub-

ble” in spacetime curvature. These bubbles are unstable and would eventually collapse

into classical states, in a process called ”objective reductions.” The timescale for such
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events is set by t = ℏ/E, where t is the coherence time until objective reduction col-

lapse, and E is the gravitational energy of the superposed mass. Hameroff and Penrose

considered objective reductions occurring within microtubules, self assembling tubes of

protein which are components of the cytoskeleton and which have a variety of biological

roles, including the formation of synaptic connections and the growth of axons and den-

drites. They proposed that coherent quantum superpositions could form between billions

of tubulins (monomers of microtubules) that could exist for tens to hundreds of millisec-

onds. This is much longer than previous proposed limits on quantum information in

biology, potentially allowing quantum processing in the brain on physiologically relevant

timescales. These quantum states could then evolve to perform quantum computations

during these coherent periods, eventually collapsing via objective reduction into classical

tubulin states that control synaptic and neural events.

While an extremely ambitious theory, a success of this theory is in its connection to

real experimental evidence (anesthetic function appears related to hydrophobic pockets

such as those found in tubulin) and put forward testable hypotheses [50]. However,

these experimental tests are difficult to perform in controlled experiments, as quantum

correlations or coherences are difficult to detect in any system, and biological systems

involving billions of proteins make for a particularly complex experiment. Therefore,

work towards realizing some of these proposed experimental systems is still ongoing

today. Nevertheless, the theory of Hameroff and Penrose was one of the first and strongest

serious scientific proposals aimed at tackling the possibility that quantum mechanics may

be non-trivially operational in the human brain and consciousness.
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1.3.2 Reverse engineering a ”quantum brain”

Recently, another proposal has been put forward by Matthew P.A. Fisher, where he

utilized a reverse-engineering approach to construct a model of how quantum information

processing in the brain could feasibly function [51]. As a first requirement, he considered

what quantum degrees of freedom would have the environmental isolation required to

store and process quantum information on relevant timescales. Spin offers an excellent

potential vehicle, in particular spin 1
2
nuclei. Spin is an inherent form of angular momen-

tum possessed by particles such as atomic nuclei and electrons and can take the values

I = 0, 1
2
, 1, 3

2
, 2, ..., with corresponding spin angular momentum of

√
I(I + 1ℏ. While

spins are fundamentally quantum, they can be thought of in a classical analogue as tiny

magnets because of their interactions with magnetic fields. Spins with magnitude > 1
2

will also couple with electric field gradients via their electric quadrupole moment, often

leading to rapid spin decoherence as compared to spin 1
2
particles. Electrons are also spin

1
2
particulars, but have a much greater magnetic dipole moment than nuclear spins, and

therefore also have strong environmental interactions and relatively rapid decoherence,

on the order of microseconds or nanoseconds. In contrast, spin 1
2
nuclei in solution can

have spin relaxation times - equivalent to decoherence times - on the order of seconds and

sometimes even minutes, even without any ”special” forms of environmental isolation.

Therefore, spin 1
2
nuclei offer an intriguing potential vehicle for quantum information

that could stay coherent long enough for computation even in a biological system.

When considering spin relaxation for spin 1
2
particles, the primary contribution gener-

ally come from dipolar coupling, the interaction between two magnetic dipoles, particu-

larly in the case of symmetric species such as the Posner molecule. While a full discussion

of spin relaxation can be found elsewhere [52, 53], here we briefly describe this mechanism

in order to consider what sort of molecular structure might allow for long spin relaxation
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times- thereby allowing adequate time for quantum computation. ”Small” here is defined

by τc >> ω0, where τc =
4πηr3

3kT
is the rotational correlation time of a molecule with radius

r in a solvent with viscosity η at temperature T . ω0 is the Larmor frequency of our spin,

defined as ω0 = γB with γ the gyromagnetic ratio of the spin and B the magnetic field

strength. The dipolar relaxation rate for a spin a (Rdip,a) then scales as Rdip,a ∝
γ2
aγ

2
b τc

d6

where γa is the gyromagnetic ratio of spin a, γb is the gyromagnetic ratio of the dipolar

coupled spin, and d is the distance between the two spins. Notably, spins with smaller

gyromagnetic ratios and spatial separation from other magnetic dipoles which tumble

rapidly in would have the slowest dipolar relaxation rates. (Electrons have a gyromag-

netic ratio at least three orders of magnitude greater than nuclei, which leads to much

faster spin relaxation).

1.3.3 Posner molecules: a biological qutrit?

Given these requirements, we can consider what nuclear spin could be a good candi-

date as our putative quantum information encoder. Protons (1H) are spin 1
2
, but have

a large gyromagnetic ratio for a nucleus. Additionally, protons are generally in rapid

exchange within the body, and are so ubiquitous in the form of water that they would

appear unlikely to be carriers of quantum information. When considering the most

abundant nuclei within biology, the other spin 1
2
nucleus is phosphorus (31P), which is

biologically plentiful ( 1% of the body by mass) and has a lower gyromagnetic ratio than

a proton. Phosphorus is also generally found in the form of phosphate, where a central

phosphorus atom is bound to four oxygen atoms. Given that 16O, the most common

isotope of oxygen at 99.8% abundance, is a spin 0 particle, these oxygens provide spatial

separation between the phosphorus nuclei and other spins that could induce relaxation.

However, phosphates are generally found in protonated states at biological pHs, meaning
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that protons are bonded to these oxygens, leading to spin relaxation on the order of a few

seconds in water (Phosphate spin relaxation is discussed in detail in Chapter 3). While

a few seconds may still be a long coherence for most quantum states at 310 K, it still

seems short on the timescales required for consciousness and cognition.

Interestingly, though, there is another abundant biological atom that can out-compete

protons in binding to phosphates at biological pHs - calcium. Calcium is another atom

whose primary isotope (40Ca at 96.9 % abundance) has a spin 0 nucleus, and makes

up ∼1.5% of the body’s mass. Calcium phosphate, in the form of the solid phase hy-

droxyapatite, is the main constituent of bones and teeth within the body, but can also

be found within cells. While the physical chemistry of calcium phosphate will be ex-

plored in detail in Chapter 2, here we note that researchers have previously proposed

the existence of the ”Posner cluster,” (used interchangeably with Posner molecule) a ∼

1 nm spherical and symmetric calcium phosphate species with stoichiometry Ca9(PO4)6.

Thus, the phosphorus nucleus is surrounded by spin 0 atoms, creating spatial separation

between phosphorus and other magnetic dipoles that could induce dipolar relaxation.

Because of its small size (and thus large rotational diffusion rate), the Posner cluster

would tumble rapidly in solution, with a rotational correlation time in water at 310 K

of ∝ 85 picoseconds. While there have been a number of conflicting calculations on just

how long the spin relaxation time of a Posner molecule would be, estimates range from

minutes to days. Even at the lower limit of these estimations, this timescale for quantum

information storage (and thus computation and processing) is far beyond the limits of

what had originally been considered possible in a wet, warm biological environment, in-

dicating that the Posner molecule is worth investigation for its potential role as biological

quantum information carrier.

12



The Quantum Brain theory Chapter 1

1.3.4 From nuclear spin states to biochemistry

While storage of quantum information is important for biological quantum computing,

it is also key that the quantum states can be ”read out” in some form that can lead to

neuronal signaling. This conversion of quantum states to biochemical signals is often at

the crux of theoretical proposals for quantum information in the brain or other forms

of quantum mechanical effects in biology. In the case of Fisher’s theory, he proposed a

novel hypothesis, termed ”quantum dynamical selection,” which links the spins states in

a small symmetric molecule with binding reactions [54]. Quantum dynamical selection

(QDS) offers a means to go from phosphorus nuclear spin states within Posner molecules

to actual biochemical outputs.

QDS utilizes the fact that indistinguishable particles will have their wave functions

transform in a known way upon exchange. For fermionic particles, those with half-integer

spin, the particle statistics state that the wave function for the system will acquire a fac-

tor of −1 when two particles are exchanged - an antisymmetric wave function. For

bosonic particles, those with integer spin, the particle statistics result in the wave func-

tion remaining unchanged upon exchange- a symmetric wave function. These exchange

statistics are the reason for the Pauli exclusion principle - two fermions cannot be in the

exact same state, as then upon exchange their wave functions would be identical, and

not antisymmetric, unless the wave function was zero, in which case the particles do not

exist. Similarly, the symmetric nature of bosonic wave functions is why exotic materials

like Bose-Einstein Condensates can exist, since all of the bosons are able to access the

same ground state. As we describe in detail below, the fermionic exchange statistics

couple the collective spin states of a symmetric molecule with the allowed orbital angular

momentum states, resulting in spin state restrictions on potential molecular binding.

To better understand QDS, it is instructive to consider a planar molecule composed
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of fermionic nuclei with n-fold symmetry for n > 3. The operator Ĉn will then perform a

2π
n
rotation of the molecule, swapping the positions of the fermionic nuclei but leaving the

molecule in an indistinguishable state. We then consider the nuclear spin states in the

eigenbasis of Ĉn, so that they acquire the phase factor (eigenvalue) of ωτ
n, where ωn = e

2π
n

and the “pseudospin” τ = 0, 1, 2, ..., n − 1. Because of the fermionic particle statistics,

the full wave function for the molecule - which includes the nuclear spin states but also

the orbital states of the nuclei and the electronic wave functions - must pick up a sign of

(−1)n−1. Since the electronic wave functions would be expected to be identical under this

rotation, the particle statistics then imply that the orbital angular momentum- which

will dictate whether binding can occur- of the molecule will be constrained by the value

of the pseudospin.

We can see the exact constraint on the orbital angular momentum by considering the

orbital wavefunction, ψτ (ϕ) under a
2π
n

rotation,

ψτ (ϕ+
2π

n
) = (−1)n−1ω−τ

n ψτ (ϕ) (1.1)

Therefore the pseudospin τ is coupled to the orbital angular momentum states. Expand-

ing these orbital angular momentum states ψτ via their eigenstates, eiLϕ, with L ∈ Z, we

see that the allowed angular momentum values

L = nZ− Lquasi (1.2)

where Lquasi = τ for odd n and τ+ n
2
for even n, in order to account for both the phase ωn

and the (−1)n−1 terms. QDS thus predicts that the nuclear spin states of the molecule

are coupled to the orbital motion of the molecule. In particular, the value of pseudospin

(as determined by the collective nuclear spin state) dictates whether a molecule is able

to stop rotating.
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It is important here to define what it means for a molecule to be ”not rotating.”

Following Fisher and Radzihovsky, we define ”non-rotating” to mean that a real wave

function describes the orbital motion. Since a real wave function is a solution to the

time independent Schrödinger equation, such a wave function is then in a steady state.

This consideration is why QDS does not apply to molecules with two-fold symmetry. In

that case, the pseudospin phase factor would be real (eiπ for the singlet state or e0 for

the triplet state) and thus there is no constraint on which pseudospin states can access

a non-rotating state.

A couple of case studies show the resulting impact of QDS on chemical reactions.

First, we consider a symmetric substrate molecule binding to an enzyme to catalyze a

reaction such as bond breakage or formation. In this case, the substrate is often thought

to bind in a pocket of the enzyme to undergo the catalyzed reaction. The substrate must

then stop its rotation in this enzyme pocket, requiring a real wave function (equivalent

here to a state of zero orbital angular momentum). From equation (2), we note that

this can only be accessed by a single pseudospin sector (τ = 0 for odd n and τ = −n
2

for even n). Thus, when the substrate approaches the enzyme and attempts to bind, a

projective measurement will be made onto the pseudospin sector. A failure to project

onto the proper pseudospin state will mean that the substrate is prohibited from binding

to the enzyme. The quantitative implications on enzyme-catalyzed reaction rates and

experimental exploration of a model system with 3-fold symmetry is explored in Chapter

6.

Second, we consider the case of two Posner molecules attempting to bind one another.

This case is treated in detail by Fisher and Radzihovsky, but we summarize the result

here. Posner molecules are predicted to have 3-fold symmetry, and their binding is

energetically favorable for anti-parallel Ĉ3 axes [55]. The formation of a chemical bond

between two Posner molecules implies that the relative rotation of the molecules is zero.
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To fulfill this requirement in the anti-parallel state, the total pseudospin of the two

Posners must sum to zero. Therefore, an attempted binding event between the molecules

makes a projective measurement onto the pseudospin sum of the pair, and the Posners are

restricted from binding unless in a state where τ1 + τ2 = 0. Thus, an attempted binding

event- whether successful or unsuccessful- will entangle the pseudospin states of the two

Posner molecules. Such entanglements are fundamental for a quantum system to be able

to perform non-classical computations. Thus, pseudospin acts as the quantum degree of

freedom for Posner molecules that can be entangled or read out during binding events.

Since the Posner molecule has 3-fold symmetry, there are three pseudospin sectors, so

that a Posner molecule pseudospin state is a qutrit.

Additionally, in the bound state, depending on solution conditions, the Posners may

be more likely to either chemically dissociate into ionic constituents or to undergo further

aggregation events (and be less likely to dissociate). In both cases, the phosphorus spin

states of the molecule, via their pseudospin, are now dictating chemical reactions that

could modulate the biochemistry of a cell. Posner dissolution would also release free

calcium ions, which we have established to be fundamental to neuronal signaling and

regulation. Thus, increasing or decreasing the likelihood of Posner dissociation could

impact downstream neuronal behavior.

1.3.5 Mitochondria: a home for Posners

Thus far, we have introduced a potential carrier for biological quantum information

(phosphorus nuclear spin states within Posner molecules), and a putative means for

transducing these spin states to measurable biochemical events (QDS). The next question

then is where within cells would these Posner clusters be stable?

It is known that non-local synchronous neuronal firing is a feature of higher order
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mammalian brains. As introduced, one feature of quantum mechanics (and quantum

computation) is the ability to create non-local entanglements that can cause non-local

correlated events. In the context of Fisher’s Quantum Brain theory, this would require

two Posner molecules that are pseudospin entangled to then become spatially separated

within the brain. Therefore, wherever Posners are present, there should also be some

mechanism of transporting Posner molecules between cells.

Mitochondria provide a possible solution to these requirements. For one, mitochon-

dria are organelles that are found within almost all cells, colloquially known as ”the

powerhouse of the cell” due to their role in adenosine triphosphate (ATP) formation,

storage, and hydrolysis to produce chemical energy for cellular functions [56, 57]. ATP

hydrolysis occurs via the breaking of a bond to form adenosine diphosphate (ADP) and a

phosphate ion, and ADP can be additionally hydrolyzed into adenosine monophosphate

(AMP) and another phosphate ion. Mitochondria therefore have a high abundance of

phosphate.

Another important cellular function of mitochondria is in the sequestration and re-

lease of calcium ions [25, 26]. As established, mitochondria uptake calcium from the

cytoplasm via the mitochondrial calcium uniporters when there is a high concentration

of calcium in the cell. Within mitochondria, calcium play a number of different roles, in-

cluding in metabolic function, ATP hydrolysis and cell death [58, 59]. When the calcium

load of mitochondria surpasses their buffering ability, an event known as the mitochon-

drial permeability transition occurs, leading to a number of correlated events, including a

depolarization of the mitochondrial membrane and a large efflux of accumulated calcium

ions [60]. It has been shown that in the lead up to these events, calcium is stored in

the form of amorphous calcium phosphate granules, which can reach sizes as large as 30

nm in diameter [61]. As will be detailed in the next chapter on the physical chemistry

of calcium phosphate, amorphous calcium phosphate has been hypothesized to take the
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form of a ”glass” of Posner molecules. Posner clusters are thus considered prenucleation

clusters for amorphous calcium phosphate, so that the presence of amorphous calcium

phosphate within the mitochondria is a sign that Posner clusters could exist there as

well.

Now, mitochondria appear to be an excellent location to find biological Posner

molecules, and given their relationship with calcium ions- a key neuronal signal- mi-

tochondria are also intimately connected with neuronal function. However, we have

established that there is also a need for a method to transport Posner molecules between

neuronal cells. Again, mitochondria seem uniquely suited for this role due to the presence

of complicated intercellular networks of mitochondria[62]. Because of their importance

as cellular sources of energy, it is critical to be able to transport mitochondria amongst

cells to supply energy to different regions of the body. Therefore, molecular motors in

the body move mitochondria both within and between cells.

Additionally, mitochondria regularly undergo fission and fusion events, both split-

ting and combining as they undergo their intercellular transport [63]. Such events

mix/split the inner matrix constituents of mitochondria, where Posners would be pu-

tatively present. Thus, a fission event could cause two pseudospin entangled Posner

molecules to be split between different mitochondria. These mitochondria could then be

transported through intercellular networks to different regions of the brain and produce

non-local entanglements.

We can also consider two mitochondria where the Posner molecules have all reached a

single pseudospin sector (say one where τ = 1 for each Posner and one where τ = −1 for

each Posner). Within the mitochondria, the Posners are in a steady state where all two

Posner binding events are prohibited. However, when these two mitochondria undergo

a fusion event, the Posners from each pseudospin sector mix, and suddenly a number

of binding events are possible. Therefore, a fusion event could result in a rapid change
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of Posner dynamics and downstream calcium phosphate formation, potentially leading

to mitochondrial permeability transition events and/or release of calcium signals. While

these networks of fissioning and fusioning mitochondria are not strictly required for the

Quantum Brain theory, it is still interesting to consider such events and their potential

impacts.

In full, the Quantum Brain theory offers a physically feasible mechanism for quan-

tum information storage and processing within a biological environment. Quantum in-

formation is encoded within the collective nuclear spin states of Posner molecules via a

pseudospin. QDS then links these pseudospin quantum numbers with binding events, al-

tering downstream calcium phosphate dynamics that could be converted into biochemical

signals. Mitochondria could house these Posner molecules, creating non-local entangle-

ments via fission events followed by intercellular mitochondrial transport, and potentially

downstream fusion events could mix pseudospin sectors and lead to rapid aggregation

events. Particularly of note in the theory as opposed to previous proposals are the long

coherence times for the quantum information, and the novel mechanism for transduction

of quantum states into biochemical signals.

We do not discuss specific means of what sort of computation would be possible within

this thesis. Rather, we will focus on experimental efforts to test different elements of the

theory in order to explore whether such a proposal could be physically feasible. While all

the work presented in this thesis will be in vitro studies, we will regularly return to this

Quantum Brain theory to connect the in vitro results with possible in vivo implications.

In Chapter 2, we will introduce the current understanding of calcium phosphates,

focusing on phases with biological relevance as well as calcium phosphate nanoclusters. In

Chapter 3, we present evidence for spectroscopically ‘dark state’ assemblies of phosphates

that form in aqueous solutions, and investigate their solution behavior. In Chapter 4,

we investigate calcium phosphate nanoclusters in simulated body fluids, and confirm the
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existence of Posner molecules in these solutions. In Chapter 5, we discover a lithium

isotope effect on the formation of calcium phosphate, and propose that this effect is

related to QDS. In Chapter 6, we present a framework for investigating QDS in a model

enzymatic system with a three-fold symmetric substrate. In Chapter 7, we summarize

our findings, and propose future research directions building off of the results in this

thesis.

1.4 Permissions and Attributions

1. The content of Chapter 3 and Appendix B is the result of a collaboration with

Mesopotamia Nowotarski, Jiaqi Lu, Tanvi Sheth, and Sally Jiao and has previously

appeared in Proceedings of the National Academy of Sciences [64].

2. The content of Chapter 5 and Appendix C is the result of a collaboration with

Manisha Patel and Mesopotamia Nowotarski.

3. The content of Chapter 6 is the result of a collaboration with Manisha Patel.
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Chapter 2

Calcium Phosphates

2.1 Introduction

Calcium phosphates are key biominerals as the primary component of bones and

teeth [65, 66, 67, 68, 69, 70], as well as being abundant natural resources as a source and

recycling method of phosphorus for industrial purposes [71, 72]. The basic units of cal-

cium phosphates are calcium (Ca2+) and phosphate (PO4
3-) ions, as well as protons (H+)

and hydroxides (OH-). Additional ions may also incorporate into structures depending

on the conditions of mineral formation, including but not limited to fluoride, chloride,

magnesium, and carbonate.

Calcium phosphates have complex solution phase behavior with a number of different

species forming depending on the pH and concentrations of calcium and phosphate. The

pH of the solution will modulate the protonation state of the phosphate groups, and

have a heavy impact on the resulting mineral species that form. The amount of water

molecules incorporated into the crystalline phase also impacts the structure.

At lower pHs (below ∼ 6), the preferred thermodynamic phases of brushite (CaHPO4

· 2H2O) and monetite (CaHPO4) form, whereas above this pH the phases hydroxyapatite
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(Ca10(PO4)6(OH)2; HAp), octacalcium phosphate

(Ca8H2(PO4)6 · 5H2O; OCP), and β tricalcium phosphate (β-Ca3(PO4)2; β-TCP) are

thermodynamically preferred [73]. A number of other thermodynamically stable phases

incorporating additional ions exist as noted above (in particular with fluoride or chloride

replacing a hydroxide group), or more heavily protonated forms of phosphates, can also

form under the proper solution conditions [73].

Calcium phosphates can also form metastable phases in solution as an intermediary

before transitioning into the thermodynamically preferred phases. The most heavily

studied of such phases is amorphous calcium phosphate (ACP), a kinetically stable phase

that forms between pH 6.5 and pH 10.5 [74, 73] en route to hydroxyapatite formation.

The stoichiometry of ACP can vary heavily depending on the solution conditions, with

Ca/P ratios ranging from 1.1-1.7 [73], but the mostly commonly reported value is a Ca/P

ratio of 1.5, where the charge balance is complete between Ca2+ and PO4
3- ions. As will

be explored in more detail, ACP is generally considered a glass-like structure of Posner

molecules, and therefore is of particular interest in the context of the Quantum Brain

theory.

From a biological perspective, calcium phosphates are primarily studied for their

fundamental in bone and teeth growth [68, 65, 70]. Synthetic calcium phosphates are

promising biomaterials for bone regeneration or in combination with other healing bio-

agents [66, 67]. However, calcium phosphates also play a number of other biological

roles. Pathological calcification often occurs via the deposition of calcium phosphates

[75, 76]. As noted in Chapter 1, calcium phosphates form in mitochondria and the

endoplasmic reticulum after calcium uptake for intracellular calcium buffering. And,

of course, nanometric calcium phosphate in the form of Posner molecules are proposed

biological carriers of quantum information.

In biological systems, the dominant species of calcium phosphate are amorphous cal-
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cium phosphate and hydroxyapatite, as these phases are preferential at biological pHs.

Therefore in this chapter we focus on the physical chemistry of these two closely linked

phases of calcium phosphate, as well as the Posner molecule, which has historically been

thought of in terms of a prenucleation cluster for ACP. We begin by discussing hydrox-

yapatite, focusing on its nucleation and growth, and then transition into the formation

of ACP. The experimental characterization of these phases is closely linked and such

discussions are intermingled in both sections. Finally, we will go in depth into calcium

phosphate nanoclusters, in particular the Posner molecule, surveying experimental and

theoretical work on the energetics and dynamics of these molecules to contextualize the

open questions that must be answered to test the Quantum Brain theory.

2.2 Hydroxyapatite

Hydroxyapatite is the primary mineral component of bone and teeth, making it an

important biomineral as the thermodynamically stable phase of calcium phosphate at

biological pHs. As such, a number of studies have aimed to explore the formation and

stabilization of hydroxyapatite [77, 78, 65, 79, 80]. A primary focus for such work is in

the transition of ACP into HAp, given that ACP is generally considered a precursor to

the formation of HAp. However, given HAps importance as a biomaterial, there have

also been a number of bioengineering studies focusing on controlling the morphology of

HAp or inhibiting its growth via proteins or other biomolecules [81, 82, 83, 84, 85].

The nucleation and growth of hydroxyapatite is complex in that it can proceed via

both classical and nonclassical nucleation pathways [77]. The former pathway can be

thought of through the framework of homogeneous classical nucleation theory. In this

case, we consider the free energy of a homogeneous spherical crystal nucleus of radius r

relative to its ionic constituents, which we express as
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∆G =
−4πr3

3ν
K T lnS + 4πr2σ (2.1)

where ν is the volume of an individual molecule, S is the supersaturation ratio, and σ is

the surface energy of the between the solid and solution [86]. Assuming ideal mixing, the

supersaturation ratio can be calculated by S = C
C∗ where C is the solute concentration

in the solution and C∗ is the solubility. This concept can easily be extended via ionic

activity products for species that contain multiple species of ions (e.g. hydroxyapatite

has an ionic activity product of [Ca2+]10[PO3−
4 ]6[OH−]2).

We see from equation (1) that there is a trade-off between a negative volumetric

energy in the first term and a positive surface energy in the second term. Since these

terms have different radial dependence, at a critical radius of r∗ = 2σ
KTlnS

∆G reaches a

maximum, and thus the probability of nucleus formation will be minimized. However,

above this critical radius the growth of the nucleus will be energetically favorable, so the

nucleation rate will be primarily limited by overcoming the energetic barrier associated

with forming the critical nucleus size. Assuming Arrhenius-like kinetics of growth, the

rate R of nucleation (in terms of number of nuclei) can then be expressed by [86]

R = Aexp

(
−16πσ3ν2

3K3T 3(ln S)2

)
(2.2)

where A is the Arrhenius prefactor that depends on the kinetics of the specific system.

Once these nuclei have formed past the critical radius, they can they continue their

growth via both agglomeration of monomers or the coalescence of multiple nuclei. This

classical nucleation process has been demonstrated to be one route for the formation of

hydroxyapatite in solution [77], although most studies on classical nucleation have used

surface-induced growth i.e. heterogeneous nucleation [87, 88].

However, much of the focus on hydroxyapatite growth has investigated the nonclas-
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sical nucleation pathway where amorphous calcium phosphate is formed as a metastable

phase before transitioning into crystalline hydroxyapatite. This pathway is the primary

route for hydroxyapatite formation [89, 90], with the classical nucleation of hydroxyap-

atite in bulk solution only having been observed in the last few years [77]. In nonclassical

nucleation, the free energy barrier to nucleus formation is smaller for a metastable phase

as opposed to the thermodynamically stable phase. Therefore, the crystallization process

occurs in two (or more) stages- first the formation of these metastable nuclei, and then

the conversion of these intermediate nuclei - generally some amorphous, glassy form- into

the crystal [86]. Such nonclassical processes have been found to be widespread in crys-

tallization in a number of systems, such as proteins [91], metals [66], minerals [77, 89],

and polymers [92].

During the second stage of nonclassical nucleation, the glassy intermediate phase must

undergo some type of rearrangement in order to form the crystal phase. For the transfor-

mation of hydroxyapatite from amorphous calcium phosphate, a number of mechanisms

have been observed, including nucleation of crystals on the surface of ACP [93, 94], in-

ternal rearrangement [95, 78], and dissolution of ACP followed by rapid reprecipitation

of HAp [89, 96]. However, several of these studies used additives such as nanoparticles

or surfaces that could impact the nucleation of ACP and following transformation to

HAp as compared to a bulk solution. Recently, multiple studies have used transmission

electron microscopy to directly visualize this transformation process, and found evidence

supporting the dissolution/reprecipitation mechanism [77, 79].

Experimentally, a number of techniques are used to identify and characterize hydrox-

yapatite. Because hydroxyapatite is generally formed via amorphous calcium phosphate,

a key component of these experimental methods is being able to identify between glassy

ACP and crystalline HAp. A commonly used technique here is X-ray diffraction on

powdered samples, where the well-defined inter-atomic structure of the crystalline lat-
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tice of HAp will lead to sharply resolved peaks. The location of these peaks also allows

for the differentiation between other crystalline calcium-phosphate phases. ACP, on the

other hand, will have broad peaks due to its glassy nature that leads to distribution of

interatomic distances. Similarly, electron microscopy techniques, which can be sued to

visualize ACP and HAp in both solid and solution forms, can differentiate between the

two phases due to the presence of electron diffraction patterns for the crystalline phase.

Raman spectroscopy has also been used to study the evolution of amorphous calcium

phosphate into hydroxyapatite by looking at different modes of P-O-P bonds between

the two phases, with the advantage that such experiments can occur in solution to ob-

serve this transition over time [80]. 31P solid-state nuclear magnetic resonance has also

been used to study both the ACP-HAp transition [97] and HAp structures [98].

In summary, we see that the nucleation and growth of hydroxyapatite is quite com-

plex, with both classical and nonclassical nucleation processes occurring, at times si-

multaneously. A number of experimental techniques are used to identify and study

hydroxyapatite, with a key feature being the ability of such techniques to differentiate

crystalline HAp from its glassy ACP precursor. We now turn our attention specifically

towards ACP and its solution phase growth and characterization, due to its importance

both as a HAp precursor and in the framework of the Quantum Brain theory.

2.3 Amorphous calcium phosphate

While hydroxyapatite is biologically more abundant as the actual calcium phosphate

phase found in bone and teeth, amorphous calcium phosphate is often the first phase

to form in solution. Thus, because of its role as a biomineral precursor, the formation

and stabilization of amorphous calcium phosphate has been a focus of investigation in

vivo and in vitro. While the formation of solid ACP under high temperature/pressure
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conditions has also studied for its potential use as a ceramic, [74], a majority of research

has focused on the solution phase behavior of ACP.

The formation of ACP was introduced above as the first step of the two-stage non-

classical nucleation of hydroxyapatite. However, ACP formation itself also occurs via a

multi-stage mechanism, the current understanding of which is demonstrated in Fig. 2.1

(we will add in additional ”vertical” equilibrium within stages in this thesis as we uncover

additional phases that occur in solution). In stage I, calcium and phosphate ions exist free

in solution. At sufficient ionic concentrations, temperature, and pH, these solutions will

become saturated and the ions will form calcium phosphate prenucleation clusters(stage

II). The details of these prenucleation clusters will be discussed in detail in the following

section, but there is general agreement that these clusters are calcium phosphate species

∼ 1 nm in size, although their stoichiometry is still debated [89, 99, 100, 101, 102]. These

clusters then rapidly aggregate into amorphous calcium phosphate colloids with diame-

ters in the range of 50− 100 nm (stage III) [90, 93]. ACP colloids then agglomerate into

larger ACP aggregates at the scale of several hundreds nanometers up to a few microns

(stage IV). The exact size of these clusters will be determined by solution conditions such

as temperature, pH, ionic concentrations of calcium and phosphate, and other species

in solution that will impact the balance between negative volumetric free energy and

positive surface energy to dictate a most energetically favorable size (analogously to our

discussion of classical nucleation theory above).

The conventionally reported calcium/phosphate ratio in ACP is 1.5, in which case

charge balance is achieved by the calcium and phosphates alone. However, different

ratios can be formed at different solution conditions, with the incorporation of protons

or hydroxide ions in the case of lower/higher Ca/P ratios, respectively [73]. Additionally,

other ions can incorporate into the ACP if present during the solution growth, with

magnesium, carbonate, and pyrophosphate the most commonly studied additives, all
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Figure 2.1: Proposed nucleation and growth pathway for the formation of amorphous
calcium phosphate (ACP), showing four proposed stages and the transitions between
them. Soluble calcium and phosphate ions (I) initially form prenucleation nanoclusters
(II), although the identity of these prenucleation clusters is still an open question.
These nanoclusters then then rapidly form calcium phosphate clusters at 50-100 nm
in diameter (III). These ACP clusters then aggregate into larger colloidal strcutures at
several hundred nanometers in size (IV)). Over time, these metastable ACP aggregates
undergo phase transformation to hydroxyapatite.

of which can impact the solution phase behavior of ACP formation and its subsequent

transition into HAp [103, 104, 105, 106, 107]. Water molecules are also often incorporated

into ACP in solution, with studies showing that ACP is approximately 20% water by

weight (primarily in the interstices between calcium phosphate clusters [108]), although

the presence of water does not shift the Ca/P ratio [65].

While ACP is generally reported to transition into hydroxyapatite on the time scale

of minutes to hours, depending on exact solution conditions, amorphous calcium phos-

phate can also be stabilized and isolated. To form solid ACP, one can precipitate ACP

out of solution and isolate it via filtration and lyophilization before the phase has time to

transform to hydroxyapatite. Biologically, amorphous calcium phosphate has been found

in milk and dental enamel, where proteins are able to stabilize ACP clusters and pre-

vent the transition to hydroxyapatite [109, 110, 111, 112]. In blood and saliva, calcium

phosphate is in a supersaturated state, but proteins are able to prevent the formation of
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pathological calcium phosphate particles (fetuin [113, 114, 115] and slatherin [116, 117],

respectively). In all of these cases, the proteins interact directly with ACP, either form-

ing a coating around small particles to stabilize them (sometimes at sizes as small as a

few nanometers [112, 114] or create protein-ACP complexes that alter morphology and

aggregation. In vitro, polymers such as polyethylene glycol [118, 119] and hyaluronic

acid [120], and even ATP [121], have all been investigated for their roles in altering ACP

growth and stabilization.

Taken altogether, it is clear that while ACP is generally thought of as a metastable

phase when studied in in vitro solutions, in a biological setting this may not be the case.

The presence of proteins that interact directly with ACP can stabilize particles at a range

of sizes. While some such proteins have been uncovered, no comprehensive proteomics

study has been done that investigates all regions of the body where ACP is found. The

polymer studies show that even indirect interactions such as crowding effects (which will

certainly occur in a cellular environment) can have a large impact on ACP behavior.

In addition to the biological fluids noted above, ACP has been found to form after

calcium loading events in mitochondria and the endoplasmic reticulum at sizes up to

∼ 30 nm [61, 30]. In these cases, the ACP appears stable and does transition into a

crystalline phase. Current research is investigating the calcium phosphate-interacting

proteome of the mitochondria to better understand this stabilization. However, ACP is

transient in these cases because loading of mitochondria with ACP eventually will induce

enough stress to cause the mitochondria permeability transition pore to open, leading to

a number of correlated events that include ACP dissolution [60].

A number of the techniques for characterization of ACP were introduced in the pre-

vious section, as these techniques often have to differentiate between ACP and HAp.

X-ray scattering, electron microscopy, Raman spectroscopy, and NMR are all important

techniques in ACP characterization. Historically, X-ray diffraction has been used since

29



Calcium Phosphates Chapter 2

the 1970s, with Posner and Betts conducting the first experiments to note that within

ACP there is short-range order on the scale of 0.95 nm [99, 89]. This led to the proposal

of the Posner molecule, a spherical calcium phosphate nanocluster with stoichiometry

Ca9(PO4)6 and diameter of ∼ 1 nm, as the basic building block of ACP. These exper-

iments led to our modern understanding of ACP formation that is shown in Fig. 2.1

by introducing the concept of the prenucleation cluster to ACP growth. A full descrip-

tion of experimental and theoretical work aimed at investigating Posner molecules (and

other potential calcium phosphate nanoclusters) is provided below, because of the central

importance of Posner molecules as the putative biological qutrit in the Quantum Brain

theory.

Another technique that allows for the monitoring of solution ACP behavior in situ is

dynamic light scattering (DLS). DLS has been used to study Stages II-IV of ACP growth

[78, 100, 122], and will be used throughout this thesis because of its ability to rapidly

screen different solution conditions and provide information on not only particle size but

also concentrations and growth kinetics when used properly. A full discussion of dynamic

light scattering theory can be found in Appendix A.

In summary, the formation and growth of ACP is a multistage process that has been

studied extensively in both biological and in vitro systems. We now understand that

ACP proceeds via the four stage mechanism presented in Fig. 2.1, but a number of

questions remain about this process. In particular, the identity of prenucleation clusters

and the dynamics of their formation are still debated. Additionally, stages 3 and 4 of

ACP growth are modulated by a variety of solution conditions, including but not limited

to ionic concentrations, pH, temperature, polymers, and proteins and other biomolecules,

and the full solution phase space of ACP is still open to investigation. However, such

studies are often complicated because of the transient nature of ACP and the diversity of

calcium-phosphates species which all fall under the category of ACP. In this thesis, we will
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add to the understanding of some of these open questions as we develop the experimental

platform to test the Quantum Brain theory, further developing our understanding of the

phase diagram in Fig. 2.1.

2.4 Posner molecules and calcium phosphate nan-

oclusters

As noted in the previous section, it has become well established that ACP formation

involves the formation and aggregation of nanometric calcium phosphate prenucleation

clusters (Fig. 2.1, stage II). There are two primary proposals for the stoichiometry

of these prenucleation clusters: 1) some form of ionic calcium triphosphate (such as

[Ca(H2PO4)1.04)(HPO4)1.76]
2.56-) [101, 123, 102], and 2) the Posner molecule (Ca9(PO4)6)

[78, 100, 99]. Given that the solution conditions used in different experiments are vastly

varied, with differences in pH, temperature, calcium and phosphate concentrations, and

additional salts, it is also entirely possible that these two clusters exist in equilibrium,

with the exact solution conditions dictating which prenucleation nanocluster is preferred.

Here we will review the experimental and theoretical work on each of these proposed

prenucleation clusters, beginning with the calcium triphosphate species, before moving

onto the Posner molecule.

The first proposal for calcium triphosphate as the prenucleation cluster of ACP

came in 2013, from a study using a range of techniques including cryogenic transmission

electron microscopy (cryo-TEM), pH measurements, free Ca2+ ion measurements, and

Fourier transform infrared spectroscopy. The solution conditions encouraged the forma-

tion of ACP with a Ca/P ratio of 1.33, indicating that some phosphate groups remained

protonated during ACP formation. Based on the pH and free Ca2+ measurements, they
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proposed prenucleation species with a Ca/P ratio of ∼ 0.3−0.4, which then incorporated

additional Ca2+ ions en route to forming spherical ACP units. However, these prenu-

cleation species were not observed free in solution, but rather their size of ∼ 1.2 nm

was extrapolated as a function of defocus when imaging the already formed aggregates

with cryo-TEM. Thus, while this work presents evidence for a calcium triphosphate-like

structure based on the initial changes in pH and [Ca2+], it was unable to show that these

structures exist in free solution.

An additional work on calcium triphosphate used dissolution dynamic nuclear po-

larization, where the sample is hyperpolarized via dynamic nuclear polarization before

being rapidly melted and monitored in solution NMR [123]. They proposed that they in-

directly observed a calcium triphosphate prenucleation cluster en route to the formation

of brushite by considering the linewidth of their NMR signal and assuming a relaxation

mechanism of chemical shift anisotropy. While this study is a nice proof of concept for

this experimental technique, we would not expect that the prenucleation clusters formed

here would correspond to those involved in ACP or HAp growth since these conditions

promoted brushite formation instead.

A recent 2021 study also proposed the calcium triphosphate cluster by using a com-

bination of NMR experiments, cryo-TEM, and free Ca2+ measurements [102]. This work

used a more complex solution that contained a number of other ions including multi-

valent ions such as carbonate and magnesium that are known to interact with calcium

phosphate. They found evidence for a slowly forming (over the course of several hours)

nanometric calcium triphosphate species. Unlike previous studies of calcium triphos-

phate, they were able to make direct measurements on the size of the cluster free in

solution, confirming its nanometric size, and proposed that phosphate ions in this nan-

ocluster were in exchange with free phosphate ions for up to 10 hours. However, these

solutions never showed significant growth of ACP and did not ever precipitate, raising
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the question of whether these observed nanoclusters are prenucleation species.

In total, there is some evidence that under specific solution conditions, calcium

triphosphate may be the preferred calcium phosphate nanocluster. However, none of

the above-mentioned studies showed that calcium triphosphate was a prenucleation clus-

ter for stoichiometric (Ca/P ratio of 1.5) ACP. Thus, it appears that while the calcium

triphosphate cluster should be considered as a potential nanocluster under certain solu-

tion conditions, it may not be the primary prenucleation cluster involved in ACP growth.

We now turn our attention to the Posner cluster, the originally proposed ACP prenu-

cleation cluster, as well as potential biological qutrit in the Quantum Brain theory. The

Posner cluster was first hypothesized by Posner and Betts, who found short-range order

on the scale of 0.95 nm in ACP in a x-ray diffraction study [99, 89, 65]. Given that ACP

has a Ca/P ratio of 1.5, they considered what size cluster would produce the observed

short-range order, and found that a spherical cluster of 9 calciums and 6 phosphates,

would explain their observation.

Because of the small size of the Posner cluster and its tendency to aggregate in solution

to form ACP, it was 20 years before its presence in solution was suggested experimentally.

In the late 1990s, a group in Japan used dynamic light scattering on simulated body fluids

(SBF), simple solutions of calcium chloride, phosphoric acid, potassium chloride, and

potassium hydroxide designed to roughly simulate intercellular concentrations and pHs,

and found evidence for a nanometric calcium phosphate cluster [78, 100]. Given that these

solutions promoted the formation of hydroxyapatite, and building off the work of Posner

and Betts, they proposed these nanoclusters to be Posner clusters. However, the exact

size and populations of these particles (let alone their atomic composition and structure)

was difficult to extract due to limitations posed by the apparatuses available for DLS

at the time. Nonetheless, this work presented evidence for the existence of free calcium

phosphate nanoclusters in solution en route to hydroxyapatite growth, supporting the

33



Calcium Phosphates Chapter 2

prenucleation cluster proposal of Posner and Betts. In Chapter 4, we will build off of these

studies using a state-of-the-art DLS apparatus to gain additional insights into calcium

phosphate nanoclusters.

In the 2010s, as experimental techniques advanced to be able to better investigate

nanometric species in solution, a number of additional studies probed prenucleation clus-

ters in ACP growth. These studies utilized cryogenic transmission electron microscopy

(cryo-TEM) [93], atomic force microscopy (AFM) [124], and x-ray absorption near-edge

spectroscopy (XANES) [125, 126] to investigate early nucleation events in ACP formation.

The cryoTEM and AFM studies used surfaces to induce calcium phosphate nucleation

and ACP growth, and both observed the presence of calcium phosphate clusters of ∼ 1

nm during this surface-induced growth process, with AFM also showing evidence for ∼ 2

nm clusters. While these units were mostly visualized after already aggregating on a

Langmuir monolayer of arachidic acid designed to mimic calcifiable surface in vivo, cry-

oTEM also visualized a few individual nanometric units free in solution [93] (AFM does

not allow for the sizing of particles free in solution). Given these clusters size and their

appearance during ACP growth, they were proposed to be Posner molecules.

XANES studies on calcium phosphate focused on the coordination chemistry of cal-

cium ions in solution [125, 126]. One study on a simple calcium chloride - sodium

phosphate system proposed an “idealized” cluster of a Posner cluster coordinated with

30 water molecules [125]. A follow up study by the same group included sucrose at 24

wt%, in order to increase viscosity and allow for more resolution of solution dynamics.

This work found a significantly different calcium coordination, with a single calcium ion

coordinating with multiple phosphates and water molecules, rather than in a Posner-type

arrangement [126]. However, given the large amount of sucrose in the solution, it is not

surprisingly that this system showed significantly different coordination, and thus the

previous study is more likely to reflect the SBF conditions used by other groups that
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observed calcium phosphate nanoclusters.

With experimentally evidence seeming to verify the prenucleation cluster theory for

ACP, a number of density functional theory (DFT) studies were conducted to study the

energetics of the Posner cluster as compared to other calcium phosphate nanoclusters of

the form (Ca3(PO4)2)n [127, 128, 129]. These studies verified that the Posner cluster was

energetically favorable as a prenucleation cluster as opposed to smaller or larger clusters

with the same 1.5 Ca/P ratio. There was also evidence that aggregation of the monomeric

form Ca3(PO4)2 could be a potential alternative hypothesis, but computational limita-

tions meant that this was unable to be verified [128], and such a unit would also be much

smaller than the experimentally observed diameter of ∼ 1 nm. A Posner cluster with 6

protons attached to the phosphate groups, and 6 hydroxide ions incorporated for charge

neutrality, was also found to be an energetically possible cluster [129]. However, due to

the nature of these ab initio calculations, where water molecules have to be expressed in

a mean-field approximation, it is difficult to accurately capture exact solution energetics

for the even the simplest of SBFs that were experimentally studied.

A more recent ab initio DFT study of Posner conducted by Swift in collaboration

with Fisher went into more depth on both spin dynamics and potential substitutions in

Posner molecules and put forth a number of interesting findings [55]. One is that while the

Posner molecule is not always symmetric, the deviations from a symmetric arrangement

are on the order of thousandths of an Å, and thus would be washed out by thermal

fluctuations, which is key given the importance of symmetry for quantum dynamical

selection to function. The study confirmed that pair-binding of Posner molecules is

favorable, supporting the prenucleation cluster theory, although the authors note that

since solvent interactions are not taken into account in these DFT studies the energetics

may be slightly different in solution.

This work made a prediction for the longitudinal relaxation time (T1 of a
31P spin in
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a Posner molecule tumbling in water at 300 K under the assumption that the relaxation

is induced by dipolar coupling with an exterior proton, and found a relaxation time of

21 days. Compared with ”normal” molecules and ions, which often show T1 times on

the order of seconds, with T1 of tens of seconds considered ”long,” this predicted T1 is

extremely long. While 21 days is an idealized estimate regarding potential relaxation

mechanisms, given that there would be many protons, and potentially also paramag-

netic agents, in the vicinity of biological Posners, this finding suggests that 31P nuclear

spins within the Posner molecule could be particularly well-suited for maintaining spin

coherence, and thus quantum information, for times that could be relevant to computing

and brain function. An additional study on 31P relaxation for spin singlets between two

Posner molecules found an upper limit of 37 minutes for the intermolecular spin entan-

glement [130]. This type of coherence is different than the T1 time calculated by Swift,

but 37 minutes is still a ”long time” in the world of nuclear spin relaxation.

Another implication from Swift’s study was that it is enthalpically favorable to swap

the central calcium ion for certain other cations, most notably two lithiums ions. This is

particularly interesting given that lithium has been found to be a potent medication for

bipolar disorder [131, 132], and multiple studies on animal behaviors have indicated that

the two stable lithium isotopes (with different nuclear spins) have differential impacts

on animal mania [133, 134]. Given that the mechanism for lithium’s impact on brain

behavior is unknown, Fisher proposed that this isotopic difference could be caused by

different nuclear spin coupling to Posner molecules, thereby disturbing the pseudospin of

the molecules that was introduced in Chapter 1 [51]. Differential lithium isotope effects

are therefore a useful tool in probing the Quantum Brain theory, as the two isotopes have

similar chemistries but different pseudospin couplings which could then impact Posner

aggregation. This idea is expanded upon in Chapter 5 with experimental work aimed at

investigating lithium isotope effects on calcium phosphate growth and stability.
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There have also been some molecular dynamics (MD) studies on calcium phosphate

nanoclusters, with the same group looking into both the stability of both calcium triphos-

phate [135] and Posner molecules [136]. In the former, calcium triphosphate was found to

be energetically favorable when compared to a single calcium atom coordinated with one

or two phosphate groups, but there was no discussion of how this nanocluster compared

to a Posner molecule, beyond the observation that two such clusters could coordinate

additional calcium ions to form a Posner molecule as a sort of secondary prenucleation

cluster. The latter study found Posner-like clusters were stable at pH 7, although they

found that many clusters retained protonated phosphate groups and would sometimes in-

corporate sodium ions into the place of the outer calcium ions. However, they did not go

to slightly higher pHs, which are more biologically relevant and might lead to additional

phosphate deprotonation, as MD simulations often struggle to deal with non-neutral pH

solutions.

While we see that there have been great strides in our understanding of calcium

phosphate prenucleation nanoclusters over the past 20+ years, there are still a number

of open questions. From a solution chemistry perspective, such questions include: What

conditions promote Posner molecules as opposed to calcium triphosphate? What causes

these clusters to sometimes be stabilized in solution as opposed to rapidly aggregating

into ACP or other larger calcium phosphates? And how does this behavior differ in a

crowded biological environment such as mitochondria, where a number of proteins may

also directly interact with Posner molecules?

There are also the questions about 31P nuclear spins within Posners that directly

relate to Fisher’s Quantum Brain theory: What are the 31P nuclear spin dynamics in

Posner molecules - estimate for T1 span multiple orders of magnitude? Can the 31P states

influence bonding rates of Posner molecules, as predicted by QDS? And how are these

spin dynamics affected by the substitution of other atoms, such as lithium isotopes?
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While this thesis will not be able to answer all of these questions, over the past six

years significant effort has been put towards building an experimental platform capable

of investigating Posner molecules and their properties. Thus, some of these questions

will be directly addressed and answers proposed in the following chapters. In the final

chapter, I will return to the outstanding questions that remain unanswered, and put

forth future research directions to further probe the Quantum Brain theory.
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Chapter 3

Phosphates form spectroscopically

dark state assemblies in common

aqueous solutions

3.1 Introduction

As a first step towards understanding the formation and behavior of Posner molecules,

we studied the behavior of phosphate ions in aqueous solution. Beyond their importance

in the Quantum Brain theory as a unit of the Posner molecule and a vehicle of 31P nuclear

spins, phosphates play a number of biological roles. Phosphate containing species are

in constant flux throughout the phosphorus cycle and accumulate within the cells of all

living organisms. Cellular energy is primarily harvested through the dynamical formation

and breakage of phosphoanhydride chemical bonds of adenosine phosphates [137, 138].

Free phosphates and their subsequent assembly are also involved in bone formation and

growth when complexed with calcium [139, 140, 141], but these assemblies processed

are not fully understood, as discussed in depth in Chapter 2. Thus, an understanding
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of the equilibrium between free phosphates and higher-order phosphate assemblies in

the form of polyphosphates and phosphate clusters would provide further insight into

the mechanisms involving biological energy storage and/or the engineering of biological

structures, as well as shedding light on the feasibility of the Quantum Brain theory and

informing the current understanding of the prenucleation behavior of ACP.

31P nuclear magnetic resonance (NMR) offers useful information about the compo-

sition, dynamics, and structural properties of lipid membrane interfaces [142, 143, 144],

phosphorylated biomolecules [145, 146, 147], polyphosphates [148, 149] and precursors

of bone formation [123]. Additionally, understanding the behavior of 31P nuclei in phos-

phate ions is the first step towards understanding the 31P spin dynamics within the

Posner molecule, which are hypothesized to be novel (in their long relaxation times) and

therefore difficult to probe.

We performed 31P NMR to investigate the native state of phosphate species as a

function of temperature with the initial intent to gain a basic understanding of 31P

spin relaxation in phosphates and then subsequently study the formation processes of

calcium phosphate clusters. In this process, we encountered peculiar 31P NMR line

broadening with increasing temperature of aqueous solution of pure phosphates. Such

characteristics cannot be explained by the usual temperature dependent T2 relaxation due

to increasing molecular tumbling of small molecules with increasing temperature. 31P

NMR line broadening as a function of pH, phosphate concentration, and counter cation

species has been described in the literature [150, 151, 152], however line broadening with

increasing temperature has not been reported before.

Underscoring these unexpected observations, we present experimental results show-

ing that phosphate containing species, including orthophosphate, pyrophosphate, and

adenosine diphosphate assemble into hitherto unreported spectroscopically ’dark’ species,

whose fractional population increases with increasing temperature. This observation is
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shown to be consistent with the dehydration entropy-driven formation of dynamic phos-

phate assemblies. 31P NMR Chemical Exchange Saturation Transfer (CEST) reveals that

phosphates assemble into species with broad spectroscopic signatures, whose population

is in exchange with NMR-detectable phosphate species. A sub-population of these assem-

blies are also observed in cryogenic transmission electron microscopy (cryo-TEM) images

to exhibit droplet-like spherical assemblies up to 50 nm in diameter. The discovery that

common phosphate-containing molecules can readily assemble into higher order species

in water under physiological conditions in the absence of biologically activated processes

should be relevant to a variety of biological and biochemical processes that use phosphate

containing species as building blocks, energy sources or reactants in an aqueous environ-

ment. These studies also reveal that 31P spin relaxation within phosphates is much more

complex than previously thought, adding to our understanding of the potential of the

Posner molecule as a biological qutrit.

3.2 Results and Discussion

3.2.1 Unexpected NMR relaxation behavior

A series of 31P NMR spectra were acquired of an aqueous solution of sodium or-

thophosphate at 10 mM concentration, pH 4.5 and as a function of temperature between

293 K and 343 K. Each spectrum consists of a single 31P NMR line that shows significant

broadening with increasing temperature, as shown in Fig. 3.1A. The full width at half

maximum (FWHM) linewidth increases from 0.74 to 1.21 Hz, while the chemical shift

only slightly changes from 0.14 to 0.58 ppm as referenced to 85% H3PO4 at 293 K. To

test the consistency and generality of this observation, these measurements were repeated

for solutions of orthophosphates at concentrations of 100 mM and 1 M, at varying pH
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from 4 to 10, at field strengths corresponding to 1H NMR frequencies of 400 MHz and

500 MHz, and for solutions of orthophosphates with sodium and potassium counterions,

as shown in Fig. B.1, B.2, B.3, and B.4. Under every condition tested, the general trend

of 31P NMR line broadening with increasing temperature was observed.

To further explore this observation, we tested a series of phosphate-containing species

in addition to orthophosphates, such as pyrophosphate, adenosine diphosphate (ADP)

and adenosine triphosphate (ATP). While the extent of 31P NMR line broadening with

increasing temperature varies between the different species and solution conditions, the

general trend of line broadening with increasing temperature persists for all phosphate

containing species tested here (Fig. 3.1B), suggesting that there is a common underlying

molecular mechanism for solvent-exposed phosphate groups.

This line broadening is surprising, as it is inconsistent with expected trends for small

molecules, including ionic species. Increasing temperature should generally lead to mo-

tional narrowing of NMR resonances of small molecules as their tumbling rate increases.

An exception to this trend would be a case where increasing chemical exchange rate

leads to a transition from an intermediate to a faster exchange regime, where the chemi-

cal shifts of the two species significantly diverge, given that the linewidth is proportional

to the square of the chemical shift difference. In such a case, however, one would normally

observe the splitting of the broad line into additional narrow resonances at sufficiently

high temperatures, which was not observed for any of the phosphate-containing species

studied under a wide range of experimental conditions. An additional possibility is scalar

relaxation of the second kind, which has been observed to lead to line broadening with

increasing temperature [153]. However, for such a case the proton exchange rate should

be of the same order of magnitude as the linewidth, i.e. on the order of a few Hz, which

is not the case for our phosphate solutions, given that the second order rate constant for

proton exchange between monobasic and dibasic phosphate is 1.45 ∗ 109 mole-1 l sec. -1,
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orders of magnitudes larger than Hz [154].

To further examine the nature of the underlying process leading to the observed

line broadening and its temperature-dependence, we measured the 31P NMR spin-spin

relaxation rate, R2, at varying temperatures from 293 K to 343 K. This allowed us to

assess whether the 31P NMR line broadening with increasing temperature originates from

inhomogeneous broadening due to the presence of multiple distinct spectral components

or lifetime broadening. The value for R2 in Hz measured by the Carr-Purcell-Meibom-Gill

(CPMG) [155, 156] sequence was compared to that extracted from the FWHM (following

R2 = π· FWHM) for a 10 mM and 100 mM solution of sodium orthophosphate, as shown

in Fig. 3.1D. We found that the two showed comparable trends for broadening, with

slightly higher (1-2 Hz) values for the FWHM-derived linewidth compared to that directly

measured via R2, likely due to field inhomogeneities and small temperature gradients.

This observation verified that the phosphate linewidth is primarily broadened by the

dynamical properties of a homogeneous spectral population. This correspondence was

found consistently across all samples tested. The expected trend from Bloembergen-

Purcell-Pound (BPP) theory [157] of decreasing R2 with increasing molecular tumbling

rate, i.e. temperature, is shown in Fig. 3.1C to contrast to the experimental trend shown

in Fig. 3.1D.

The temperature-dependence of the spin-lattice relaxation rate, R1, provides further

information on the molecular-scale dynamical properties of these phosphate solutions. We

measured R1 for a serious of phosphate concentrations, and again, observed unexpected

values and trends. As illustrated in Fig. 3.1C, small molecular species tumble in the

‘fast’ regime- where rotational correlation time is faster than the Larmor frequency- so

that R1 is expected to monotonically decrease with increasing temperature, and to be

nearly identical with the R2 values. Instead, we observe R1 values for orthophosphates

at concentrations from 10 mM to 100 mM that are as many as one to two orders of
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Figure 3.1: 31P NMR results for phosphate-containing species. (A) 1D NMR spec-
tra from 10 mM sample in (D) taken at every 10 K showing line broadening in or-
thophosphate. (B) Linewidths for orthophosphate, pyrophosphate, ADP, and ATP as
a function of temperature showing monotonic increase with temperature. Solid lines
are quadratic fits to data to guide the eye. (C) R1 and R2 curves as a function of
molecular tumbling rate from Bloembergen-Purcell-Pound theory. Cartoons illustrate
the approximate locations of ionic phosphate, ADP, and a standard protein based on
tumbling rates. (D) R2 as extracted from a CPMG pulse sequence and from FWHM
for 10 mM and 100 mM monobasic sodium orthophosphate pH 4.5 as a function of
temperature, showing monotonic increase in R2 in each case. Solid lines are quadratic
fits to data to guide the eye. R1 for 10 mM, 100 mM, monobasic sodium orthophos-
phate pH 4.5 as a function of temperature showing different curve shapes as a function
of concentration. Solid lines are cubic fits to data to guide the eye.
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magnitude smaller than the R2 values of the same samples. This observation suggests

that the monitored phosphate species experience much slower dynamics than those of

isolated orthophosphate monomers. Assuming a random field relaxation mechanism, the

molecular tumbling correlation time would have to be larger than 10 ns, corresponding to

a hydrodynamic diameter of larger than 4.4 nm according to the Stokes-Einstein relation

in order to result in the observed difference between R1 and R2.

This consideration leads to the question of whether the states of phosphates giving

rise to the observed properties correspond to phosphate assemblies. When examining the

shape of change in R1 with increasing temperature, we observed a subtle deviation from

BPP theory for the solution of sodium orthophosphates at 10 mM concentration (Fig.

3.1D). The initial decrease of R1 with temperature is expected, but not the observed

increase at temperatures above 310 K. This latter observation is again consistent with a

temperature-induced formation of larger phosphate assemblies, as such assemblies would

lead to a lower rotational correlation time, effectively moving in the direction of the

”slower” motion regime (towards the left of the x axis) as illustrated in Fig. 3.1C. A

similar trend is observed for 10 mM potassium orthophosphate samples (see Fig. B.1).

The temperature dependence of R1 for sodium orthophosphates at higher concentra-

tions (100 mM) showed a local maximum with increasing temperature (Fig. 3.1D).This

trend is again inconsistent with the dynamical properties of small molecules in solution.

According to BPP theory, a local maximum in R1 is expected only for species with ro-

tational correlation times, τc, matching the inverse nuclear Larmor frequency, ω0 (Fig.

3.1C). At 11.7 Tesla and a 31P NMR frequency of ω0

2π
= 200 MHz, assuming a random

field relaxation mechanism, we estimate τc = 800 ps following τc = 1
ω0
. A rotational

correlation time in this range implies a particle diameter of 2 nm for a spherical object

according to the Stokes-Einstein relation. Regardless of the exact shape of the species,

this size is several fold larger than that of monomeric orthophosphates [158].
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The observed temperature-dependent trends in R1 and R2 are consistent with (a) the

phosphate molecules assembling into larger species, whose tumbling rate lies in the slow

motion regime, with correlation time τc exceeding ω0, or (b) phosphate molecules being

in exchange with spectroscopically invisible species that have much higher R1 and R2

rates. Explanation (b) would again be consistent with phosphate assemblies, since there

are no other constituents than phosphate ions in the solution. Higher temperatures may

facilitate the growth in population and size of such assemblies and/or accelerate the ex-

change, and hence enhance R1 and R2 of the detected
31P NMR signal. It is also possible

that monomeric phosphates coexist with spectroscopically invisible phosphate clusters

across the temperature range tested, and that heating increases the relative abundance

of this invisible species. Either scenario suggests the formation of larger phosphate as-

semblies, with enhanced populations and/or exchange rates at elevated temperatures,

yielding much greater R2 values compared to R1 and consistent with our observed trends

in relaxation with temperature. Notably, after cooling the sample that was heated back

down to its initial temperature, the relaxation rates return to their initial values (Fig.

B.5), suggesting that the assembly formation is reversible.

If larger assemblies are forming, it is important to consider their nature, and in partic-

ular the interactions leading to their formation. One possibility is that the new assemblies

are polyphosphates formed by the enhanced formation of P-O-P bonds at elevated tem-

peratures. The 31P chemical shift for phosphates is known to shift by approximately -10

ppm with each P-O-P bond formed and by a maximum of 5 ppm from the unprotonated

to triply protonated states [159, 160]. This is inconsistent with our observed chemical

shifts that move systematically downfield, but only very slightly, by a maximum of 0.5

ppm when the temperature is increased from 293 K to 343 K. Hence, the observed chem-

ical shift change is too small to be attributed to covalent P-O-P bond formation. The

observed 0.5 ppm chemical shift change could instead be the result of changes in the
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equilibrium P-O bond length, potentially induced by non-covalent association of phos-

phate molecules. Such changes could be mediated by hydrogen bond interactions that,

in turn, can be modulated by changes in phosphate hydration. Notably, all four oxygens

of the phosphate group can serve as hydrogen bond donors or acceptors, depending on

the protonation, hydration and partial charge state of the group, hence allowing for mul-

tivalent interactions that can give rise to the formation of larger assemblies, while still

maintaining rapid exchange with ionic phosphates and small clusters held together by

weak interactions. In any case, the species forming must either have the same chemical

shift as the orthophosphate ions and/or be so broad as to be rendered spectroscopically

invisible.

3.2.2 Indirect observation of phosphate assemblies by 31P CEST

To test whether the phosphate species are in exchange with a spectroscopically dark

population, we performed chemical exchange saturation transfer (CEST) experiments.

CEST typically provides a means of identifying signatures of exchangeable species with

distinct chemical shifts from the visible species, but below the direct NMR detection

limit. This effect is achieved by saturating a selected region in the spectroscopically

invisible region of the spectrum, followed by the detection of the (visible) signal of a

major species (in this case, monomeric phosphates) that is in exchange with the species

below the NMR detection limit. Repeating these experiments with different saturation

frequencies across the complete spectral region and saturation power permits scanning of

an entire spectrum for potentially exchanging species. This procedure has been widely

employed, for example, to identify weakly populated states of peptides and proteins whose

protons are in exchange with water[161, 162], and in this context is often referred to as

DEST (for dark state exchange saturation transfer)[163]. The sensitivity enhancement
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effect for the dark species is achieved because exchange can occur many times during the

saturation pulse, and thereby transfer saturation levels between the visible and invisible

species repeatedly. In the CEST experiment of this study, we recorded 31P NMR spectra

of the visible 31P NMR signals following rf irradiation (with nutation frequency of 150

Hz for 5 s) at a specified resonance frequency in what can be seen as a one-dimensional

pump-probe experiment. Here, the pump frequency is stepped through a frequency

range of approximately 8000 Hz, centered around the one visible 31P NMR peak. In this

fashion, CEST can test for the existence of spectroscopic dark states that are in exchange

with phosphate species at frequencies within the scanned range. A plot of the detected

intensity vs. saturation frequency offset is called a Z-spectrum.

Fig. 3.2B,C shows the both the measured (solid lines) and the simulated (dashed

lines) Z-spectra as a function of temperature of a 100 mM orthophosphate solution.

It is seen clearly that the widths of the dips in the Z-spectra increase with increasing

temperature, which is consistent with the unexpected trend observed with the R2 and

linewidth data.

In the absence of exchange, one expects the width of the dip in the Z-spectrum (at

half maximum) to be approximately a factor two times the rf nutation frequency (here

150 Hz) [164]. In all cases for CEST measurements (both as a function of temperature

and as a function of irradiation power), we observed the dip widths to be significantly

larger (a factor of 3-10 larger than the nutation frequency) than the expected two-fold

the nutation frequency (see Fig. B.10). This finding is a clear sign that there must be

significant underlying exchange processes with spectroscopically silent species, and that

these processes change with temperature.

These results further corroborate the assumption that exchange occurs with a popula-

tion exhibiting a broad spectroscopic signature, which is invisible to direct spectroscopic

detection. The relative population of this spectroscopically ‘dark’ species may also be
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Figure 3.2: 31P CEST results for 100 mM orthophosphate (pH=4.5). (A) CEST
pulse sequence. (B) The experimental and simulated CEST Z-spectra as a function of
temperature with 150Hz of the irradiation pulse power. (C) The width at half height
of both the experimental and simulated Z-spectrum dips from (B) as a function of
temperature. The solid and dashed line represent a quadratic fit to data as a guide
for the eye.
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increasing with increased temperature. When the solutions are cooled back down to 298

K after heating, the Z-spectrum dip width returns to the originally measured value (Fig.

B.6), indicating reversible assembly formation. Similar CEST results were observed for

a range of pH values of orthophosphate solutions (Fig. B.7) and for ADP (Fig. B.8),

suggesting that this behavior is common among several phosphate-containing molecular

species in aqueous solution.

In order to further substantiate the hypothesis and generate a potential model, sim-

ulations were performed that could simultaneously satisfy the values and temperature

trends of R2 and CEST data. For the simulation, a two-pool model was used, with A re-

ferring to the detectable pool (phosphate monomers) and B to the spectroscopically silent

pool (the assemblies). The model used separate R1 and R2 for pools A and B, exchange

rate constants for the forward and backward interconversion processes A ←→ B, and

the relative populations of the pools, considering first-order kinetics. The rate constants

were assumed to be of Arrhenius type, and the forward rate constant was parameter-

ized using an Arrhenius pre-factor k0 and activation energy Ea. The change of enthalpy

∆HPA and change of entropy ∆SPA for assembly formation derived from this simula-

tion were then used to find the assembly population, pB, using the Boltzmann factor

pB = exp(−∆GPA/(RT ))/(1 + exp(−∆GPA/(RT ))), where ∆GPA = ∆HPA − T∆SPA.

The temperature dependence entered through the T∆SPA term, while ∆HPA and ∆SPA

were assumed constant. At each temperature, these relationships were used to calculate

the forward and backward exchange rates, and the McConnell equations solved itera-

tively to satisfy the experimental R2 and CEST data using the Spinach software package

[165].

Simulations of the R2 data as a function of temperature of the 100 mM NaH2PO4

sample (at pH=4) led to the following parameters to describe the exchange process:

∆HPA = 25 kJ/mol, ∆SPA = 30 J/(mol K), k0 = 20, 000 s−1, and Ea = 10 kJ/mol. We
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then calculated the relative fraction for the B population, pB, as described earlier. The

forward and backward exchange rates are obtained via kf = k0 exp(Ea/RT ), and kb =

kf (1−pB)/pB, in steady state. For CEST simulations, R1 was set equal to the measured

values (shown in Fig. 3.1) for both pools (after verifying that setting RB
1 = 0.1RA

1 to

10RA
1 did not change the quality and results of the fit), and RA

2 set equal to RA
1 , assuming

a fast motion regime for the small molecular entity. Modeling of the R2 data indicated

that kf ≫ pB∆R2 is likely, where ∆R2 = RB
2 − RA

2 . In this regime, R2 ≈ pB∆R2 [166].

We therefore used this expression to determine the RB
2 values for the CEST simulation

by using the fitted pB values, the experimental R2 values and relying on RA
1 = RA

2 , i.e.

by equating RA
2 to the experimental R1 values. These values ranged from 450 to 1, 000

s−1 over the experimental temperature range (increasing with increasing temperature),

corresponding to linewidths exceeding 1400 Hz that hence is easily beyond the detection

limit.

Using this approach, a consistent model was found to fit concurrently the experimental

R2 and CEST data (see Fig. 3.2 and Fig. B.10). The key takeaway is that increasing

temperature leads to either larger or less mobile assemblies, as reflected in increasing RB
2

with temperature (see Fig. B.11), an increase in both kf with increasing temperature

(see Fig. B.10A), with the rates spanning 350-660 Hz. Most critically, the model that

describes the R2 and CEST data finds the fractional population of the assemblies, pB,

to be very small, but to grow with temperature (Fig. B.10C), with pB = 0.0013 of

phosphates at 293 K and 0.0073 at 353 K. While the absolute value of pB in a dilute

solution of monophosphates is small, the size of the assembly (the B pool) may comprise

of a very large number of monomers (the A species), as reflected in the extremely high

RB
2 rates. Assemblies formation, even with a small pB, can have a significant impact on

biological assemblies between phosphate-containing species in closer proximity.
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3.2.3 Cryo-TEM

While there is compelling evidence for assembly formation, the previous measure-

ments did not provide direct observation of the assemblies due to their spectroscopically

dark nature. We hence used cryogenic transmission electron microscopy (cryo-TEM) to

determine whether the phosphates assemble into large and persistent enough clusters

to be imaged. Cryo-TEM was performed on ADP solutions that were vitrified after

heating for at least 48 hours. Phosphate-containing solutions tested showed evidence

of assemblies forming at diameters ranging from 30-50 nm in diameter (Fig. 3.3A,B,

Fig. B.12). This is in contrast to a 500 mM KCl control solution, where a majority

of features were at diameters of 50 nm and greater, consistent with consensus within

previous cryo-TEM literature establishing that the most abundant form of ice artifacts

are at sizes >50 nm [167, 168]. Given that these samples were prepared under identical

conditions, we take this difference in the 30-50 nm region of the particle size distributions

between the phosphate-containing solutions and the KCl control to indicate the presence

of phosphate assemblies. Amongst the conditions tested, the abundance of assemblies

appeared higher in solutions heated at 343 K compared to solutions that are unheated

or salt controls without phosphate present (Fig. B.13). Additionally, ADP samples from

different sources, and prepared on different days, showed an abundance of these features

(Fig. 3.3A,B and B.12). Such analysis of cryo-TEM micrographs cannot provide quanti-

tative analysis of the whole sample, given the nature of the thin film of water that forms

before vitrification that can affect which particles may be imaged. Still, this methodology

provides evidence that these features are not artifacts of sample preparation. We also

found that for samples of 100 mM and 1 M sodium monophosphate the size distribution

of structures is independent of phosphate concentration (Fig. B.14), providing additional

evidence that these are equilibrium structures. Notably, the entire phosphate-containing
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population is part of or is in exchange with the assemblies, given the homogeneously

broadened nature of the 31P NMR line. This suggests that the monomeric ADP and

monophosphate populations are at thermodynamic equilibrium with the assemblies that

may exist as liquid droplets, given their spherical shape. The phosphate assembly may

be driven by liquid-liquid phase separation. However, further validating such hypothesis

is outside the scope of this study, given that the assemblies evade quantitative analysis.

3.2.4 Molecular Dynamics Simulations

We next used molecular dynamics (MD) simulations to probe whether monomeric

phosphate species can form stable clusters under the relevant aqueous solution condi-

tions. We simulated three different solutions of orthophosphates: HPO2−
4 , H2PO

−
4 , and

a 1:1 mixture of HPO2−
4 and H2PO

−
4 using a modified GAFF forcefield [170] and TIP3P

water [171]. The simulated systems each contain 100 total orthophosphates, enough Na+

ions to neutralize them (200, 100, and 150, respectively), and water molecules to solvate

to approximately 1 M orthophosphate concentration (4759, 4852, 4801 water molecules,

respectively). We also simulated two less concentrated systems (∼78 mM), compris-

ing (1) 3 HPO2−
4 ions, 6 Na+ ions, and 2149 water molecules and (2) 3 H2PO

−
4 ions, 3

Na+ ions, and 2149 water molecules to more carefully probe the temperature-dependent

water-phosphate, phosphate-phosphate, and counterion-phosphate interactions. Addi-

tional details regarding the systems and simulation workflow are provided in Table B.1).

At 343 K, the HPO2−
4 system shows a strong tendency to assemble, forming a cluster

comprising all 100 phosphate ions in the simulation box. The cluster size distribution for

the HPO2−
4 system, represented as the fraction, P (N), of phosphate ions in clusters of

size Nclust, is therefore peaked at the maximum number of HPO2−
4 ions of 100 (Fig. 3.3C).

We hypothesize that the equilibrium cluster size is larger than accessible by atomistic
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Figure 3 CryoEM Micrographs
(A) (B)

(C) HPO42-mixedH2PO4-

Figure 3.3: Evidence of phosphate assemblies from TEM and MD simulations. (A,
B) TEM images of phosphate assemblies (yellow arrows) after heating phosphate
solutions show droplet-like features forming at 25-50 nm in size. Samples were from
different sources and prepared on different days. (A) 100 mM potassium ADP heated
to 343 K before vitrification. (B) 100 mM sodium ADP heated to 343 K before
vitrification. (C) Cluster size distributions from MD simulations at 343 K show the
fraction, P (N), of phosphate ions in a cluster of size Nclust. The insets show snapshots
of phosphate assemblies (red and white) and sodium ions (blue) from the simulations.
The cluster size distribution and snapshots show that HPO2−

4 strongly assembles in
contrast to H2PO

−
4 . When H2PO

−
4 is mixed with HPO2−

4 , the latter induces clustering
of H2PO

−
4 . In this mixed system, the HPO2−

4 ions are grayed out to highlight the
clustering of H2PO

−
4 . Simulation snapshots are visualized using Visual Molecular

Dynamics.[169]
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MD. This result is consistent with the observation of large phosphate assemblies visible

to cryo-TEM, giving rise to distinct NMR spectral and relaxation properties. Interest-

ingly, the H2PO
−
4 system shows a much weaker tendency to assemble, with a peak in the

cluster size distribution at Nclust = 1, indicating a preference to remain unaggregated at

these conditions. However, in the mixed system, the presence of HPO2−
4 induces assem-

bly of H2PO
−
4 ions, and the system forms an assembly that comprises all 50 HPO2−

4 in

the simulation box and some H2PO
−
4 (Fig. B.16B-D). The three systems exhibit qualita-

tively the same behavior at 293 K (Fig. B.16A). The simulations are limited to system

sizes smaller than the experimentally observed assemblies, as well as constant ionization

state (as opposed to constant pH), which limits our ability to draw conclusions regarding

the temperature dependence and size distributions of the observed clustering behavior.

However, the MD simulations do confirm that orthophosphates cluster under comparable

conditions as experimentally probed.

In addition, the sodium ions were observed to be involved in the phosphate assem-

blies by the MD simulations, and therefore the linewidth of sodium in the presence and

absence of phosphate was investigated. While the 23Na NMR line was found to narrow

with increasing temperature, the 23Na linewidth was broader for samples of NaCl with

phosphate present as compared to NaCl without phosphates at both 298 K and 343 K

(Fig. B.17). This observed increase in linewidth for 23Na when phosphate is added to

solution is consistent with the sodium ions also being incorporated into the phosphate

assemblies. Although the 23Na still narrows with temperature, this can be explained by

the mechanisms that traditionally lead to line narrowing at higher temperature (such

as larger fluctuations in electric field gradients and increased molecular tumbling rates)

overcoming effects of a larger population of sodium ions being incorporated into assem-

blies. Since the relaxation mechanisms of the sodium, in monomer or assembled state, are

quite different from the mechanisms for phosphates [172], the overall effect of increased
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temperature on 23Na NMR could still be line narrowing, but with different magnitudes

of linewidths depending on whether phosphates are present to form assemblies.

3.2.5 DOSY NMR

Having established that larger phosphate assemblies exist in solution, we next ex-

plored the potential mechanisms of their assembly and, in particular, the temperature-

dependent behavior. We performed pulsed field gradient (PFG) NMR, specifically Diffu-

sion Ordered SpectroscopY (DOSY), to measure the self diffusion coefficients of the 31P

NMR signal-bearing species, and hence their hydrodynamic diameter. DOSY measure-

ments were performed on a 100 mM sodium orthophosphate solution of pH 4.5 at 293

K, 343 K, and again at 293 K after cooling in order to assess the reversible formation of

any structures at elevated temperatures. The results show that the phosphate species in

solution diffuse with a single translational diffusion coefficient, as demonstrated by the

linear relationship between Log(ψ) and the square of the gradient strength, where ψ is

the signal attenuated by molecular motion along the gradient axis (Fig. 3.4A) [173]. This

observation of a uniform diffusion coefficient did not change with increasing temperature.

However, the diffusion coefficient significantly increased from 7.5∗10−10 m2/s at 293 K to

3.2∗10−9 m2/s at 343 K. We confirmed that this increase is not due to convection effects

by comparing diffusion values measured with a convection-compensated pulse sequence

(Fig. B.18), as well as in the presence and absence of capillaries added to the sample

tube to disrupt convective flow (Fig. B.19) [174]. To convert these diffusion coefficients

to hydrodynamic diameters, we used the Stokes-Einstein relationship to account for the

increased thermal energy and the decreased viscosity of water at elevated temperature.

The extracted (temperature-corrected) hydrodynamic diameters for orthophosphate ions

show a reversible and significant decrease by ∼1.8 Å at 343 K compared to 293 K (Fig.
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3.4B), suggesting partial dehydration of hydrated orthophosphate ions in water. Similar

increases in the diffusion coefficient and decreases in the hydrodynamic diameter were

observed for monophosphate ions in 100 mM and 1 M potassium phosphate samples and

1 M sodium phosphate samples (Fig. B.20 and B.21).

How do we reconcile the observation of assembly of orthophosphates according to

31P NMR relaxation and CEST studies with the apparent decrease in the hydrodynamic

radius of orthophosphate molecules, implying the partial dehydration of the detected

phosphate ions at elevated temperatures? Presumably, the partially dehydrated phos-

phate groups can more strongly interact with other phosphate groups through stronger

hydrogen bond formation. Hence, they may more readily assemble into, and exchange

with, dynamic phosphate clusters. It is known that a single deprotonated orthophos-

phate moiety, the H2PO4
- ion, carries 11 water molecules within its hydration shell at

infinite dilution (the HPO4
-2 ion carries 20 water molecules) [175]. The 31P DOSY result

for samples of pH 4.2, where the large majority of the population is in the H2PO4
- proto-

nation state, suggests a decrease in the hydrodynamic diameter from 6 Å to 4.2 Å. This

change in hydrodynamic radius is consistent with a decrease in hydrodynamic volume by

70 Å3. Assuming a water radius of 1.4 Å[176], this result suggests a loss of 6 hydration

water molecules upon heating, yielding a total of 5 remaining hydration water molecules

per orthophosphate at 343 K. Given that the temperature dependent characteristics of

31P NMR linewidth and relaxation data were observed across a wide pH range from 2 to

11, we expect both H2PO4
- and HPO4

-2 ions to experience loss of hydration water with

increasing temperature.

To further validate this experimental analysis based on DOSY, we performed MD

simulations of less concentrated HPO2−
4 and H2PO

−
4 systems discussed earlier. MD cal-

culations show a decrease of water coordination from 13.4 to 13.1 per HPO2−
4 molecule

and from 16.5 to 15.7 per H2PO
−
4 with increasing temperature from 293 K to 343 K
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(Fig. B.15C), corresponding to the range of temperatures experimentally probed. These

results are qualitatively consistent with the trends observed experimentally. Although

this average change is relatively small, it is being driven by very large changes in hydra-

tion for the phosphates forming assemblies. Additionally, the decrease in the hydration

number of orthophosphates is less dramatic in the MD simulations, as the computational

analysis does not probe hydrodynamic radii, but rather local density.

Is DOSY then detecting the phosphates within clusters directly? As discussed, phos-

phorus spins in these clusters undergo rapid relaxation due to their slower tumbling rates,

and thus have very broad resonance lines, largely invisible to 31P NMR. Thus, DOSY

measurements should only be sensitive to the free phosphate ions that exist in equilib-

rium with these larger, spectroscopically dark, assemblies. The DOSY results reveal that

free phosphate ions exchanging with the phosphate assemblies are more dehydrated at

elevated temperatures, and hence potentially have a greater tendency to assemble into

larger clusters.

3.2.6 Examining entropy-driven assembly

What then is the driving force for the formation of soluble, non-covalent, phosphate

assemblies at equilibrium that are reversibly promoted at elevated temperature? Con-

sidering the Gibbs free energy for assembly, ∆GPA, an increasing tendency to assemble

(∆∆GPA < 0) at higher temperature requires that ∆SPA for assembly be positive, so that

the entropic contribution lowers the free energy of assembly as temperature is increased,

since generally ∆H increases (i.e. is less favorable) with increasing temperature [177].

The thermodynamic parameters found in fitting our experimental R2 and CEST data of

a ∆HPA = 25kJ/mol and ∆SPA = 30 J/(mol K) is consistent with an entropy-driven as-

sembly. However, considering the fit value of ∆HPA = 25kJ/mol and a 0.6 % population
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growth from 20 to 70 °C for a NaH2PO4 sample, the largest ∆H extracted would amount

to only 0.002 J/◦C/g solution for assembly formation of a 1 M potassium orthophosphate

sample, rendering direct experimental verification of these thermodynamic values on our

differential scanning calorimetry instrument unfeasible. Nonetheless, an extensive set

of experimental data provided strong evidence for a favorable phosphate assembly with

increasing temperature, implying that the phosphate assembly is enhanced by entropy

gain with increasing temperature.

Possible sources for this putative entropy gain are depletion interactions, includ-

ing excluded volume effects, counterion release, and/or dehydration of the phosphate

moiety[178]. Excluded volume interactions between phosphates would not be expected

to reduce the hydrodynamic diameters of individual phosphate monomers, and species

with overlapping volume would co-diffuse, resulting in slower diffusion, neither of which

effects are observed by DOSY. Another commonly expected source of entropy gain upon

assembly of charged species is the release of bound counterions, however potassium and

sodium ions are not strongly bound to phosphate, making its release a less likely source

for significant entropy increase. This assessment is consistent with our MD simulation

results, which show that there is no significant change in the number of counterions

coordinated with HPO−2
4 and a slight increase in the counterion coordination number

for H2PO
−
4 in the less concentrated (∼78 mM) systems (Fig. B.15I). This analysis fur-

ther supports our expectation that the phosphate-cation interaction is weak, making

counterion release an unlikely driver of phosphate assembly. Furthermore, the observed

changes in the hydrodynamic diameter of orthophosphates with increasing temperature

as measured by DOSY are very similar between potassium and sodium phosphate sam-

ples (Fig. 3.4A and Fig. B.21). Since sodium and potassium ions are approximately

1 Å different in size [179], a difference in the change of the hydrodynamic diameter is

expected if counterion release was a major contributor to these observed size changes of
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orthophosphates.

Hence, the most likely source of increase in the total entropy is the shedding of water

that is more strongly associated with the phosphate ions than with bulk water, also

referred to as the hydration shell. Water forms networked hydrogen bonds and strongly

solvates phosphate anions, offering ample opportunities for entropy increase upon its

partial release. DOSY experiments and MD simulations confirm that water molecules

are released to bulk when increasing the temperature from 293 to 343 K. In a recent

study, dehydration-driven entropy increase has been shown to be a primary driver of

liquid-liquid phase separation induced by polyelectrolyte assembly processes in water

[180].

3.2.7 Manipulation of depletion interactions

Since the experimental results so far suggest dehydration entropy as the driver of phos-

phate assembly, we designed further experiments to deliberately modulate the phosphate-

water interactions by known factors. Since we established a viable interpretation for the

change in 31P NMR linewidth and relaxation data, we rely on these readouts to evaluate

phosphate assembly formation as a function of temperature.

One can amplify dehydration by the addition of hydrophilic molecular crowders or

salting-out salts along the Hofmeister series. The introduction of molecular crowders is a

common technique used to reduce the volume of water available for the other molecules

of interest in aqueous solution, thus increasing the effective concentration of the dissolved

molecule [180]. A commonly used molecular crowder is polyethylene glycol (PEG); its

strong affinity for water over the temperature range of interest is known to drive dehy-

dration and increase the effective concentration of other molecules in solution [181]. As

expected, the 31P NMR linewidth at temperatures ranging from 293 K to 343 K increased
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Figure 3.4: Evidence of entropically driven assembly. (A) 100 mM sodium phos-
phate at pH 4.2 31P DOSY fits of Log(ψ) vs gradient strength squared show a linear
relationship, indicating that a single diffusion coefficient can describe behavior of phos-
phorous entities contributing to the observed NMR line. (B) Hydrodynamic diameters
extracted from the diffusion coefficient from fits in (A). (C) R2 and R1 for potassium
phosphate pH 4.5 in the presence of 6k MW polyethylene glycol (PEG) at varying
PEG concentrations. Solid lines are quadratic fits to data to guide the eye. (D) R2

and R1 for orthophosphate pH 4.5 samples at 10 and 100 mM, with varying types
of cationic salt chlorides and concentrations. Salt added samples are sodium phos-
phate salts, while no additional salt samples shown are monophosphate salts with the
corresponding potassium or sodium cationic species. Solid lines are third order poly-
nomial fits to data to guide the eye. The R2 trends follow the predicted trends for the
Hofmeister series, while R1 shows little difference at 10 mM phosphate concentration,
but significant differences for different salts at 100 mM.
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for phosphate solutions at both 10 mM and 100 mM concentrations with increasing PEG

concentrations at 10 wt% and 18 wt%. In order to evaluate whether these observed

trends are due to a contrast in solution viscosity, R2 relaxation extracted from FWHM

for two samples of 100 mM potassium phosphate, with and without 18 wt% PEG, was

plotted as a function of solution viscosity (Fig. B.22). The R2 relaxation rates of the

two samples are not superimposed, indicating that the observed increase in linewidth

is not accounted for solely by changes in solution viscosity from the addition of PEG.

This observation is consistent with the interpretation that PEG enhances dehydration of

phosphates and facilitates phosphate clustering.

Dehydration can also be modulated by the addition of various salts according to

the Hofmeister series [182]. This series is used in biological systems to induce salting-

out (precipitation) or salting-in (dissolution) of proteins, with NH4
+ on one salting-out

end and Na+ on the other salting-in end [183] of the series. While phosphate clusters

under the here tested experimental conditions are not precipitated out of solution, the

magnitude of dehydration, and thus the exchange with and/or formation of assemblies,

should increase with salting-out salts and decrease with salting-in salts. To test our

hypothesis of dehydration-driven phosphate clustering, we added a variety of cations that

enhance the salting-out tendency in the order NH4
+ >K+ >Na+. 31P NMR linewidths

were measured between 293 K and 343 K for orthophosphate solutions at 10 mM and

100 mM in the presence of added chlorine salt of three different cations at 100 mM and

1 M concentrations, as well as in the absence of added salts. The extracted linewidths

show that the addition of NH4
+ causes the greatest line broadening, followed by K+ and

then Na+, at all phosphate concentrations, salt concentrations, and temperatures (Fig.

3.4D). These results are in agreement with the predicted trend of the Hofmeister series

when considering line broadening as a proxy for dehydration-induced clustering. While

the R1 results are more difficult to interpret, given the non-monotonic trend, we see that
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the salts clearly change the shape and magnitude of R1 when phosphate and/or salt

concentration is high enough (Fig. 3.4D). This finding is again in agreement with the

hypothesis that the addition of salting-out salts impact the tendency of phosphates to

form assemblies.

Molecular crowders and salting-out cations both serve to increase the total entropy of

dehydration, further facilitated by elevated temperatures, consistent with the 31P NMR

results. While chemical exchange between phosphate species of different protonation

states or scalar relaxation may potentially explain some of the observed anomalous 31P

NMR line broadening behavior with increasing temperature, these alternative hypotheses

do not provide comprehensive explanations for the full range of results provided here.

The proton exchange rate for a 100 mM phosphate sample is 107 Hz, many orders of mag-

nitude larger than the strength of proton-phosphorus scalar couplings, indicating that

scalar relaxation does not dominate. Similarly, a model of chemical exchange between

differently protonated phosphate groups cannot explain the order of magnitude discrep-

ancy between R1 and R2. This order of magnitude difference between R1 and R2 also

indicates that paramagnetic impurities could not be causing the enhanced relaxation, as

for phosphate and paramagnetic species tumbling freely in solution one would expect R1

and R2 to be close to identical. Additionally, these potential explanations fail to explain

the other results shown, such as the broad CEST lines, the cryo-TEM images, or the

multiple experiments indicating that phosphate dehydration plays a role in modulating

31P NMR relaxation properties.

3.3 Conclusion

Taken together, our experiments present comprehensive evidence for the presence of

phosphate assemblies in aqueous solutions in dynamic exchange with free phosphate. 31P
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NMR relaxation and CEST results both show signatures of the presence of these phos-

phate assemblies, whose population grows with increasing temperature. Cryo-TEM offers

visual affirmation for the presence of large phosphate assemblies in both monophosphate

and ADP solutions, with structures consistent with condensed spherical droplets. 31P

DOSY measurements, as well as the impact of PEG and cationic salts, indicate that

dehydration of phosphate species is driving the formation of these assemblies. Even if

the number of water molecules released per orthophosphate molecule was small, its effect

on entropy gain driving the assembly formation can be very significant, given that the

assembly consists of a large number of orthophosphates according to our model derived

from R2 and CEST data, cryo-TEM data and MD simulations.

Our results suggest that this dehydration-driven clustering of phosphates may be

present in numerous species with exposed phosphate groups at a wide range of commonly

used solution conditions, including those of biological relevance. Such clusters could have

implications for biological phosphate transport and regulation, as well as aggregation

events involving phosphates such as calcium phosphate nucleation and growth. Therefore,

these assemblies should be added in the ACP phase diagram introduced in Chapter 2 and

considered when seeking conditions that lead to the presence of stable Posner molecules,

as well as in more general in vivo and in vitro experiments involving phosphate group-

containing biomolecules. Initial investigations on the implications of these phosphate

assemblies on calcium phosphate prenucleation behavior will be discussed in Chapter 7.

The presence of these assemblies also reveals complexity in phosphate 31P spin re-

laxation. Since exchange with the assemblies induces faster spin relaxation, phosphate

monomers may have longer spin relaxation times than previously measured. Such results

add intrigue to the possibility of the Posner molecule, with its cage of spin 0 calcium

atoms adding additional protection from relaxation, having long spin relaxation times

that could allow it to function as a biological qutrit.
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3.4 Materials and Methods

Potassium phosphate monobasic (MW 136.09) and sodium phosphate monobasic

(MW 119.98) were acquired from Fisher Scientific. Sodium phosphate tribasic (MW

163.94) was acquired from Acros Organics. Potassium pyrophosphate (MW 330.34) was

acquired from Sigma-Aldrich. Adenosine 5’-diphosphate orthopotassium salt dihydrate

(MW 501.32) was acquired from Alfa Aesar. Adenosine 5’-triphosphate disodium salt

hydrate (MW 551.14 anhydrous) was obtained from Sigma. Polyethylene glycol (MW

6K) was acquired from Fluka. Potassium chloride (MW 74.55), sodium chloride (MW

58.44), and ammonium chloride (MW 53.49) were acquired from Fisher Chemical. All

samples prepared at room temperature. When not explicitly mentioned, the pH values

were adjusted to 4.4 with HCl and NaOH to coincide with the native dissolved pH values

found for monobasic orthophosphate. Every sample was dissolved in 600 to 700 uL of

90% Milli-Q water and 10% D2O for locking purposes.

Adenosine 5’-diphosphate sodium salt (MW 427.20), sodium phosphate dibasic (MW

141.96), and coenzyme A sodium salt hydrate (MW 767.53) used for CEST were acquired

from Sigma-Aldrich. All samples prepared at room temperature. The pH values of the

solutions were adjusted to 4.4 with HCl and NaOH in order to make them coincide

with the native dissolved pH values found for orthophosphate. The real concentrations

of the solutions were determined from the absolute integrations of the 31P peaks in the

1D NMR spectra.

3.4.1 NMR Experiments

Solution NMR relaxation experiments were performed on a Bruker Avance NEO 500

MHz spectrometer with a CryoProbe Prodigy BBO probe, using Wilmad-LabGlass 5 mm

Thin Wall Precision NMR tubes. T1 relaxation was measured with a standard inversion-
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recovery pulse sequence and T2 relaxation was measured using a CPMG sequence. Delays

varied depending on sample conditions (temperature, pH, and concentrations of salts and

polyethlyene glycol (PEG)).

T1 and T2 delays were experimentally modulated such that the final two points for

T1 curves fully recovered and the final point for T2 curves were less than 5% of the initial

intensity. T1 relaxation times were determined by employing the TopSpin 4.0.6 T1/T2

dynamics module. T2 relaxation times were determined by MestReNova monoexponen-

tial fitting. FWHM was determined by taking a 45◦pulse and employing TopSpin 4.0.6

PEAKW command. For each spectrum, a single scan was acquired with 40000 data

points to cover a spectral window of 10000 Hz (49.4 ppm). An AU program was created

to ensure temperature equalisation uniformity which included a ten minute temperature

equilibration time and autoshimming was applied continuously before and throughout

acquisition.

Diffusion ordered spectroscopy (DOSY) measurements were taken on a 300 MHz

SWB Bruker spectrometer with a single gradient along the z-axis. DOSY is an exper-

imental that uses the Pulsed Field Gradient NMR (PFG-NMR) technique to extract

diffusion coefficients for each NMR signal present in a sample. PFG-NMR measures

particle diffusion by using a spin-echo pulse sequence in combination with a magnetic

field gradient. As particles diffuse during the spin-echo sequence, they experience a

slightly different field due to the gradient, and the spin-echo is unable to completely

rephase the signal. This dephasing causes an attenuated signal intensity, which depend

on the strength of the gradient, g, and the diffusion coefficient, D of the species as

ψ(g,D) = Exp(−Dg2γ2δ2(∆ − δ/3)) where γ is the gyromagnetic ratio of the nucleus,

δ is the width of the gradient pulse, and ∆ is the time between gradient pulses [173].

By measuring this signal attenuation at several gradient strengths, one is able to fit the

attenuation function to recover the diffusion coefficient of the associated species at each
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NMR line.

Measurements were taken at 293 K, 343 K, and again at 293 K after the sample

had cooled. Capillaries were used at elevated temperatures to suppress convection. To

confirm there were not convection effects, a convection-compensated pulse sequence was

compared to the standard sequence for one sample at 293 K and 343 K. At 293 K, 32

scans with a 90◦pulse were acquired with 16384 data points to cover a spectral window

of 6068 Hz (49.9 ppm) for gradient strength, and at 343 K, 64 scans with a 90◦pulse

were acquired for each gradient strength with the same spectral conditions as above. At

each temperature, data was taken using 16 linearly spaced gradient strengths such that

the final spectrum had an intensity less than 5% of the first’s. These decays were then

fit in the TopSpin 4.0.6 T1/T2 relaxation module to extract a diffusion coefficient. The

Stokes-Einstein relation was then used to convert this to a hydrodynamic diameter.

NMR chemical exchange saturation transfer (CEST) experiments were performed on a

Bruker 500 MHz (11.7 T) NMR spectrometer equipped with a broadband observe (BBO)

probe. The 90° pulse duration ranged from 10 to 12 us depending on ionic strength of the

solution. Saturation was performed by continuous wave (cw) irradiation of 5 s duration

with field strengths of 1.16 µT to 8.69 µT (corresponding to nutation frequencies of 20

Hz to 150 Hz). The recycling delay was set to 5 s. Following cw irradiation, a 90°

pulse is used for spectral readout. The temperature dependence of CEST measurements

were taken with the irradiation power of 150 Hz at 298 K, 313 K, 323 K, 333 K, 343 K

and 353 K, and the irradiation power dependence of CEST measurements were taken at

298 K with nutation frequencies of 20 Hz, 30 Hz, 50 Hz, 100Hz and 150 Hz. At each

measurement, 8 scans with a 90◦pulse were acquired. The scanned frequency ranged from

-4000 Hz to 4000 Hz with a step size of 200 Hz.

Control experiments were performed to rule out the influence of temperature gradients

or convection on the results. Relaxation rates were found to be the same in samples
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containing capillaries (used to curb convection, if it exists), and chemical shift imaging

was used to verify that the linewidths were the same in different z-positions in the sample.

3.4.2 cryo-TEM experiments

Phosphate solutions were prepared at room temperature and heated for at least 48

hours at 343 K before vitrification. Solutions were vitrified using an FEI Vitrobot Mark

IV for vitrification in liquid ethane. 1.2 µL of sample was deposited on a lacey carbon

support film on 200 mesh copper grid, blotted for one second, and immediately vitrified.

The cryo-TEM was performed using Gatan 626 Cryo transfer holder with liquid nitrogen

by ThermoFisher Talos G2 200X TEM/STEM at 200 kV with a Ceta II CMOS camera

for bright field imaging.
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Chapter 4

Evidence for free Posner molecules

in simulated body fluids

4.1 Introduction

In Chapters 1 and 2, we established the importance of Posner molecules, nanometric

calcium phosphate clusters, in the Quantum Brain theory and introduced the current un-

derstanding of their solution behavior. From a broader perspective, calcium phosphate

nanoclusters appear to be important prenucleation species in the formation of amorphous

calcium phosphate (en route to hydroxyapatite) [99, 89, 78, 100, 93] as well as octacal-

cium phosphate [101] and brushite [123]. Therefore, understanding the conditions that

lead to the formation and aggregation of calcium phosphate nanoclusters is important

in understanding the growth of a number of different calcium phosphate phases, with

hydroxyapatite having particular biological relevance as the primary component of bone

and teeth.

Within the Quantum Brain theory, Posner molecules function as a biological qutrit

via their collective phosphorus nuclear spin states [51]. In order for the Posner molecule
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to store, process, and output quantum information, it is imperative that free Posner

molecules are stable within their biological “home” (we focus on the mitochondria as

this potential location). The existence of such free Posner molecules (as opposed to

aggregates or other calcium phosphate nanoclusters) is important for multiple reasons.

For one, Posner molecules offer unique protection again 31P spin decoherence. Compared

to larger aggregates, their rapid tumbling blurs out environmental interactions, while

the “cage” of spin-0 nuclei (in calcium and oxygen) provides spatial separation from

source of spin relaxation. Additionally, the concept of pseudospin- the quantum degree

of freedom in which the information is stored- only exists for small symmetric molecules

with n-fold symmetry where n > 2 [54], which would not be the case for any form of

aggregated Posners. Therefore, the Quantum Brain theory could function only if there

are free Posner molecules in the mitochondrial matrix.

Unfortunately, imaging nanometer-sized clusters within mitochondria is currently in-

feasible. Cryogenic transmission electron microscopy (cryo-TEM) studies on mitochon-

dria and the endoplasmic reticulum have found the presence of amorphous calcium phos-

phate granules with diameters ranging from 10 − 30 nm [61, 30]. However, this size

range of ACP is the current resolution limit due to the difficulties in sample preparation

and imaging of relatively low contrast structures in biological samples. Attempts to use

31P NMR on living mitochondria samples have revealed phosphate ion and adenosine

phosphate signals, but such experiments are limited in their resolution due to the time

constraints imposed by the necessity of mitochondrial respiration [184]. Additionally, the

predictions for a long T1 time for 31P spins within a Posner molecule complicate potential

NMR experiments. Since T1 also dictates the time required for the spins in a sample to

develop polarization for a NMR signal, solution NMR experiments on Posner molecules

may require extremely long times to resolve a signal.

Given these difficulties, the in vitro isolation and characterization of Posner molecules
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is the best current option for studying their behavior. First, it is important to confirm

that Posner molecules are stable in vitro in simulated body fluids (SBFs), which use salt

concentrations and pHs that mimic biological conditions. From this point, additional

experimental characterization can take place, and open two different routes for testing

of the Quantum Brain theory. For one, aspects of the theory- such as spin relaxation

times, molecular symmetry, and studies on the impact of QDS on aggregation- can be

examined in vitro. Secondly, once experimental signatures of Posner molecules have been

established, such experiments might then be translatable to in-vivo biological systems.

Here, we use modernized dynamic light scattering (DLS), in combination with cryo-

genic transmission electron microscopy (cryo-TEM), pH measurements, and 31P nuclear

magnetic resonance (NMR) to study nanometer-sized entities in simulated body fluids

containing calcium and phosphate. These systems have previously been inaccessible

to high quality DLS measurements due to a combination of limitations relating to ap-

paratus, experimental system, and data processing. Additionally, no prior studies have

attempted to combine these different measurement techniques. These measurements pro-

vide the most accurate sizing of calcium-phosphate nanoclusters free in solution to date.

The results suggest that multiple different calcium phosphate prenucleation clusters- not

only Posner molecules but also other protonated calcium phosphate species, such as the

hypothesized calcium triphosphate clusters [101, 123, 102], may form depending on solu-

tion conditions. This result unites previous experimental findings on calcium phosphate

nanoclusters, and suggests that the solution phase behavior of calcium phosphate may

be even more complex than previously believed.
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4.2 Results and discussion

4.2.1 Sizing dilute nanometric particles with DLS

A full description of the theory of dynamic light scattering and data analysis can be

found in Appendix A. Here we emphasize the importance of inline filtration and cross-

correlation for sizing dilute particles at the single nanometer scale. We use a peristaltic

pump that allows for inline filtration without exposing the sample to the atmosphere,

removing any dust or larger particulates that would scatter much more strongly than

nanometer-sized particles. The importance of removing these larger particles is demon-

strated in Fig. A.1, which shows the scattering intensity of a particle at 1 µm, the typical

size of dust, is ∼ 1010 that of a particle at 1 nm. A similar filtration setup was used by

Ito et al. in their DLS studies that provided the first evidence of nanometric calcium

phosphate species in solution [78, 100].

Our DLS setup also uses a state-of-the-art prototype cross-correlator developed by

Brookhaven Instruments and tested and verified by us at UCSB. A schematic of the

apparatus is shown in Fig. 4.1A. This cross-correlator utilizes parallel avalanche pho-

todiodes to allow the experiment to access delay times as short as 75 ns. In contrast,

the autocorrelator shows afterpulsing for delay times shorter than 1 µs (Fig. A.3), so

that the cross-correlator allows us to access much earlier delay times in our autocorre-

lation function. These earlier times are key for resolving peaks at the nanometer and

sub-nanometer size. The importance of using cross-correlation is demonstrated in Fig.

A.3, where even for 4 nm diameter lysozyme proteins cross-correlation is necessary for

accurate size measurements.

To confirm our ability to size dilute nanometer-scale species, the DLS apparatus and

data processing was checked on a solution of α-cyclodextrin, an annular species with a

theoretical diameter in vacuum of 1.46 nm [185] (Fig. 4.1B, right). The initial concen-
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tration of α-cyclodextrin in solution was 1 mM before filtration. DLS experiments on

α-cyclodextrin without filtration indicated a tendency for aggregates to form at > 100

nm. These aggregates were completely filtered out to allow for accurate measurements of

individual α-cyclodextrin molecules, indicating that the concentration in the measured

solution was less than the original 1 mM and in the µM range. Such concentrations are in

the same approximate range of what we might expect for calcium-phosphate nanoclusters

in simulated body fluids, as we describe below. Since α-cyclodextrin has a hydrophilic

exterior, we would expect a strongly bound hydration shell that would increase the mea-

sured hydrodynamic diameter from the in-vacuum value. The resulting size distribution

can be seen in Fig. 4.1B, with a peak at 1.77 nm, indicating that we are able to accurately

measure sizes of relatively dilute nanometric species.

4.2.2 DLS Measurements on Simulated Body Fluids

With the confirmation that our experimental setup was able to size nanoparticles at

concentrations in the µM range, we moved onto measurements of SBFs. We began with

the system used previously [100], composed of 5 mM CaCl2, 2 mM potassium phosphate

buffer, and 250 mM KCl at pH 7.4 (buffered such that the pH was 7.4 after the addition of

calcium). Full details on solution preparation can be found in the Methods and Materials

section.

The autocorrelation function for this sample (light blue points), as well as the CON-

TIN fit (purple line), is shown in Fig. 4.2. The CONTIN algorithm is described in detail

in Appendix A.3.2. Previous DLS studies by Ito et al., [78, 100, 186] were only able to

observe one broad peak from this solution, in part because the autocorrelation function

was already decaying at the earliest measurable delay times as they did not have access

to a cross-correlating detector. While they were still able to find a peak around 1 nm, this
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Figure 4.1: DLS setup for sizing nanoparticles. (A) Experimental setup used for DLS
experiments. Of particular note is the cross-correlating detector, utilizing two separate
avalanche photo diodes to remove afterpulsing effects and allowing the access of early
delay times in the autocorrelation function. (B) Size distribution for α-cyclodextrin
(structure shown on the right), indicating the ability of this DLS setup to size dilute
nanoparticles.

74



Evidence for free Posner molecules in simulated body fluids Chapter 4

�������

◆◆
◆
◆

◆
◆

◆◆
◆

◆
◆◆

◆◆◆◆
◆◆

◆
◆◆

◆

◆
◆ ◆◆◆◆◆◆◆◆◆◆◆◆◆

0.1 0.5 1 5 10 50 100

1.00

1.01

1.02

1.03

1.04

Time (µs)

AC
F
Va
lu
e

�������

0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

Diameter (nm)

R
el
at
iv
e
In
te
ns
ity

�������

0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

Diameter (nm)

R
el
at
iv
e
In
te
ns
ity

�������

0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

Diameter (nm)

R
el
at
iv
e
In
te
ns
ity

(A) (B)

(C) (D)

Figure 4.2: DLS results show evidence of a free calcium phosphate nanocluster in
solution. (A) Autocorrelation function for a SBF, showing the raw data and the fit
obtained from a CONTIN algorithm. (B) Size distribution extracted from the CON-
TIN fit of the autocorrelation function shown in (A). (C) Size distribution extracted
for a SBF in the absence of phosphate. (D) Size distribution extracted for a SBF in
the absence of calcium.

peak was broad and included contributions from ionic species in solution. This meant

that they were unable to provide an accurate hydrodynamic diameter for these particles,

and instead attributed all signal above 0.7 nm to nanoparticles, since no ionic species in

the solution should be that large. Here, we find that we are able to resolve two separate

peaks in our SBFs whose locations are robust to variations in fitting parameters.

The smaller peak, at a size of 0.3 nm, can be associated with free ions- primarily

potassium and chloride because of their significantly higher concentrations. We also

find a second distinct peak at a hydrodynamic diameter of 1.1 nm in the SBF (Fig.

4.2B). To determine the composition of the species contributing to this peak, we removed
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either phosphate (Fig. 4.2C) or calcium (Fig. 4.2D) from the solution and extracted

sizes. In these solutions, the ionic peak at 0.3 nm remains, but the peak at 1.1 nm has

completely disappeared. We therefore identify the 1 nm peak as a free calcium phosphate

nanocluster. (Note that the small peak at 2 nm in the solution without calcium is such

low intensity that it is likely an artifact from the CONTIN fitting arising from noise in

the measured autocorrelation function, as the location of this peak is highly sensitive to

fitting parameters). This result improves upon previous studies by measuring a specific

size of the calcium phosphate nanospecies in solution. Interestingly, this measured size

aligns well with the theoretical size of a Posner molecule, which has a diameter of 0.95 nm

in vacuum [55], and therefore would be expected to have a slightly larger hydrodynamic

diameter when the molecule’s hydration shell is also considered.

4.2.3 cryo-TEM Results

While the DLS results provide strong support for the presence of free calcium phos-

phate nanoclusters in the SBF mixture, we wanted to provide more direct evidence using

cryo-TEM. Given the small size of the clusters, as well as the relatively low electron

scattering contrast of calcium and phosphate against vitrified water, these species are at

the limits of detection for cryo-TEM. Previous studies have claimed to image calcium

phosphate structures at the single nanometer scale, but generally these structures are

already aggregated [101, 93, 102]. In contrast, the DLS results confirm the lack of aggre-

gates in our SBFs, so that any particles imaged at the nanometer scale would likely be

free in solution.

We found that in this SBF we were able to resolve free nanometric clusters, as indi-

cated by the yellow arrows in Fig. 4.3. While these species appear to be at the limit of
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(A) (B)

20 nm

Figure 4.3: Cryo-TEM micrographs confirming the presence of nanoclusters in SBFs,
indicated by yellow arrows. Sample in (A) were prepared and measured at a separate
time from the sample shown in (B). Each sample showed evidence of nanometer-sized
species in solution. Scale by in (A) is 20 nm and in (B) is 50 nm.

detection, the occurrence of multiple similar sized features across samples prepared on

different days provides confidence that these features are not artifacts from preparation.

Additionally, in cryoTEM ice artifacts that form during sample preparation and transfer

are generally on the scale of > 50 nm, much larger than the features seen here [167, 168].

The size of these features, at just over 1 nm in diameter, agrees well with the results

on the SBF from DLS, providing verification of the existence of free calcium phosphate

nanoclusters in solution and our ability to use DLS to size them.

Unfortunately, hardware issues with this cryo-TEM setup meant that additional ex-

periments were unable to be completed. However, the initial results on this SBF prepara-

tion verify our DLS results and indicate that this solution preparation is promising for fu-

ture cryo-TEM experiments to collect further evidence of calcium phosphate nanospecies.
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4.2.4 Exploring solution phase behavior of calcium phosphate

nanoparticles

With cryo-TEM corroborating the ability of DLS to detect the presence and size of

calcium phosphate nanoclusters in a SBF, we used DLS to explore how varying solution

conditions can impact nanocluster formation. Given the strong pH dependence of calcium

phosphate solubility and phase behavior [187, 188], we varied pH to see how this would

affect the presence and population of nanoclusters. The ratio of phosphoric acid and

sodium phosphate in our phosphate source was modified in order to maintain a constant

phosphate concentration while changing pH without additional salts.

In this way, SBFs were monitored in the pH range 3.5 to 7.7 (after calcium addition).

Higher pH values resulted in immediate precipitation of calcium phosphate from solution

at these calcium and phosphate concentrations. Across this pH range, we observed two

distinct peaks- one at 0.3 nm, attributed to free ions, and the other at just over 1 nm

in size, which we identify as a calcium phosphate nanocluster (Fig. 4.4A,B). Note that

at a lower pH of 2.4, we found no evidence for nanoclusters, and at higher pHs the

precipitation of calcium phosphate prevented measurements of nanometric structures.

When monitoring the change in pH after the addition of calcium chloride, two dis-

tinct regimes are observed. At lower pHs, pH increases upon adding calcium chloride,

whereas at higher pHs (>7), pH decreases upon adding calcium chloride (Fig. 4.4C).

Since phosphate is the only salt present in the solution that would be likely to act as

a buffer in binding/releasing protons (the other components being potassium, calcium,

sodium, and chloride), we interpret these changes in pH as changes in the protonation

state of phosphate. We thus note that at lower pHs, we infer that phosphates become

more protonated upon calcium addition, leading to the observed increase of pH, while

at higher pHs the phosphates are deprotonated after calcium addition. Since at higher
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Figure 4.4: Size measurements and pH changes for simulated body fluids across a range
of solution pHs. pH values shown represent the solution pH after the completion of
the DLS experiment, while ∆pH is calculated by subtracting the pH before calcium
addition from this final pH. (A) Size results for SBFs where the pH increased after
calcium addition. (B) Size results for SBFs where the pH decreased after calcium
addition. (C) Magnitude of pH change in solutions from (A) and (B) after calcium
addition.
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pH the phosphates were initially less protonated to begin with, the fact that these phos-

phates become additionally deprotonated rather than less indicates two distinct calcium-

phosphate chemistries. At lower pH, the calcium ions appear to coordinate with pro-

tonated phosphate species, while at higher pHs, calcium coordinates with deprotonated

phosphate species.

Given this result, we propose that there are two distinct calcium phosphate nanoclus-

ters that can form in solution. Previous studies have argued for two nanocluster species-

(1) Posner clusters, with stoichiometry Ca9(PO4)6 such that the phosphates are fully de-

protonated [99, 78, 125], and (2) Calcium triphosphate, where proposed stoichiometries

vary from Ca(HPO4)3
4- to Ca(H2PO4)3

- where each phosphate is at least singly proto-

nated [101, 123, 102]. Our results here reveal that both of these species could be stable in

solution. Additionally, the magnitude of ∆pH observed in the samples appear to reveal

an equilibrium between these two nanocluster species rather than simply the formation

of one or the other.

While here we have used pH to toggle this equilibrium, the results of previous stud-

ies show that other solution components, such as additional ions, can also shift the

equilibrium between different species. For instance, studies on a more complex SBF that

included magnesium, carbonate, and sulfate at concentrations in the mM range appeared

to show a calcium triphosphate species at pH 7 that developed over the course of hours

rather than minutes [102]. Such other salts may impact calcium phosphate nanocluster

formation via direct interactions with calcium and phosphate ions, or by changing the

population and dynamics of the phosphate assemblies discussed in Chapter 3. Thus, our

result here, in concert with those of previous studies, indicate that the solution phase

space of calcium phosphate nanoclusters is quite complex and highly influenced by a

variety of factors.
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4.2.5 31P NMR on simulated body fluids

Having established solution conditions that promoted the formation of calcium phos-

phate nanoclusters, we conducted 31P NMR experiments on SBFs to look for a signal

indicating the presence of these nanoclusters. A 31P NMR signal from a Posner molecule

would be of particular interest, given the importance of 31P spin dynamics within the Pos-

ner in the Quantum Brain theory. However, a conventional 31P signal is also a “double-

edged sword” of sorts because this would likely require that the T1 time for the Posner

molecule is relatively short compared to the predictions.

We ran 31P solution NMR on SBF samples prepared as previously introduced for

DLS samples, including the inline filtration to remove any larger species or contaminants.

During NMR experiments, solution aliquots were measured on DLS to confirm that no

larger calcium phosphate species were forming. The result is shown in Fig. 4.5A for a

SBF prepared at pH 7.7. Before calcium is added, there is a single 31P peak that can be

identified as ionic phosphate. After calcium is added and the solution is filtered, there

is still a single peak, but with an upfield shift and a broadened line. Given the rapid

tumbling expected of either a Posner molecule or a calcium triphosphate cluster, these

species would not be expected to show any significant broadening compared with ionic

phosphates. Considering the broadening of 31P lines in phosphate due to the presence

of spectroscopically dark assembles, the NMR signal may even be expected to narrow if

the calcium phosphate species wasn’t in exchange with the assemblies. (Note that it is

entirely possible that calcium triphosphate species would be involved in the phosphate

assemblies, given that other species with exposed phosphate groups, such as ADP, have

been shown to assemble as well [64]).

Therefore, we investigated this result further by making SBFs with various calcium

concentrations (from the same mother solution of 2 mM phosphate and 250 mM KCl at
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Figure 4.5: 31P solution NMR results on simulated body fluids. (A) After 5 mM
calcium is added to the SBF at pH 7.7, there is a shift in the linewidth and position.
(B) Changing calcium concentration for a SBF with 2 mM phosphate and 250 mM KCl
at pH 7.8 results in a progressively broader line and larger chemical shift difference
from the original ionic phosphate peak. Legend indicates the calcium concentration
used. (C) A comparison of the chemical shift for phosphate ions compared to the SBF
as a function of pH.

82



Evidence for free Posner molecules in simulated body fluids Chapter 4

pH 7.8) and measuring the 31P signal. These results are shown in Fig. 4.5B. Note that

the calcium concentration displayed is the concentration before filtration, so that the

solution measured in NMR will have a lower actual calcium concentration since larger

calcium phosphate species are removed during filtration. In these solutions, as the initial

concentration of calcium increases, the peak progressively shifts upfield and broadens.

This shifting and broadening indicates that there could be chemical exchange in the

sample, and that as more calcium is added the equilibrium and exchange rate between

species are changing. While it is difficult to know exactly which species are involved

in this exchange, it appears likely to be some combination of phosphate ions, calcium

phosphate nanoclusters, and small aggregates of calcium phosphate nanoclusters, as DLS

confirmed that there are no large calcium phosphate species present in these solutions.

We emphasize here that the pH of these solutions also decreases monotonically with

increasing calcium concentration. This decrease in pH causes the location of the ionic

phosphate line to shift upfield, as shown in Fig. 4.5C. Therefore, the chemical shift

difference between ionic phosphates and the 31P signal from the SBFs actually becomes

slightly closer as calcium concentration is increased. The fact that the chemical shifts are

converging but the signal is broadening lends additional evidence to the possibility that

there are several different species in a complex equilibrium that is shifting as a function

of both pH and calcium concentration.

Given this result, it appears that isolating a 31P solution NMR signal from a Posner

molecule in these SBFs may not be feasible. Since there is only a single 31P peak that

is contributed to by multiple species, measuring parameters such as T1 or T2 would give

a composite signal from the different species. Because we don’t have information on the

number of species that make up this signal, or their populations and exchange rates,

extracting T1 or T2 is currently impossible.

However, if one were to vitrify a SBF, they would halt all dynamic processes and be
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able to capture a snapshot of the solution. Indeed, dynamic nuclear polarization NMR

(DNP-NMR) is a process in which solutions are vitrified, allowing for a single snapshot

of solution conditions to be examined. Additionally, in DNP-NMR one uses polarization

transfer from electron radicals in solution to the nuclei of interest to boost signal and

allow for more complicated NMR techniques that are not available in solution state. This

idea is explored more in Chapter 7 as a possible route for future experimental work.

4.3 Conclusions

While it is now generally agreed that calcium phosphate prenucleation clusters form

in the initial stages of calcium phosphate aggregation, there has still been much debate

over the composition and structure of these species. Here, we have directly sized these

species, finding them to have hydrodynamic diameters of just over 1 nm. We have

presented evidence that multiple distinct chemistries of prenucleation occur depending

on the exact solution condition. Indeed, our results show that there appears to be an

equilibrium in solution between Posner clusters and calcium triphosphate species. While

we modulated the equilibrium between these species via solution pH, we recognize that

other solution components, such as additional ions, temperature, and salt concentrations,

are also likely to affect this equilibrium.

These results confirm that Posner molecules are likely able to exist in simulated body

fluids. Of course, in a biological setting such as the mitochondrial matrix the environment

would be significantly different, so future in vivo studies will be required to confirm the

existence of Posners in that environment. However, these results indicate the possibility

of doing further in vitro experiments and characterization on Posner molecules, which

would be a key step towards potential in vivo experiments in the future.
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4.4 Methods and Materials

4.4.1 Preparation of solutions

The simulated body fluids studied were a CaCl2-H3PO4-Na3PO4-KCl-H2O system,

with a constant concentration of 250 mM KCl while varying concentrations of CaCl2,

H3PO4, and Na3PO4 to alter both the concentrations of calcium and phosphate and the

pH of the solution. Sodium phosphate tribasic (MW 163.94) was acquired from Acros

Organics. Potassium chloride (MW 74.55), calcium chloride dihydrate (MW 147.01),

and ortho-phosphoric acid (85%) were acquired from Fisher Scientific. Milli-Q water was

used for all solutions. Solutions were prepared and measured at 25 ◦C.

While a previous DLS study had used a 50 mM tris(hydroxymethyl)aminomethane

buffer to modulate pH [78], we buffered instead with a mixture of phosphate solutions in

order to remove the scattering signal from the tris. Solutions were thus prepared from

stock phosphate solutions at 100 mM prepared by mixing H3PO4 and Na3PO4 solutions

to achieve the desired pH. The accuracy of pH values reported for solutions is ±0.05.

Each solution had a volume of 15 mL and were prepared and measured in (information

on glass vials). Solutions excluding calcium and/or phosphate were also prepared for

comparison with the full simulated body fluid to confirm which signal corresponded to

calcium-phosphate entities.

After mixing the solutions, an in-line filtration system was used to allow for constant

filtration while in the DLS cell without exposure to air. Because of the strong radial

dependence of scattered intensity (I ∝ r6), it is imperative to remove all dust and

larger calcium-phosphate aggregates from the solution so that scattering signal from any

nanometer-sized species can be registered. Thus, the system was filtered for 10 minutes

using a peristaltic pump (Fisherbrand mini-pump variable flow peristalic pump) and a

200 nm pore-sized surfactant free cellulose acetate filter, which we found to be sufficient
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to prevent intensity spikes that would correspond to large species in solution for the full

length of the experiments. After this filtration the solution was allowed to settle for at

least 5 minutes before beginning the DLS experiment to allow for the pH to equilibrate

and to suppress any flows resulting from the pumping process. Solutions for cryo-TEM

and NMR were prepared identically, except the exact time between end of filtration

and beginning of experiment would vary from 5-15 minutes. However, DLS experiments

showed no differences in the scattering signal over this time period (and for up to 4-5

hours), indicating that each experiment was accessing a similar solution state.

4.4.2 DLS data collection and processing

Dynamic light scattering was conducted with a BI-200SM Goniometer System with

a cross-correlating TurboCorr correlator (Brookhaven Instruments) and a Cobolt Samba

500 mW laser at 532 nm (HÜBNER Photonics). The setup is shown in Fig. 4.1. After

filtration, DLS measurements were performed at a 45◦ scattering angle at 25◦ C until

noise was low enough that fitting was possible, generally over the course of 4-5 hours, or

until there was evidence of aggregation in the samples (as seen by increasing scattering

intensity), at which point experiments were stopped. Data was collected on ∼ 50 corre-

lation channels with delays ranging from 75 ns to ∼ 100 µs, and samples rates of 25 ns

to 5 µs, depending on channel delay. The exact number of channels used for each fitting

was determined by finding a flat baseline of at least 8 channels.

DLS data was processed using a CONTIN algorithm implemented in MATLAB, based

on a modified version of the rilt (Regularized Inverse Laplace Transform) code [189].

A full description of the CONTIN algorithm can be found in Appendix A. Values for

the regularization parameter and the number and range of decay rates considered were

varied for several sets of experimental data and were found to not qualitatively change
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the resulting distributions, although the exact shapes of the resulting distributions did

change.

4.4.3 NMR experiments

Solution NMR relaxation experiments were performed on a Bruker Avance NEO 500

MHz spectrometer with a CryoProbe Prodigy BBO probe, using Wilmad-LabGlass 5

mm Thin Wall Precision NMR tubes. Each 1D spectra was acquired with a 45 ◦pulse,

64 scans, a 15 s delay between scans, and a 1 s acquisition time. SBFs were prepared

identically to DLS experiments but with 10% D2O. After filtering, NMR experiments

were begun within 10 minutes.

4.4.4 cryo-TEM

Simulated body fluids were prepared identically to DLS experiments. 10 minutes after

filtering ended solutions were vitrified using an FEI Vitrobot Mark IV for vitrification

in liquid ethane. 1.2 µL of sample was deposited on a lacey carbon support film on 200

mesh copper grid, blotted for one second, and immediately vitrified. The cryo-TEM was

performed using Gatan 626 Cryo transfer holder with liquid nitrogen by ThermoFisher

Talos G2 200X TEM/STEM at 200 kV with a Ceta II CMOS camera for bright field

imaging.

4.4.5 pH measurements

pH measurements were made before calcium chloride addition, and after the DLS data

had been collected- approximately 4.5 hours after calcium chloride. Measurements were

made on a Fisherbrand accumet XL200 benchtop pH meter with a accuTupH Rugged

Bulb electrode.
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Chapter 5

A differential lithium isotope effect

on the formation of amorphous

calcium phosphate from solution

5.1 Introduction

In Chapter 1, we introduced the field of “quantum biology,” where quantum me-

chanics is theorized to be non-trivially functional in biological systems, and noted some

systems where there is evidence for quantum biological effects, including proton tunnel-

ing in proteins [1, 2], olfaction [3], photosynthesis [4, 5, 6], and magnetoreception in birds

[7, 8, 9, 10]. Each of these systems utilizes quantum mechanics in different ways - for

instance, the quantum theory of olfaction utilizes inelastic electron scattering to “mea-

sure” the vibrational spectra of a molecule, while in photosynthesis coherent electron

states allow for ultra-fast energy transfer. One commonly considered area of interest

within quantum biology is spin-based effects, ranging from singlet-triplet conversion in

electron spin pairs [7, 4] to nuclear spin information storage [51], the latter of which is

88



A differential lithium isotope effect on the formation of amorphous calcium phosphate from
solution Chapter 5

the focus of this thesis. However, experimental tests of spin-based effects is complicated

because conventional experiments that probe spins (electron paramagnetic resonance or

nuclear magnetic resonance) will affect the state of the system and potentially alter any

interesting quantum states.

Differential isotope effects offer a useful strategy for identifying spin-mediated cases

of quantum biology, as the isotopes will have different spin-spin interactions but similar

chemical interactions. Recently, a number of biological isotope effects have been discov-

ered which cannot be readily explained by the classical mass-based kinetic isotope effect,

including lithium isotope effects on mothering behavior [134] and the suppression of ma-

nia [133] in rats, a xenon isotope effect on xenon’s anesthetic properties in mice [190], and

a lithium isotope effect on mitochondrial calcium sequestration [191]. However, due to

the complicated nature of biological systems, it is almost impossible to definitively place

the origins of these isotope effects. Recently, experimental tests of Li isotope effects on

key neuronal and enzymatic activities found no distinguishable differences [192] that link

the observed effects on animal behavior and neurophysiology to differential uptake into

cells, suggesting that the observed lithium isotope effects are due to functional differ-

ences between the isotopes. While the radical pair mechanism has been proposed for

both xenon anesthesia and lithium mania suppression [193, 194], such modeling efforts

are speculative in that they fail to link the spin dynamics to any biological function that

would impact the observed behavior.

Lithium isotopes are of specific interest in the Quantum Brain theory because lithium

has also been proposed to incorporate into Posner molecules and impact their binding

dynamics in an isotope-dependent manner [51, 55, 54]. There is already biological evi-

dence that lithium effects the growth and/or stability of calcium phosphate, as lithium

has been implicated in the decalcification of teeth as an unwanted side-effect of lithium-

based treatments [195], but this study did not have any isotope specificity. From the
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perspective of brain function, lithium (often in the form of lithium carbonate) is a potent

medication for bipolar disorder, but the mechanism behind its function is still unknown

[131, 132]. As noted above, there are also studies showing a lithium isotope effect on spe-

cific aspects of rat behavior [134, 133]. Taken altogether, the calcium-phosphate-lithium

system offers a model for establishing potential connections between calcium phosphates

and brain function, thus probing aspects of the Quantum Brain theory. Additionally, the

Quantum Brain theory predicts that there would be a lithium isotope effect on Posner

molecule pair-binding not only in vivo but also in vitro. Evidence for an in vitro lithium

isotope effect would also have broader implications within quantum biology, as it would

demonstrate that in vitro systems are a useful tool for the systematic investigation of

potential quantum effects in vivo.

In Chapter 2, we introduced the previous understanding for the nucleation and growth

of amorphous calcium phosphate. However, we have since established the existence of

phosphate assemblies in aqueous solutions in Chapter 3, and shown evidence for the

presence of multiple different calcium phosphate nanoclusters in Chapter 4. Therefore,

we have updated the nucleation and growth pathway for ACP, as is shown in Fig. 5.1

[196, 93, 197, 101, 64, 124]. Before calcium phosphate nucleation, phosphate ions are

in exchange with phosphate assemblies, liquid-like clusters of phosphates that form in

aqueous solution [64] (stage I). Solution conditions such as ion concentration, tempera-

ture, and pH then encourage the formation of prenucleation species from soluble ions,

which nucleate into calcium phosphate prenucleation clusters. At stage II, there ap-

pears to be an equilibrium between some form of ionic calcium triphosphate (such as

[Ca(H2PO4)1.04)(HPO4)1.76]
2.56-)[101, 123] and Posner molecules (Ca9(PO4)6) [198, 100].

These prenucleation clusters then form calcium phosphate clusters at the scale of 50-100

nm [93, 90] (stage III). These ACP particles then aggregate into larger ACP colloids [93]

and in time (minutes to hours depending on solution conditions) undergo phase trans-
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formation into crystalline hydroxyapatite, the thermodynamically favored phase [79, 77].
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Figure 5.1: Proposed nucleation and growth pathway for the formation of amorphous calcium

phosphate (ACP), showing four proposed stages and the transitions between them. Soluble

calcium and phosphate ions (I) initially form prenucleation nanoclusters (II), which then

rapidly form calcium phosphate clusters at 50-100 nm in diameter (III). These ACP clusters

then aggregate into larger colloidal structures at several hundred nanometers in size (IV)).

Over time, these metastable ACP aggregates undergo phase transformation to hydroxyapatite.

Within the framework of the Quantum Brain theory, it is posited that one might

observe a differential lithium isotope effect on the aggregation of Posner molecules, arising

from different couplings between the spins of the two lithium isotopes, 6Li and 7Li, and

the 31P spin states within the Posner molecules. Since the collective 31P spin states

are proposed to be linked to binding rates of Posner molecules [55, 54], such an isotope

effect may manifest on larger scales by altering the aggregation of Posner molecules into

larger calcium phosphate species (stage II to III). ACP growth might then display lithium

isotope-dependent kinetics. Given that 6Li and 7Li have nearly identical electronic states,

and thus chemistries, and that their diffusion rate in water differs by only 0.6% [199], any

observable lithium isotope effect on ACP growth would be classically unexpected. Thus,

ACP growth in the presence of lithium isotopes offers an experimental system where one

can test a fundamental prediction of the Quantum Brain theory.

Here, we present results that show a measurable differential lithium isotope effect on
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the in vitro formation of ACP in aqueous solutions that are mildly supersaturated with

respect to calcium phosphate. Dynamic light scattering measurements of ACP growth in

the presence of 6Li and 7Li salts at biologically relevant pH and temperature reveal that

while the size of ACP particles is insensitive to isotope, the concentration of large ACP

particles is enriched in the presence of 7Li. 31P nuclear magnetic resonance (NMR) and

mass spectrometry confirm lithium incorporation into ACP and show significant Li-P

spin coupling. Given the biological importance of calcium and phosphate regulation, in

both the Quantum Brain theory and in several established biological processes, these

results could have wide implications for the interpretation of the milieu of differential

lithium isotope effects that have been previously observed.

5.2 Dynamic light scattering shows differential

lithium isotope effect

Dynamic light scattering (DLS) allows for the measurement of particle sizes in solu-

tion, ranging from 1 nm to several microns in diameter, and has previously been used to

measure calcium phosphate structures both at prenucleation stages (Fig. 5.1, II) and of

larger colloidal structures (Fig. 5.1, III and IV). [100, 200, 201, 122] Here, we used DLS

to monitor the size and scattering intensity of calcium phosphate in solutions promoting

ACP formation during the first 5 minutes of growth in 10 s intervals. A schematic for

the preparation and measurement of these solutions is shown in Fig. C.1. Solutions were

prepared with 250 mM LiCl (either 95% 6Li or 99% 7Li), 2 mM sodium phosphate, and

5 mM CaCl2 at pHs of 7-9 (before calcium) and at 37◦C. This is a similar composition

to previous studies that have used DLS to examine calcium phosphates species, although

these were done at 25 ◦C. These specific conditions were chosen due to their biological
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relevance to the mitochondrial matrix (noting that the pH drops after calcium addition

to the 7-8 range), given the mitochondria’s importance in buffering intracellular calcium

via storage in amorphous calcium phosphate [202, 61], and as a potential location of

Posner molecules within the Quantum Brain theory.

Prior to calcium addition, the solutions were filtered using 0.2 µm cellulose acetate

syringe filters and measured for 120 seconds in DLS to confirm the absence of large

contaminant particles. After adding calcium, the average sizes and scattering intensities

were measured over a 5-minute interval (Fig. 5.2). At both pH 7.4 and 8.1, the sizes

of ACP measured in the presence of the two lithium isotopes were identical. At the

lower pH of 7.4, the scattering intensities are also isotope-independent, but at pH 8.1 the

scattering intensity in the presence of 7Li is significantly higher, potentially indicating a

lithium isotope dependence on the formation of ACP from solution.

To understand the significance of the different scattering intensities despite the similar

average particle sizes between solutions containing the two different lithium isotopes,

one can consider how scattering intensity scales with particle size and concentration.

Drawing from previous observation [122], we consider the wide size dispersity of ACP

particles, ranging from prenucleation clusters at the single nanometer scale to larger

ACP colloids (Fig. 5.1 stages II-IV). Mie scattering theory (Fig. C.2) shows that, for

particle sizes with diameters above the Rayleigh regime (i.e. having diameter d > λ,

where λ is the wavelength of incident light, in this case 532 nm), the scattering intensity

I scales approximately as I ∝ d2 [203], while in the Rayleigh regime (d << λ), the

scattering intensity drops significantly, with intensity I ∝ d6 [204]. Thus, particles at

smaller length scales (1-10 nanometers in diameter) will have negligible contribution to

the total scattering intensity compared to the largest ACP particles (at several hundred

nanometers in diameter).

Considering this size-intensity relationship, one can then infer information on the
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Figure 5.2: Dynamic scattering results of the first 5 minutes of ACP growth for a system

of 5 mM CaCl2, 2 mM NaPO4, and 250 mM LiCl at 37 ◦C comparing 7Li and 6Li. (A) At

pH 7.4, the sizes of calcium phosphate particles and their scattering intensities are the same,

indicating no isotopic difference. (B) At pH 8.1, the sizes of calcium phosphate are the same,

but the 7Li solution shows greater scattering intensity, indicating a higher particle abundance

of structures at large sizes. Each trace is the average result over 5 separate trials, with bands

indicating the standard error of the mean. The pH was adjusted to the indicated value before

calcium addition using 0.2 M NaOH.

distribution of particle sizes within the solutions containing each lithium isotope. Given

that the cumulant average size is identical for both isotopes, it appears that the largest

particles, which dominate the scattering signal, are forming at the same size in the

presence of both isotopes. Therefore, the noted difference in scattering intensity can

be attributed predominately to the abundance (concentration) of these largest particles,

indicating that the 7Li solution has a greater population of large particles. Given that the

total molar concentrations of calcium and phosphate are identical, the 6Li solution must

have a more concentrated population of smaller ACP particles, prenucleation species,

and/or ionic phosphate and calcium, which contribute minimally to the scattering signal,
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leading to the observed intensity difference.

To further explore this apparent dependence of ACP formation on lithium isotopes,

we explored the solution phase behavior of the LiCl-NaPO4-CaCl2 system to test whether

the location of the phase boundaries is isotope-dependent. First, the solid-solution phase

boundary was measured in a space of pH and [Ca2+] phase space at fixed [PO4
3-]. 35-

minute absorbance measurements at 532 nm identified three distinct regions - a dissolved

free ion phase, a metastable colloidal phase, where calcium phosphate particles formed

and exhibited time-insensitive absorbance, and an unstable agglomeration phase, where

absorbance traces steadily increase and ACP precipitation occurred within 45 minutes

(Fig. C.4). The results (Fig. 5.3A) indicate no isotopic dependence on the location of

these phase boundaries.

We then monitored ACP growth using DLS at a range of pH within the unstable

agglomeration phase to search for the conditions where this isotope effect is present.

We find (Fig. 5.3B) that the lithium isotope effect manifests in a specific range of

supersaturation, whereas solutions too close to the agglomeration boundary or at too

high of a supersaturation show little or no scattering intensity differential. This narrow

window indicates that there may be a specific nucleation and growth pathway for ACP

formation which experiences a differential lithium isotope effect, while other pathways

show no effect.

5.3 Lithium acts on early stage calcium-phosphate

nucleation

Having established a differential lithium isotope effect in a particular range of com-

positions in vitro, we designed experiments to investigate at what stage in the ACP
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Figure 5.3: The solution phase behavior of calcium phosphate shows a specific region of active

lithium isotope effect. (A) A phase diagram as a function of pH and calcium concentration

reveals three distinct regions of ACP growth: 1) dissolved free ions, 2) metastable colloidal

aggregates, and 3) unstable agglomeration of clusters. No isotope difference is found in the

location of the boundaries between these regions. (B) Exploring pH within the unstable

agglomeration phase reveals a distinct pH window where the lithium isotope effect on DLS

scattering intensity on ACP growth is observable. All samples had identical sizes from DLS

as shown in Fig. C.3.
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formation pathway (Fig. 5.1) this effect manifests. Given that DLS is primarily sensi-

tive to structures at several hundred nanometers in scale, any of the steps leading up to

the formation of large ACP aggregates (stage IV) could be involved in the isotope effect.

Therefore, we tested the possibility that a lithium isotope effect could occur at each stage

of the ACP growth process.

First, we consider whether stage I, before any calcium phosphate structures have

formed, could be differentially impacted. Such an effect could arise, for example, from

different local water structuring around atoms of the two lithium isotopes, or due to a di-

rect lithium-phosphate interaction (we assume no significant lithium-calcium interactions

given they are both positively charged). As noted, 6Li and 7Li have aqueous diffusion

coefficients that differ by < 0.6% [199]. This diffusion coefficient is proportional to the

hydrodynamic diameter of the ions, which includes the bound water molecules around

the ion. Thus, we expect no significant isotopic difference in the local water structuring.

To address the possibility of differential ionic lithium-phosphate interactions, we char-

acterized solutions of lithium and phosphate using 31P NMR before adding calcium. The

resulting spectra (Fig. 5.4A) show nearly identical chemical shift and linewidth for

phosphorus in the presence of 6Li and 7Li, indicating no significant difference in ionic

lithium-phosphate chemistry. The small observed chemical shift difference of ∼0.01 ppm

is of the order typically seen for isotopes, given that their different masses will change

equilibrium bond length and therefore electron density at the phosphorus nucleus [205].

We conclude that the observed isotope effect is not likely to manifest during stage I of

ACP growth.

To investigate the potential for an isotope effect on later stages of ACP growth, we first

established whether lithium is incorporated into the resulting calcium phosphate phase

in an isotope-dependent manner. 31P NMR performed after calcium addition indicates

a 31P shift in line shift and linewidth compared to solutions containing no calcium (Fig.
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(A) – 31P solution NMR

(B) – ICP-MS 

(C) – 31P-6Li REDOR
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Figure 5.4: 31P NMR and ICP-MS confirm the incorporation of lithium into ACP phase. (A)
31P NMR on LiCl-NaPO4-CaCl2 solutions shows similar 31P chemical shift in the presence

of 7Li and 6Li both before and after the addition of calcium, indicating no isotopic difference

in phosphate-lithium interactions and similar incorporation of both lithium isotopes into the

ACP phase. (B) ICP-MS results on the incorporation of 6Li, 7Li, and K on ACPs synthesized

in the presence of 250 mM 6LiCl, 7LiCl, and KCl. Both lithium isotopes are incorporated

similarly into the ACP phase at ∼ 1 wt%, with error bars indicating the standard error across

10 independent trials. Potassium is also incorporated at ∝ 1 wt%, but given that potassium is

6-7 times as massive as lithium, its incorporation is much less favorable. (C) ssNMR REDOR

on 31P-6Li coupling shows lithium-phosphorus distances of ≤ 4 Å. A fit with an equal mix of

2.9 Å and 4 Å distances, based on the DFT calculations for the geometry of a Posner molecule

with two lithiums replacing the central calcium (shown on the right), shows agreement with

the experimental curve.

98



A differential lithium isotope effect on the formation of amorphous calcium phosphate from
solution Chapter 5

5.4A), confirming that a new phase of calcium-phosphate forms which we identify as ACP.

The 31P signal for ACP in the presence of both lithium isotopes were again similar in

linewidth and position, suggesting that lithium incorporates into the calcium phosphate

aggregates in an isotope-independent manner.

The incorporation of lithium into the calcium phosphate phase was confirmed using

inductively coupled plasma mass spectrometry (ICP-MS). An ACP powder was syn-

thesized as described in the Materials and Methods section, such that initial calcium

phosphate nucleation conditions were identical to those measured in DLS. Therefore, if

lithium is incorporated in this synthesized powder, then we would also expect it to be

present in the soluble structures that we measure using DLS. 31P and 6Li spin count-

ing experiments verified that this synthesized powder was ACP, and that there were no

clumps of reprecipitated LiCl in the powder (Fig. C.5). ICP-MS traces for ACP powders

synthesized in the presence of 250 mM 6LiCl and 7LiCl indicate that both isotopes were

incorporated into the resulting phase at ∼ 1 wt% (Fig. 5.4B), with the large error bars

resulting from difficulties in ablating the solid powders and mass-dependent transport

through the apparatus. Assuming that ACP is ∝ 20 wt% water [65] and composed of

a glass of Posner molecules of stoichiometry Ca9(PO4)6, this concentration would cor-

responds approximately one lithium ion per Posner molecule. Although such ”doping”

of ACP with lithium has not been reported previously in experiments, previous DFT

calculations on Posner molecules indicated an energetic preference for two lithium ions

to replace the central calcium ion [55], providing a potential explanation for the observed

lithium incorporation.

With the confirmation of lithium incorporation into ACP in an isotope independent

manner, we consider whether later stages of ACP growth could be impacted by lithium

addition in an isotope-dependent manner. For the growth of calcium phosphate clus-

ters (∼ 50 − 100 nm in diameter) into larger aggregates (several hundred nm – several
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microns), we expect that the colloidal aggregation of ACP particles in aqueous salt solu-

tion is dominated by Derjaguin-Landua-Verwey-Overbeek interactions, i.e. an interplay

between short-range van der Waals attractions and longer-range electrostatic repulsion

[206]. Since the lithium isotopes have the same charge and electronic structure, nei-

ther of these forces should show a strong isotope dependence, so it is unlikely that the

lithium isotope effect arises at this stage. Additionally, we expect the size of metastable

ACP particles to be primarily determined by the degree of supersaturation of calcium

phosphate in solution. However, the calcium phosphate solid-state boundary shows no

isotopic dependence (Fig. 5.3A). This is in agreement with the DLS results that show

that there is no isotopic dependence of ACP size.

Given the above arguments, neither the earliest (ionic) nor latest stages (colloidal

aggregation) of ACP growth seem likely to be the source of the observed isotope effect.

Therefore, we propose that it is during the formation and aggregation of nanoclusters

(stage II) of ACP growth that the differential lithium isotope effect must be operative.

5.4 A possible mechanism for a differential isotope

effect

To understand a possible mechanism for the lithium isotope effect on calcium phos-

phate growth, we consider the physical differences between the properties of 6Li and

7Li ions within putative ACP prenucleation species (e.g. Posner molecules). Since the

two isotopes of lithium have identical electronic structure, this would presumably rule

out any chemical differences in interactions between lithium isotopes, and their nearly

identical diffusivities in water indicate similar dynamics in solution. However, the spin

properties of 6Li and 7Li differ significantly. 6Li is a spin-1 nucleus, although due to its
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small quadrupole moment, it is often considered an ”honorary spin-1
2
” nucleus, with a

T1 relaxation time on the order of minutes [207]. On the other hand, 7Li is a spin-3
2

nuclei, with a quadrupole moment two orders of magnitude greater than 6Li, and a T1

on the order of seconds [207]. Therefore, we expect these two lithium isotopes could have

significantly different spin coupling to the 31P nuclei within the Posner molecule, and

thus affect their aggregation dynamics, as will be expanded upon later.

To experimentally test whether lithium is proximal enough to phosphorus to have no-

table spin coupling between the two nuclei, we used the rotational-echo, double-resonance

nuclear magnetic resonance (REDOR) sequence on an ACP synthesized in the presence

of 250 mM 6Li. Briefly, REDOR is an experiment that can measure dipolar coupling be-

tween two heteronuclear spins, from which an inter-spin distance can be extracted [208].

For these measurements 6Li was chosen in the preparation of ACP over 7Li due to its

significantly slower relaxation rate, which aids in data acquisition and analysis. However,

given that solution NMR and ICP-MS results show similar level of incorporation of 6Li

and 7Li into ACP, we expect the results on the 6Li system to also provide insight into

the 7Li system.

While REDOR can be difficult to fit to extract precise distances when there is a

dispersity of inter-nuclei distances and multi-spin effects, the early time REDOR buildup

curve can still indicate the smallest distances (and thus strongest dipolar couplings) in

the system. The early-time 31P-6Li REDOR curve (Fig. 5.4C) shows a measurable

signal buildup that indicates significant 31P-6Li spin coupling and 31P-6Li distances on

the scale of 3-4 Å (The REDOR curve for a 6 Å distance is also shown to illustrate that

even slightly farther distances produce large differences in the observed signal). DFT

calculations on a Posner molecule with two lithium ions replacing the central calcium

ion yield lithium-phosphorus distances of 2.9 Å for three 31P’s and 4 Å for the other

three 31P’s (Fig. 5.4C, right), and a REDOR model based on this distance distribution
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shows good agreement with the experimentally measured buildup curve. Regardless of

specific distances, the near proximity of the two spins indicates a spin-coupling based

mechanism for the differential isotope effect could be physically possible. Notably, this

lithium-doped Posner molecule maintains three-fold symmetry within 0.05 Å (which we

take to be sufficient given thermal fluctuations), the importance of which is expanded

upon below.

Colloidal aggregation can be theoretically described as a diffusion-reaction process by

which — for the case of pair binding — individual particles encounter one another by

diffusive transport and bind through intermolecular and surface forces. In the case of

Posner molecules, calculations on the energy landscape for pair binding have found an

energetically preferred orientation of pair binding in which Posner molecules have their

C3 axes anti-aligned [55]. This suggests that there is significant coupling between the

rate of pair binding to the orientational dynamics, and thus the relative angular orbital

momentum states, of a binding pair of Posner molecules. This provides a potential link

between colloidal aggregation and the 31P states of Posner molecules, as follows.

Here we give a brief reminder of the theory behind quantum dynamical selection

(QDS). QDS posits that the collective 31P spin states within the Posner molecule func-

tion as a qutrit with a quantum number defined by the phase factor acquired during a

symmetry-preserving rotation, which we call the “pseudospin.” [54]. Due to the Fermi

statistics of the spin-1
2
phosphorus nuclei under this rotation, the orbital angular momen-

tum (and rotational dynamics) of the molecule is then constrained by this pseudospin.

In this way, only certain spin sectors (that sum to zero) are able to access a real wave

function (and stop relative rotation between molecules) which is a requirement to form a

chemical bond between pairs of Posner molecules (Fig. 5.5A,B). In this way, the 31P spin

states of the Posner molecules are proposed to impact the apparent chemical reaction

rates of Posner molecule pair-binding - and subsequently, downstream aggregation events
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Time!Posner!Li-6

Posner

6Li-ACP

7Li-ACP

!Li-7

(C)

Pseudospin sum ≠ 0Pseudospin sum = 0(A) (B)

Figure 5.5: An illustration of a potential mechanism for the impact of pseudospin on Posner

molecule pair binding. (A) Two anti-aligned Posner molecules with total pseudospin of 0 are

able to access a real wave function that is required for bonding. Black arrows indicate that the

pseudospins are opposite in this case. (B) Two anti-aligned Posner molecules with non-zero

total pseudospin (black arrows in the same direction) are unable to form a real wave function,

thus bond formation cannot occur. (C) The pseudospin coherence time, τ , would be shorter

for Li-7 doped Posners compared to Li-6 doped or undoped Posners. After a pseudospin

restricted binding attempt, the pseudospin would decohere fastest for Li-7 Posners, allowing

them to make a new projective measurement onto pseudospin and bind. These bound pairs

can then aggregate into larger ACP clusters, resulting in more clusters at the largest size in

the presence of Li-7 as compared to Li-6.
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in the growth of amorphous calcium phosphate. Note that while we focus on the Pos-

ner molecule here, quantum dynamical selection would hold for any calcium phosphate

nanocluster with a three-fold or greater symmetry axis, such as the calcium phosphate

dimer that has been proposed to have longer spin coherence times than the Posner [209].

This proposal is difficult to test directly because NMR is unable to probe the collective

spin state of a molecule; instead measuring an ensemble of spin states across all spins

within a given chemical environment. However, we can still consider what measurable

consequences the theory would have. These collective spin states will eventually decohere,

in a sort of analog to the conventional T2 relaxation rate for a single spin in NMR, allowing

for previously precluded binding to occur. The rate of this decoherence will depend on

the coupling of the spins within whom the collective state is encoded (here 31P) to the

environment (including other spins within the molecule, such as lithium). Therefore, if

two isotopes with different spins were to be incorporated into prenucleation species while

preserving the molecular symmetry, one might expect the collective spin state lifetime to

differ. In such a case, there might be an appreciable difference in pair-binding reaction

rates between the two different isotopically doped species. This concept, and its potential

implication on the formation of ACP aggregates, is demonstrated schematically in Fig.

5.5C, comparing a standard Posner molecule to Posners doped with 6Li and 7Li.

While the results we put forward here do not prove that QDS is active in this system,

it is currently difficult to put forward any other potential explanation for the observed

experimental finding. Our 31P NMR, ICP-MS, and phase mapping results rule out ionic

interactions, differential incorporation, or solid phase behavior as potential causes for this

isotope effect. As such, it appears that the lithium isotope effect is manifesting during the

formation and aggregation of prenucleation clusters, taken here to be Posner molecules

for the solution conditions used. This result provides supporting evidence for a central

hypothesis of the Quantum Brain theory- that Posner molecule binding is impacted by
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nuclear spin states. Regardless of the exact mechanism behind the observed isotope

effect, the discovery of an in vitro lithium isotope effect on ACP growth is an important

step toward understanding the in vivo lithium isotope effects that have been observed in

a wide range of biological systems.

5.5 Connections with lithium isotope effects in

mitochondria

Here, we put forth a possible connection between our in vitro results on ACP growth

and recent results on a differential lithium isotope in mitochondrial calcium handling

[191]. This study treated mitochondria in buffers containing either 6LiCl or 7LiCl, and

then exposed these mitochondria to boluses of calcium. It is understood that when

mitochondria take up large amounts of calcium, it applies stress to the organelles, leading

them to eventually undergo the mitochondrial permeability transition (MPT). At this

point a number of correlated events occur, including a release of sequestered calcium

[60]. Deline et al. found that the MPT onset in liver mitochondria treated with 6Li was

significantly later than those treated with 7Li.

This study also went on to compare the maximum amount of calcium that could be

uptaken by liver and brain mitochondria in the presence of 6Li, 7Li, and potassium (K)

before they underwent the MPT. In the case of liver mitochondria, 7Li led to the least

amount of calcium accumulation before the MPT, followed by 6Li and then K. However,

this order was flipped for brain mitochondria, where 7Li allowed for the greatest amount

of calcium accumulation before the MPT, and K had the lowest amount of calcium

accumulation. To test the origin of this effect, the study examined whether there was

a differential uptake or cellular distribution of the two lithium isotopes, but found no
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observable differences, indicating that the effect is arising from functional differences

between the isotopes.

It has previously been established that calcium is stored within mitochondria in the

form of ACP granules during these calcium loading events [61, 30]. Here, we have shown

that there is a significant differential lithium isotope effect on ACP formation. Taking

these together, one explanation for the observed lithium isotope effect in mitochondria

is that the lithium isotopes are effecting the formation of ACP within the mitochondrial

matrix in a similar manner to what we have observed in vitro. Thus, in the presence

of 6Li, there are fewer large ACP granules that are forming in the mitocohndrial matrix

than in the presence of 7Li. Since the presence of large ACP granules appear to induce

stress on the mitochondria that lead to the MPT, liver mitochondria exposed to 6Li

undergo the MPT later than those exposed to 7Li because the lower population of large

ACP granules leads to lower mitochondrial stress.

However, because of the central role of calcium in neuronal cells, and the importance

of mitochondria in regulating intercellular calcium concentrations, it is feasible that brain

mitochondria react very differently to large calcium loads than liver mitochondria. In

fact, Deline et al. found that they were unable to induce the MPT in brain mitochondria.

Therefore, brain mitochondria may have evolved to be stable in the presence of a large

number of calcium phosphate granules in order for them to be able to fulfill their role

as neuronal calcium buffers. In that case, the promotion of large ACP granules by 7Li

relative to 6Li would allow brain mitochondria to uptake more calcium in the presence of

7Li, as the dense ACP granules would be the most efficient storage mechanism for calcium

within the mitochondrial matrix. This increases in calcium uptake in brain mitochondria

exposed to 7Li is exactly what was found by Deline et al.

This result on mitochondrial calcium handling offers a remarkable connection between

the in vitro lithium isotope effect on ACP growth and biologically observed lithium
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isotope effects. While this is not confirmation that these isotope effects have the same

origin, it is remarkable that these two unexpected results can be coherently explained

within the framework of the Quantum Brain theory.

5.6 Conclusion

We have presented evidence for a differential lithium isotope effect on the in vitro

formation of amorphous calcium phosphate at biologically relevant conditions. Dynamic

light scattering experiments showed that while the size of ACP formed is identical in the

presence of 6Li and 7Li, certain conditions promote a measurable difference in scattering

intensity that indicates a difference in the abundance of nanoscale ACP clusters. 31P

NMR measurements confirm the incorporation of both lithium isotopes into the ACP

phase and indicate the presence of Li-P spin couplings, indicating the possibility that the

observed isotopic effect may be due to differing nuclear spin interactions between 6Li and

7Li and 31P. The reported isotopic effect could potentially be explained by a quantum-

based rule for symmetric pre-nucleation molecular binding, QDS, where the spins of the

two lithium isotopes differentially impact the probability of Posner binding during early

nucleation events.

Our experiments suggest the existence of an in vitro differential lithium isotope ef-

fect, which has previously only been seen in biological systems. These results offer a

potential physical mechanism for previously observed in vivo lithium isotope effects, in

particular on calcium handling in mitochondria, and is consistent with predictions by the

Posner molecule-mediated Quantum Brain theory. Given these findings, we propose that

additional investigations of differential isotope effects – both for lithium and other ele-

ments – on mineralization processes be undertaken both in vivo and in vitro. Across all

systems, differential isotope effects can expand our understanding of putative quantum
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phenomena in both biological and abiotic systems, while in calcium phosphate systems

these studies can be used as further validation (or potentially refutation) of the Quantum

Brain theory.

5.7 Materials and Methods

Phosphate stock solutions were made by mixing sodium phosphate tribasic (MW

163.94, Acros Organics, pure) and ortho-phosphoric acid (85%, Fisher Scientific) to reach

pH 7. Calcium chloride dihydrate (FW 147.01, 99.7% purity) and potassium chloride

(MW 74.55, 99-100.5 % purity) was acquired from Fisher Scientific. Lithium-6 chloride

(MW 41.47, 95 atom %) and Lithium-7 chloride (MW 42.47, 99 atom %) were acquired

from Sigma Aldrich, and ICP-MS confirmed no significant impurities. Sodium hydroxide

(MW 40.00, 99% purity, EMD Millipore) was used to create 0.2 M NaOH solution for

pH adjustment. Milli-Q water was used for all solutions.

5.7.1 DLS experiments

Dynamic light scattering was conducted with a BI-200SM Goniometer System with

a TurboCorr correlator (Brookhaven Instruments) and a Cobolt Samba 500 mW laser at

532 nm (HÜBNER Photonics). DLS measurements were carried out at a 90° scattering

angle with 200 correlation channels ranging from 100 ns to 100 ms and sampling rates of

25 ns, 5 ms, and 50 ms, depending on the channel delay.

Solutions were prepared by pH 7 sodium phosphate solution and lithium salt (6LiCl or

7LiCl) in milli-Q water, then adjusting pH to desired value with 0.2 M NaOH. Solutions

were then filtered with an inline filtration system using a peristaltic pump and a 0.2 µm

pore size cellulose acetate filter for 15 minutes. These solutions were then monitored for

120 with DLS to confirm that there were no significant sources of scattering that would
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indicate contamination which could seed nucleation or affect scattering intensities during

ACP formation. The solution pH was measured after filtering and heating to 37 ◦C to

confirm that both lithium solutions were still at the same pH.

Once solutions were prepared, aliquots of 2.85 mL were prepared at 37 ◦C and 100

mM CaCl2 was heated to 37 ◦C for at least 10 minutes to allow for equilibration. 150 µL

of CaCl2 was then added to the aliquots and after 2 seconds the solutions were vortex

mixed for 5 seconds before being inserted into DLS sample cell. Samples were then left

to sit for 8 seconds to suppress currents from mixing before data collection began, so

that DLS data collection began 15 seconds after calcium addition.

DLS was collected in 10 second increments for 5 minutes at 90◦ scattering angle at

37◦ C. The z-average size for each 10 second period was found by fitting using the method

of cumulants with a quadratic fit, and the intensity was measured in average counts per

second at the detector over each 10 second period.

5.7.2 UV-visible spectroscopy

Optical density traces were monitored using a BioTek Synergy Multimode plate

reader, with black clear-bottom 384-well plates. Plates were prepared by first setting

up an array of solutions containing 250 mM lithium chloride and 2 mM sodium phos-

phate. The pH of each solution was adjusted to the desired values, ranging from 6.4 to

8.8, using 0.2 M NaOH. These solutions were then transferred into well plates and heated

to 37 ◦C using an Eppendorf Thermomixer, with 3 replicate wells per solution condition.

After temperature equilibration for 15 minutes, calcium chloride was added to each well

at appropriate volumes to achieve 3 mM, 5 mM, and 7 mM calcium concentrations, fol-

lowed by rapid mixing for 5 seconds. Absorbance measurements were carried out at 532

nm wavelength over a period of 35 minutes.
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5.7.3 Solid ACP synthesis

For solid ACP synthesis, 500 mLs of solution of 2 mM sodium phosphate and 250 mM

lithium chloride or potassium chloride were prepared and brought to pH 7.8. Calcium

chloride was then added to bring the final calcium concentration to 5 mM. The solution

was then let sit for 5 minutes, to allow for initial nucleation events to mimic the conditions

used in DLS. 15 mLs 0.2 M NaOH was then added to each sample to cause ACP to

precipitate. A Buchner funnel under vacuum with filter paper was used to capture

precipitate which was then washed with milli-Q water. The resulting ACP paste was

removed from the filter paper and lyophilized for 72 hours to form dried powder and

stored at -4 °C.

5.7.4 NMR Experiments

Solution NMR relaxation experiments were performed on a Bruker Avance NEO 500

MHz spectrometer with a CryoProbe Prodigy BBO probe, using Wilmad-LabGlass 5 mm

ThinWall Precision NMR tubes. Solutions were prepared identically to DLS experiments,

except with 10% D2O instead of all milli-Q water. 1D 31P spectra were acquired with a

90 degree pulse and 16 scans, with a delay of 10 second between pulses and a 1 second

acquisition time at 37 ◦ C. Chemical shifts were referenced to 1 M H3PO4.

Solid state NMR experiments were performed on a Bruker ASCEND DNP-NMR

spectrometer (9.4 T) at room temperature and employing a 3.2 mm MAS DNP-NMR

triple resonance broadband X/Y/H probe (Bruker) with 6Li on the Y channel at 10

kHz MAS. REDOR experiments were executed following pulse sequence protocol found

in Gulion [208], with cross polarization from 1H to 31P and power variation on the 6Li

channel. A relaxation delay of 5 s, 1H π
2
of 3.92 µs at 50 W, 31P π

2
of 5.3 us at 100

W, and 6Li π
2
of 15.2 us at 250 W were used. Distance simulations were completed
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using SIMPSON 4.1.1. Double quantum and triple quantum filtering, along with spin

counting experiments, were completed using the same pulse sequence found in Nowotarski

et al. (submitted 2023). 1H-6Li and 1H-31P cross polarization was used for spin counting

experiments, with a relaxation delay of 5 s and 8 ms mixing time. For 6Li spin counting,

a π
2
pulse of 11.3 µs at 100 W was used, and for 31P, a π

2
pulse of 5.1 µs at 100 W was

used

5.7.5 ICP-MS

ICP-MS experiments were performed with laser ablation on solid powders using the

Photon Machines Excite laser and the Agilent 7700X quadrupole ICP-MS. The proce-

dures used followed [210]. Samples were synthesized as described above. 7Li and 6Li

signals were calibrated using NIST Standard Reference Material 610.
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Chapter 6

Quantum dynamic selection in the

TMA-FMO3-TMAO system

6.1 Introduction

Enzyme-catalyzed reactions are ubiquitous in biology, and were conventionally thought

to be primarily classical in nature. Recent advances in our understanding of enzymes

have revealed that they do utilize quantum phenomena (i.e. quantum tunneling) in navi-

gating potential energy barriers [211]. Enzymatic reactions can also show kinetic isotope

effects unrelated to tunnelling, via changes in atomic mass that can impact binding, but

these are not fundamentally quantum in that a classical description can still capture the

behavior [212].

The proposed theory of quantum dynamical selection states that there could be quan-

tum effects in the binding of symmetric substrates to enzymes [54]. To recall, quantum

dynamical selection posits that due to the exchange statistics between fermionic particles

(in our case these will be spin 1
2
nuclei), the allowed orbital angular momentum states

of a molecule are linked to the collective spin states of the fermionic nuclei within the
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molecule. Specifically, one can look at the phase that these spin states pick up under

a symmetric rotation, called a “pseudospin”, and only certain pseudospin values would

allow the molecule to reach a zero orbital angular momentum state (which allows for a

real wave function to be constructed) so that the molecule could form a covalent bond

or undergo other processes that require relative motion to stop. Such quantum bind-

ing effects would also be operational in any binding process involving small symmetric

molecules with three-fold or greater symmetry, but enzyme-catalyzed reactions present

an interesting and practical case study in that there is a clearly predicted hypothesis that

is experimentally accessible to testing.

Choosing a single substrate enzyme-catalyzed reaction provides the advantage of uti-

lizing the well understood framework of kinetics put forth by Michaelis and Menton[213].

Such kinetics can be characterized by two parameters- Vmax, the maximum rate of sub-

strate conversion by the enzyme at substrate-saturated conditions, and Km, the concen-

tration of substrate at which the reaction rate is half of Vmax, which provides a measure

of the binding affinity between the substrate and enzyme. Additionally, in the single sub-

strate system complications such as competing substrates and inhibition can be ignored,

allowing for a clear prediction from quantum dynamical selection (a full derivation of this

prediction will be shown in the following section).

To find the proper enzymatic system to test the quantum dynamical selection hypoth-

esis, a few conditions must be met. For one, the substrate should be three-fold symmetric

(higher-fold symmetries would also be fine, but we focus on three-fold symmetry because

of this is the proposed symmetry of Posner molecules). Second, a symmetric rotation

of the molecule must spatially swap identical fermionic atoms (i.e. having a fermionic

nucleus at the center of rotation is not enough). Third, we must be able to remove the

symmetry of the molecule by an isotopic exchange that does not involve a proton. Since

the mass change between a proton and deuteron are significantly different, it would be
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difficult to interpret any observed effect as QDS-based rather than mass-based. And

fourth and finally, we need to have a means of monitoring the enrichment/depletion of

the asymmetric molecule as opposed to the symmetric molecule.

While these conditions do not immediately seem highly stringent, it is actually quite

difficult to find in the literature enzymatic systems that can fulfill these requirements.

However, we have found two such (closely related) systems that are able to meet the crite-

ria. One is the reduction of trimethylamine N-oxide (TMAO) to trimethylamine (TMA)

by the recombinant human mitochondrial amidoxime reducing component hmARC1

[214], and the other the oxidation of TMA to TMAO by the human flavin-containing

monooxygenase FMO3 [215]. In each case, the substrate has a central nitrogen sur-

rounded by three methyl groups, with TMAO also containing an oxygen bound to the

aforementioned nitrogen atom. Structures for TMA and TMAO are shown in Fig. 6.1.

A three-fold rotation would swap methyl groups and thus protons within, leading to the

required exchange of fermionic nuclei. Additionally, a 13C could replace a 12C in the

methyl groups to remove symmetry. Conveniently, the 1% natural abundance of 13C

allows one to look for asymmetric effects without requiring a synthetic route to isotopi-

cally dope the substrate. Since 13C is NMR active, we can also use a combination of 1H

and 13C to monitor the reaction and products. The scope of this work is focused on the

oxidation of TMA to TMAO, while another collaborator is testing the QDS hypothesis

in the reduction of TMAO. Notably, the theoretical predictions described below are not

dependent of which molecule is the substrate and which is the product.

In the following chapter, we introduce Michaelis-Menton kinetics, and characterize the

kinetics for the oxidation of TMA via this framework. Subsequently, we derive the quan-

tum dynamical selection prediction for the enrichment of asymmetric (13C-containing)

TMA. We then present a NMR-based technique for testing the QDS prediction, and

characterize TMA and TMAO to define the parameters to be used to monitor any 13C

114



Quantum dynamic selection in the TMA-FMO3-TMAO system Chapter 6

N
CH3CH3

CH3

N
CH3

CH3

CH3

O
(B)(A)

Figure 6.1: Structures of (A) trimethylamine (TMA) and (B) trimethylamine oxide (TMAO).

enrichment in the product. These results lay out a framework for a stringent test of

QDS on a three-fold symmetric molecule, which will be a key experiment for verifying or

refuting the Quantum Brain theory.

6.2 Michaelis-Menton kinetics

For a single substrate reaction, one can represent the process of events as

E + S
k+−−⇀↽−−
k-

ES
kcat−−→ E + P (6.1)

where E is the enzyme, S the substrate, P the product, and with the different kinetic

rates for substrate binding, unbinding, and catalyzed product formation given by k+, k−,

and kcat, respectively. The rate of product formation, v, can be calculated working

under the assumptions that the enzyme concentration is much less than the substrate

concentration, [E] << [S], and that the substrate and enzyme are freely diffusing through

the solution (both of which will be met in our system). The Michaelis-Menton equation

states the rate of product formation, v, is

v =
d[P ]

dt
=

Vmax[S]

Km + [S]
(6.2)

with Vmax the maximum rate of product formation and Km the substrate concentration
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at which the rate is half of the maximum [213]. A Michaelis-Menton curve is shown in

Fig. 6.2 illustrating these values graphically. As one might expect, Vmax should increase

linearly with enzyme concentration (staying within the regime [E] << [S]), while Km is

be independent of enzyme or substrate concentration.
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Figure 6.2: Generic Michaelis-Menton curve illustrating Vmax and Km.

To determine the parameters Vmax and Km, one varies the initial substrate concen-

tration and measures the initial rate of product formation (before the substrate concen-

tration has significantly changed). A non-linear regression model can then be used to fit

these data and extract Vmax and Km, as will be done for our TMA-FMO3-TMAO system

below.

In our case, it will also be useful to integrate this equation in order to characterize

the reaction extent as a function of time, defined as R(t) = [P ]
[S]0

, where [S]0 is the initial

substrate concentration. This function is 0 at t = 0, and will go to 1 at long times once

all of the substrate has been converted into product. The exact closed-form solution to

the Michaelis-Menton equation is given by [216]

[S(t)] = Km ∗W
(
[S]0
Km

∗ exp( [S]0 − Vmaxt

Km

)
(6.3)
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where W (x) is the Lambert W-function. One can then convert [S(t)] to R(t) by noting

that [S(t)] = [S]0 − [P (t)]. Thus, once the parameters Vmax and Km have been experi-

mentally determined, we can determine the reaction extent for a system as a function of

time.

6.3 Quantum dynamical selection

Now we shift from classical enzyme kinetics to a derivation of the expected effect of

quantum dynamical selection on the product formation from symmetric vs. asymmetric

substrate. In this case, we can represent the reaction pathways by

E + Ssym + Sasym

ksym−−−⇀↽−−
k-

ESsym + Sasym
kcat−−→ E + Psym + Sasym (6.4.1)

E + Ssym + Sasym

kasym−−−⇀↽−−−
k-

ESasym + Ssym
kcat−−→ E + Pasym + Ssym (6.4.2)

where Ssym, Sasym, Psym, and Pasym are the symmetric and asymmetric substrate and

product, respectively. Note that while the binding rates are different for the symmetric

and asymmetric substrates, the unbinding rates and enzyme-catalyzed rate of product

formation do not depend on substrate symmetry. For a substrate with λ-fold symmetry,

QDS states that the binding rates for the two forms of substrate will be related by [54]

kasym = λksym (6.5)

since only one of the λ pseudospin states will be able to form a real wave function and

bind to the enzyme, while the asymmetric substrate has no such restrictions.

One can then consider the equations governing the rate of change for each species

and the conservation of the total amount of enzyme and substrate-plus-product, giving
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dSsym

dt
= k−ESsym − ksymE ∗ Ssym (6.6.1)

dSasym

dt
= k−ESasym − kasymE ∗ Sasym (6.6.2)

dESsym

dt
= ksymE ∗ Ssym − k−ESsym − kcatESsym (6.6.3)

dESasym

dt
= kasymE ∗ Sasym − k−ESasym − kcatESasym (6.6.4)

dPsym

dt
= kcatESsym (6.6.5)

dPasym

dt
= kcatESasym (6.6.6)

dE

dt
= k−(ESsym + ESasym) + kcat(ESsym + ESasym)

− ksymE ∗ Ssym − kasymE ∗ Sasym (6.6.7)

E + ESsym + ESasym = E0 (6.7.1)

Ssym + ESsym + Psym = S0
sym (6.7.2)
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Sasym + ESasym + Pasym = S0
asym (6.7.3)

where equations 6.7.1-6.7.3 define the initial enzyme, symmetric substrate, and asymmet-

ric substrate concentrations, respectively. Combining equations 6.6.1-6.6.4 with equation

6.6.7, we get

dSsym

dt
= k−ESsym − ksym(E0 − ESsym − ESasym) ∗ Ssym (6.8.1)

dSasym

dt
= k−ESasym − kasym(E0 − ESsym − ESasym) ∗ Ssym (6.8.2)

dESsym

dt
= ksym(E0 − ESsym − ESasym) ∗ Ssym − k−ESsym − kcatESsym (6.8.3)

dESasym

dt
= kasym(E0 − ESsym − ESasym) ∗ Sasym − k−ESasym − kcatESasym (6.8.4)

so that we now have a system of four equations for four unknowns (Ssym, Sasym, ESsym,

ESasym). We also know our initial t = 0 and our final t −→ ∞ (i.e. the reaction has run

to completion) conditions are

Ssym(0) = S0
sym (6.9.1)

Sasym(0) = S0
asym (6.9.2)
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ESsym(0) = ESasym(0) = 0 (6.9.3)

Ssym(t −→∞) = Sasym(t −→∞) = ESsym(t −→∞) = ESasym(t −→∞) = 0 (6.10.1)

Psym(t −→∞) = S0
sym (6.10.2)

Pasym(t −→∞) = S0
asym (6.10.3)

We now make the assumption that enzyme-substrate complex is quasi-stationary, since

we have [S(t)] >> [E] for almost all of the course of the reaction. Therefore we can set

dESsym

dt
=
dESasym

dt
= 0 (6.11)

allowing so that the left hand side of equations 6.8.3 and 6.8.4 is 0, giving

ESsym =
E0Ssym

Ssym + ksym
kasym

Sasym + k−+kcat
ksym

(6.12.1)

ESasym =
E0Sasym

Sasym + kasym
ksym

Ssym + k−+kcat
kasym

(6.12.2)

Combining equations 6.6.5 and 6.6.6 with equations 6.12.2 and 6.12.1 gives

dPsym

dt
= −dSsym

dt
=

VmaxSsym

Ssym + ksym
kasym

Sasym + k−+kcat
ksym

(6.13.1)
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dPasym

dt
= −dSasym

dt
=

VmaxSasym

Sasym + kasym
ksym

Ssym + k−+kcat
kasym

(6.13.2)

where Vmax = kcatE0 is the same value a introduced in equation 6.2 for Michaelis-Menton

kinetics.

We now make the assumption that Sasym << Ssym, i.e. that the amount of asym-

metric substrate is much smaller than the amount of symmetric substrate. While this

may not be the case for all systems, for our TMA-FMO3-TMAO system we are using the

natural abundance of 13C to cause asymmetry in our substrate. Given that the natural

abundance of 13C is ∼1.1%, we expect ∼1 in 33 TMA molecules will have a 13C on one

of the methyl groups, and therefore be asymmetric. In this limit, we can write equations

6.13.1 and 6.13.2 as

dSsym

dt
= − VmaxSsym

Ssym + k−+kcat
ksym

(6.14.1)

dSasym

dt
= − VmaxSasym

Ssym + k−+kcat
ksym

∗ kasym
ksym

(6.14.2)

where we have factored out the term kasym
ksym

from equation 6.14.2 in order to make the

denominators of the two equations equivalent. Now, dividing equation 6.14.2 by 6.14.1,

we get

dSasym

dt
/
dSsym

dt
=
kasym
ksym

∗ Sasym

Ssym

(6.15.1)

from which follows

d

dt
ln(Sasym) =

kasym
ksym

d

dt
ln(Ssym) (6.15.2)
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We now recall equation 6.5 to substitute λ for kasym
ksym

, and integrate equation 6.15.2 to find

ln(
Sasym(t)

S0
asym

) = λ ∗ ln(Ssym(t)

S0
sym

) (6.16)

which yields

Sasym(t)

S0
asym

=

(
Ssym(t)

S0
sym

)λ

(6.17)

Now, we note that our substrate is much more abundant than our enzyme, i.e. S0 >> E0,

for both the symmetric and asymmetric substrates (this same limit is applied in Michaelis-

Menton kinetics). For our specific system, the enzyme concentration will be on the order

of 100 nM, while the substrate will be on the order of 1 mM, so this condition is satisfied

for almost the entire reaction (even at 99% completion our substrate will still be x100

more abundant). This also gives

ESsym << Ssym (6.18.1)

ESasym << Sasym (6.18.2)

allowing so that equations 6.7.2 and 6.7.3 can be written as

Psym(t) ≈ S0
sym − Ssym(t) (6.19.1)

Pasym(t) ≈ S0
asym − Sasym(t) (6.19.2)

From equations 6.17, 6.19.1, and 6.19.2, as well as our definition of reaction extent

R(t) = P
S0 , we get
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1− Pasym(t)

S0
asym

= (1−R(t))λ (6.20)

where Sasym << Ssym and Pasym << Psym so that the reaction extent can be approxi-

mated as R(t) = Psym

S0
sym

. Dividing by R(t) = Psym(t)

S0
sym

(noting that the result is valid only

once some amount of product has been formed), we get

Pasym(t)

S0
asym

/
Psym(t)

S0
sym

=
1− (1−R(t))λ

R(t)
(6.21)

Finally, we can define an enrichment factor, or selectivity, of asymmetric product, Enr(t),

as

Enr(t) =
Pasym(t)

Psym(t)
/
S0
asym

S0
sym

(6.22)

that describes the preference for creating asymmetric product over symmetric product.

Substituting λ = 3 for our specific case of three-fold symmetric substrate, this gives

Enr(t) =
1− (1−R(t))λ

R(t)
(6.23)

We compare this QDS-predicted enrichment factor to the classical case, where there is no

expected difference between the symmetric and asymmetric substrates (or equivalently

that λ = 1, so that ksym = kasym), in which case we expect no enrichment in our

asymmetric product through the entire course of the reaction. This enrichment factor is

shown in Fig. 6.3 for our TMA-FMO3-TMAO system, where the enrichment would be

measurable by the 13C content in the product.

Notably, QDS predicts a strong deviation from the classical theory for the amount of

13C TMAO produced from our system. Thus, by measuring the 13C content in TMAO

as a function of the reaction extent, we should be able to rigorously test whether this
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Figure 6.3: A comparison of the classical and QDS predictions for 13C enrichment in
TMAO produced from the TMA-FMO3-TMAO system as a function of the extent
of reaction. At early extent of reaction, the 13C enrichment in TMAO is up to x3
the classical prediction, while at at the end of the reaction the enrichment factors are
identical, as all TMA (symmetric or asymmetric) has been converted to TMAO.

theory holds for this three-fold symmetric system.

6.4 Results on TMA-FMO3-TMAO system

6.4.1 Characterization of enzyme kinetics

The first step for a rigorous experimental test of the QDS-prediction in equation 23 is

to find the kinetic parameters Vmax and Km for the TMA-FMO3-TMAO system, so that

we can use equation 6.3 to find our reaction extent R(t) as a function of time. In order to

measure these parameters, we prepare a reaction mixture with the following components

(excluding the enzyme) based on previous work using the FMO3 enzyme to run an

oxidative reaction [217]: potassium phosphate buffer (pH 7.4, 100 mM), sodium chloride

(150 mM), catalase (100 units/mL), superoxide dismutase (100 units/mL), bovine serum

albumin (0.1 mg/mL), NADPH (0.1 mM), TMA (1 mM). In this system, NADPH is the

reducing agent, donating it’s electron for the oxidation of TMA to TMAO and resulting

in NADP+. When the full enzymatic reaction is studied, we will also add in a NADPH-
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regenerating system consisting of glucose-6-phosphate dehydrogenase (2 units/mL) and

glucose-6-phosphate (20 mM), so that NADPH is not depleted during the course of the

reaction, which could cause the reaction rate is slow or go to zero at full depletion.

The advantage of having the NADPH depleted during these initial assays is that

NADPH absorbs strongly at 340 nm, while NADP+ does not. Therefore, we can measure

the optical density at 340 nm as a proxy for the reaction rate, given that we should have a

1:1 relation of reduced NADPH to oxidized TMAO. As a first assay, we confirm NADPH

reduction by measuring the optical density as a function of time after adding in FMO3

at 4 concentrations (0, 150, 300, and 600 nM). As shown in Fig. 6.4A, we have a time

window for each concentration after FMO3 addition during which the optical density at

340 nm decreases linearly (with the exception when no enzyme is present, which serves

as the control and no significant change in the optical density over time). From these

optical density curves, we can convert to a rate of TMAO production by extracting the

slope from a linear fit of the data, using the molar attenuation of NADPH at 340 nm of

6.22 mol-1 cm-1 and knowing the volume of reaction mixture and dimensions for each cell

in the plate reader. We find that the rate of TMAO production goes linearly with the

enzyme concentration, as is predicted by Michaelis-Menton kinetics (Fig. 6.4B).

We now use the same reaction mixture, but set the enzyme concentration constant at

300 nM and vary the substrate concentration, in order to measure our Michaelis-Menton

plot and calculate Vmax and Km for this system. Using TMA concentrations of 0.01,

0.1, 0.5, and 1 mM, we conduct an identical spectrophotometric assay, measuring optical

density at 340 nm to track NADPH reduction. The results are shown in Fig. 6.5A. The

corresponding rate of TMAO production for each initial TMA concentration can then

be extracted using the same method as above, producing the Michaelis-Menton curve in

Fig. 6.5B. The resulting parameter values of the reaction mixture are Vmax = 7.17µM/s

and a Km = 36.8µM , allowing us to find the reaction extent R(t) as a function of time.
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Figure 6.4: Spectrophotometric assay results for the reaction mixture showing the
effect of different enzyme concentrations. (A) Optical density at 340 nm as a function
of time after FMO3 addition, with linear fits shown in order to extract rates of NADPH
reduction. Optical densities are the average of 3 trials. (B) Rates extracted from
(A) and converted into TMAO production as a function of FMO3 concentrations,
confirming a linear relationship between enzyme concentration and product formation
for this enzyme concentration regime. Error bars are 95% confidence intervals from
linear fits in (A).
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Figure 6.5: Michaelis-Menton kinetic curve for the TMA-FMO3-TMAO system found
by varying TMA concentrations. (A) Optical density at 340 nm as a function of time
after FMO3 addition for different TMA concentrations, with linear fits shown in order
to extract rates of NADPH reduction. Optical densities are the average of 3 trials.
(B) Reaction rates from (A) plotted as a function of initial substrate concentration,
with the fitted Michaelis-Menton curve and corresponding parameter values for Vmax

and Km.

6.4.2 NMR characterization of TMA and TMAO

We now shift to the 1H and 13C NMR characterization of TMA and TMAO. In order

to monitor the potential enrichment of 13C-containing TMAO, i.e. asymmetric product,

(and corresponding depletion of 13C-containing TMA) we will use both 1H and 13C NMR.

This will allow for 2 different measurements of 13C content. For one, we can compare the

13C integral of TMA and TMAO at different points along our reaction extent, normalizing

127



Quantum dynamic selection in the TMA-FMO3-TMAO system Chapter 6

by 1H integral for each species. We note here that only the asymmetric substrate and

product will contribute to the 13C signal (except in the event of a molecule with three

13C’s, but we ignore this possibility given the 1% natural abundance of 13C, so that this

would only occur in 1 in 106 molecules). However, all substrate and product molecules

will contribute to the 1H integral, so that this ratio will provide information on the

relative abundance of 13C within the substrate/product.

(A)

(C)

(B)

TMAO
TMA

TMAO

TMA

Figure 6.6: NMR spectra for 1 mM TMA and 1 mM TMAO showing (A) The full
1H spectrum, (B) A zoom in on the 1:200:1 triplets in the 1H spectrum, and (C) The
13C spectrum. Spectra were acquired with the acquisition parameters described in
the text.

The second means for quantifying the 13C content is to utilize the scalar-coupling

between a 13C and the protons on the corresponding methyl group. As shown in Fig.
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6.6B, there is scalar coupling of 70Hz, leading to a 1 : 200 : 1 triplet in the proton spectra

for both TMA and TMAO, as would be expected given the 1% natural abundance of 13C.

Measuring this triplet ratio at different reaction extents thus provides a second measure

of the 13C content in both TMA and TMAO.

To make quantitative NMR measurements, it is important to first characterize the

NMR signals for both TMA and TMAO to make sure that the lines are well resolved and

to optimize NMR acquisition parameters. Additionally, we want to find the approximate

error in the NMR integrals (by measuring several independently prepared samples), to

confirm that we are able to measure these integrals with the necessarily precision to

rigorously test the QDS hypothesis. As shown in Figures 6.6A and C, both the 1H and

13C signals for TMA and TMAO are well resolved and without overlap.

It is also important to characterize the 13C T1 times for both molecules to optimize

our acquisition parameters. While the 1H signal should be strong, given the 100%

proton abundance and the high gyromagnetic ratio of protons, the 13C, however, is much

weaker due to both low abundance and low gyromagnetic ratio. 13C T1 was measured

for both TMA and TMAO via an inversion recovery sequence and was found to be 8 s

and 2.5 s, respectively. Given that our 13C pulse program utilizes a 45◦ pulse, we can

use the concept of the Ernst angle to optimize our signal. The Ernst angles defines the

relationship between pulse angle, T1, and time between pulses that will maximize the

NMR signal in a set experiment time as Cos(θE) = Exp(−d1+at
T1

), where θE = 45◦ is the

pulse angle, d1 is the delay between pulses, and at is the FID acquisition time. Given

our measured 13C T1 values, we find the optima d1 + at for TMA and TMAO to be

2.77 s and 0.87 seconds, respectively. Therefore, we opt for the following 13C acquisition

parameters: 2048 scans, 45◦ pulse, d1 = 1.5 s, and at = 1 s, with a NOE sequence to

help increase signal by transferring polarization from protons to 13C. For 1H, we use the

following parameters: 64 scans, 90◦ pulse, d1 = 7 s, and at = 2 s, with a water suppression
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Figure 6.7: NMR characterization of error in 1H and 13C integrals for 1 mM TMA
and 1 mM TMAO. Error bars represent the standard error over 5 independent trials.
The relative error for the triplet intensities are < 10% of the signal, and for 13C:1H
the relative errors are < 20% of the signal. Given that the QDS prediction is a factor
of 3 different than the classical prediction, the predicted effect is well outside of the
experimental error.

sequence that irradiates at the frequency of water to prevent the water proton signal from

dominating the spectrum.

Using the above acquisition parameters, we measured the 1H and 13C signal for 5

independently prepared samples of 1 mM TMA and 1 mM TMAO in a 10% D2O solution

to measure the error that we expect in our integrals. Since we will be using 10 mM TMA

in our full reaction mixture experiments, this should provide a good upper bound on the

error we would expect if aliquots are taken between 10% and 90% of reaction extent.

The results of these experiments are shown in Fig. 6.7, with error bars corresponding

to the standard error across the five trials. From these error bars, we note that these

NMR parameters should be fully sufficient to test the QDS prediction, given that the

130



Quantum dynamic selection in the TMA-FMO3-TMAO system Chapter 6

error is ∼ 10− 20% of the integral, while QDS predicts an effect of up to 3-fold at short

times, and greater than 1.1-fold up to 90% of reaction extent (Fig. 6.3). Therefore,

our NMR characterization should provide a rigorous test of the QDS hypothesis in the

TMA-FMO3-TMAO system.

6.4.3 Testing the QDS hypothesis

To test for QDS effects, the full reaction mixture is prepared, as introduced in section

6.4.1, and an initial 200 µL aliquot was removed. FMO3 is then added to initiate the

reaction. At time points corresponding to 10%, 20%, 50%, and 90% extent of reaction,

as calculated from equation 6.3 and the parameter values in Fig. 6.5, 200 µL aliquots

were removed. Each aliquot is mixed with an equal volume of acetonitrile to quench the

reaction at the desired time point. This quenching of the reaction is essential so that

there is no additional product formation during the NMR experiments. Each aliquot is

then diluted to 500 µL with milli-Q and then placed in a 10 kDA MW cutoff centrifuge

filter and centrifuged at 4 ◦C until > 90% of the sample has been filtered. The filtrate is

then removed and diluted with 10% D2O and stored frozen until NMR analysis.

The 13C and 1H spectra can then be acquired for each aliquot using the acquisition

parameters described above to test the enrichment of 13C TMAO. Both measures of 13C

content (13C integral and 1H triplet integrals) can be extracted, to confirm that they are in

agreement. From these integrals, one can plot the 13C enrichment in TMAO as a function

of reaction extent, and compare the measured values with the theoretical predictions

presented in Fig. 6.3 for classical and QDS enzyme kinetics. Such an experiment should

provide a strong test of whether QDS is active in for a three-fold symmetric substrate in

an enzymatic system.

Here, we have laid out the theoretical predictions and experimental protocols nec-
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essary for testing the QDS hypothesis. These experiments should be able to provide

strong evidence for (or against) QDS effects on a three-fold symmetric substrate. Given

the importance of QDS within the Quantum Brain theory, this work will be a key step

towards testing the potential validity of the theory.

6.5 Material and Methods

Potassium phosphate buffer was made from potassium phosphate monobasic (FW

136.09, 99.9% purity) from Fisher Scientific and sodium hydroxide (FW 40.00, 99%

purity) from EMD. Sodium chloride (FW 58.44, 99.5% purity) was purchased from

Fisher Scientific. Trimethylamine N-oxide (MW 75.11, 95% purity), Trimethylamine hy-

drochloride (MW 95.57, 98% purity), NADPH (tetrasodium) (MW 833.4, 98% purity),

catalase from bovine liver (aqueous suspension, 10,000-40,000 units/mg protein, 44 mg

protein/ml), bovine serum albumin solution (30% in saline), D-glucose 6-phosphate dis-

odium salt dihydrate (MW 304.1 (anhydrous basis), 98% purity), superoxide dismutase

powder (recombinant, expressed in E-Coli, 3010 units/mg protein, 90% purity), glucose-

6-phosphate dehydrogenase from baker’s yeast (lyophilized, 200-400 units/mg protein),

and flavin-containing monooxygenase-3, microsomes human (recombinant, expressed in

baculovirus infected insect cells, buffered aqueous solution), and acetonitrile were pur-

chased from Sigma Aldrich.

6.5.1 Spectrophotometric Assays

Optical density traces were monitored using a BioTek Synergy Multimode plate

reader, with black clear-bottom 384-well plates. The reaction mixture was prepared

as described in the text and heated to 37 ◦C using an Eppendorf Thermomixer before

FMO3 was added. After adding FMO3, solutions were pipette mixed. Absorbance mea-
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surements were carried out at a 340 nm wavelength for one hour, and a linear region was

selected to obtain reaction rates.

6.5.2 NMR Experiments

Solution NMR relaxation experiments were performed on a Bruker Avance NEO 500

MHz spectrometer with a CryoProbe Prodigy BBO probe, using Wilmad-LabGlass 5 mm

Thin Wall Precision NMR tubes. 10% D2O was used in all solutions. T1 relaxation was

measured with a standard inversion-recovery pulse sequence, and relaxation times were

determined by employing the TopSpin 4.0.6 T1/T2 dynamics module with monoexpo-

nential fitting. Acquisition parameters for 1D 1H and 13C experiments are described in

the text.
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Chapter 7

Conclusions and Future Directions

7.1 Summary and Outlook

In this thesis we have put forward some of the experimental progress that has been

made towards testing the Quantum Brain theory. This effort has also led to a greater

understanding of the solution behavior of calcium phosphate species. We have established

the existence of previously unknown ‘dark state’ phosphate assemblies, adding to our

understanding of solution behavior of phosphates as well as revealing the complexity of

31P spin dynamics. We have shown that calcium phosphate nanoclusters are stable in

simple simulated body fluids, directly measured their size, and presented evidence for an

equilibrium between different hypothesized nanocluster species. We have also uncovered

a differential lithium isotope effect in the formation of amorphous calcium phosphate,

which points towards the possibility of nuclear spins directly impacting early nucleation

events, and connected our in vitro results with observed in situ results on mitochondrial

calcium dynamics. Finally, we have laid out a platform for testing QDS directly in

an enzymatic reaction involving a three-fold symmetric substrate, which should present

strong experimental evidence for the existence (or lack thereof) of QDS effects.
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While this work provides important answers regarding the feasibility of the Quantum

Brain theory, there are still open fundamental questions that must be probed experi-

mentally. Regarding Posner molecules, what is the 31P spin relaxation time for stable

monomers? And do Posners have the three-fold (or higher) order symmetry that is re-

quired by QDS? Additionally, direct evidence for or against QDS in systems with greater

than two-fold symmetry should answer the question of whether nuclear spin states can

be transduced into biochemical signals that could then impact neuronal function.

There are also important questions from a biological standpoint which are being in-

vestigated by collaborators with expertise in these areas. If Posner molecules are funda-

mental to brain function, and exist within mitochondria, then there are almost certainly

proteins which interact with Posners (to stabilize, transport, or otherwise manipulate

them) located within the mitochondrial matrix. Ongoing proteomics work is aimed at

identifying candidate proteins that could interact with Posner molecules, which could

create experimental opportunities for measuring their 31P spin dynamics in solution. Ad-

ditionally, experiments on lithium isotopes in neuronal cell signaling could help connect

results on lithium isotope effects on in vivo calcium phosphate and in situ mitochon-

drial dynamics with observed behavioral impacts of rodents, and even humans. Even

outside the context of the Quantum Brain theory, given the importance of lithium as a

drug for bipolar disorder, a greater understanding of the functionality behind lithium as

a medicine (and any differential impact between lithium-6 and lithium-7) would be an

important advancement.

Hopefully these future experiments, in combination with the results put forth in this

thesis, can help to provide a definitive answer on the potential validity of the Quantum

Brain theory and the potential for Posner molecules to be biological units for the storage

and processing of quantum information.

In this chapter, we will present some future research directions that build off of the
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work in this thesis. Some of these directions will relate directly to the Quantum Brain

theory, while others will focus on the solution behavior of calcium phosphates from a

more general perspective.

7.2 Phosphate assemblies

In Chapter 3, we presented our discovery of phosphate assemblies in aqueous solution,

which appear to be loosely-bound (potentially liquid-like) clusters of phosphates that

exist in exchange with individual ions. This assembly process appears to be entropically-

driven, with our hypothesis being that the release of bound waters in the phosphate

hydration shell provides the entropic gain that leads to assembly formation. This discov-

ery has opened up several questions, both about the nature of these assemblies and also

what impact they may have on solution processes involving phosphates, such as calcium

phosphate formation.

In regard to the first question, ongoing work has aimed at more direct detection of the

assemblies. While 31P relaxometry and CEST, as well as cryo-TEM and MD studies, all

showed evidence for the assemblies, their 31P NMR signal was never directly observed.

Towards this end, Lu, Straub, et al. (submitted) have used colder temperatures and

more viscous solutions to slow down exchange enough to observe a CEST peak that can

be attributed to the phosphate assemblies. By varying power and modeling the CEST

spectrum, important physical parameters such as assembly population and monomer-

assembly exchange can be extracted more accurately than was done in Chapter 3. This

work provides a method for further detection and understanding of phosphate assemblies,

with the potential to be applied to biological systems, where phosphates play several

fundamental roles and these assemblies could be functionally important.

The presence of phosphate assemblies in solution is also likely to be important in ag-
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Figure 7.1: Impact of different salts on the formation of ACP as measured by DLS.
Solutions consisted of 5 mM CaCl2, 2 mM sodium phosphate, and 250 mM of the
indicated salt at pH 7.8. Solid lines are quadratic fits to guide the eye. (A),(B),(C)
ACP growth in the presence of different Hofmeister salts at 20 ◦C, 30 ◦C, and 40 ◦C,
respectively.

gregation processes involving phosphates, such as calcium phosphate formation. Rather

than building up prenucleation clusters or other nucleation seeds via ion by ion bonding,

calcium ions encountering the assemblies could immediately coordinate with multiple

phosphates, and additional calcium molecules could then join to make stoichiometric cal-

cium phosphate species. In this sense, we began investigations on the impact of different

assembly conditions on calcium phosphate. Because conditions such as temperature, pH,

and phosphate concentration would have a large direct impact on both phosphate assem-

blies and calcium phosphate growth, we decided to monitor calcium phosphate formation

and growth in the presence different salts from the Hofmeister series, which we previously

showed to impact phosphate assembly using 31P relaxometry.

The DLS results for ACP growth in solutions of 5 mM CaCl2, 2 mM sodium phos-

phate, and 250 mM of either NH4Cl, KCl, or NaCl at pH 7.8 and temperatures from 20 ◦C

to 40 ◦C are shown in Fig. 7.1. According to the Hofmeister series, and our results in Fig.

3.4, we would expect that NH4Cl would promote phosphate assemblies more than KCl

or NaCl. If phosphate assemblies were then important in nucleating calcium phosphate

particles, then the solution with NH4Cl might show larger particle sizes. Indeed, we find

that at each temperature tested, NH4Cl promotes larger ACP particles, with the effect
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Figure 7.2: Impact of adding a concentrated calcium solution to a dilute phosphate
solution vs. a concentrated phosphate solution to a dilute calcium solution. 100 mM
CaCl2 or sodium phosphate was added to the solution to reach final concentrations of
5 mM CaCl2 and 2 mM sodium phosphate at pH 7.4 for each experiment. Lines are a
quadratic fit to guide the eye. Triangles and solid fit lines indicate that calcium was
added to dilute phosphate, and circles and dashed fit lines indicate that phosphate
was added to dilute calcium.

most pronounced at lower temperatures. KCl and NaCl lead to the formation of very

similar sized ACP, which agrees with our results in Fig. 3.4 where at lower phosphate

concentrations (10 mM in that case) KCl and NaCl showed very similar relaxation rates

(which is a proxy similar phosphate assembly behavior).

We also explored how adding a concentrated calcium solution (100 mM) to a dilute

phosphate solution would differ from adding a concentrated phosphate solution (100 mM)

to a dilute calcium solution. DLS results are shown in Fig. 7.2 for a range of temperatures

in solutions with final concentrations of 5 mM CaCl2 and 2 mM sodium phosphate.

At each temperature adding the concentrated phosphate solution promotes significantly

larger ACP than adding concentrated calcium to a dilute phosphate solution. Since

a more concentrated phosphate solution would have a higher population of assemblies,

this result points towards the presence of more phosphate assemblies helping to promote

larger ACP.

It is important to note that the results in Figures 7.1 and 7.2 do not necessarily imply
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that the phosphate assemblies are the reasons for the observed differences. Hofmeister

salts each structure water differently, and this water structuring could be causing the

observed differences rather than phosphate assemblies. Similarly, adding in concentrated

phosphate solutions creates different concentration and pH gradients than concentrated

calcium solutions, which could also be impacting how ACP nucleates and grows. Thus,

more robust experiments with more independent trials are required to establish the sta-

tistical significance of these results. Nevertheless, given that these experiments indicate

that solution conditions which promote a higher abundance of phosphate assemblies lead

to larger ACP, we suggest that future studies examine the potential role of phosphate

assemblies in calcium phosphate growth and other processes involving phosphates.

7.3 Future experiments on Posner molecules

In Chapter 4, we presented a combination of DLS, cryo-TEM, and 31P results that in-

dicated the existence of Posner molecules in SBFs. The verification that Posner molecules

are stable in vitro is an important step towards characterizing their properties for testing

Quantum Brain theory (in particular, the 31P spin relaxation time and the molecular

symmetry). However, the 31P NMR indicated that there was chemical exchange in these

SBFs between Posner molecules and other species, presumably phosphate ions and small

ACP aggregates, that made it impossible to directly measure spin relaxation in these

SBFs. Therefore, one direction of future research on Posner molecules is their stabiliza-

tion in solution to allow for spin relaxation experiments. For this purpose, it may be

important to add proteins or other additives (such as polymers) to the solution, which

could then allow for stable Posner monomers to be tested.

With regards to proteins, we noted above that there are ongoing proteomic studies

investigating calcium phosphate interacting proteins within the mitochondrial matrix. In
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the literature, there have been claims based on small angle neutron scattering results that

the protein fetuin (found in blood) stabilizes individual Posner molecules by binding them

to the protein surface [114]. Casein phosphopeptides have also been shown to stabilize

ACP nanoclusters at 3-4 nm in diameters by complexing with their surface [112]. These

studies suggest the potential for individual Posner stabilization if the proper proteins

can be discovered and isolated. Although such protein-calcium phosphate complexes

would affect the 31P spin dynamics by altering the rotational dynamics of the Posner and

potentially putting protons near 31P spins that would induce relaxation, it would still

be a great step forward to be able to measure any 31P spin relaxation time for a Posner

molecule.

Polymers also offer an interesting potential route for Posner molecule stabilization.

While proteins offer much more specificity in their binding and function, polymers can

still significantly impact water structure and solution dynamics, and offer a means of

simulating the crowded, viscous intercellular environment in vitro. To this end, we began

exploring the impact of varying polymer type and wt% on the formation of ACP and

transition into HAp using 31P NMR. Note that DLS is no longer able to accurately

provide sizes, as it is difficult to disentangle the scattering signal of the polymer from

calcium phosphate particles. Therefore, we used the shifting of 31P to try to understand

the underlying phases and transformations. Because of the presence of the polymers, it

is difficult to assign specific species based on chemical shift. Instead we use the shifting

of line positions and widths to monitor the formation and subsequent transformation of

calcium phosphate species. An initial change directly after calcium addition indicates

that calcium phosphates are forming. If this signal then shows no changes over time, we

assume this phase to be stable so that there is not a metastable phase forming. Given

that Posner clusters seem to be involved in the formation of metastable ACP, the ideal

conditions would be those that seemed to promote the formation of a metastable phase

140



Conclusions and Future Directions Chapter 7

1.41.61.82.02.22.42.62.83.03.23.43.6
f1 (ppm)

1

2

3

4

5

6

01_28_19_SBF_time_12day
STANDARD PHOSPHORUS PARAMETERS
 6

01_21_19_SBF_time_5day
STANDARD PHOSPHORUS PARAMETERS
 5

01_20_19_SBF_time_4day
STANDARD PHOSPHORUS PARAMETERS
 4

01_17_19_SBF_time_1day
STANDARD PHOSPHORUS PARAMETERS
 3

01_16_19_SBF_time_1hr
STANDARD PHOSPHORUS PARAMETERS
 2

03_05_20_SBF_time_control_noCaCl2
STANDARD PHOSPHORUS PARAMETERS
 1

No calcium

1 hour

1 day

4 days

5 days

12 days

CS (ppm)
1.41.61.82.02.22.42.62.83.03.23.43.6

f1 (ppm)

1

2

3

5

6

7

9

10

031620_PEG35k-SBF_5wt%
STANDARD	PHOSPHORUS	PARAMETERS
	10

031420_PEG35k-SBF_5wt%
STANDARD	PHOSPHORUS	PARAMETERS
	9

031220_PEG35k-SBF_5wt%
STANDARD	PHOSPHORUS	PARAMETERS
	7

031120_PEG35K-SBF_5wt%
STANDARD	PHOSPHORUS	PARAMETERS
	6

030920_PEG35k-SBF_5wt%
STANDARD	PHOSPHORUS	PARAMETERS
	5

030820_PEG35k-SBF_5wt%_1hr
STANDARD	PHOSPHORUS	PARAMETERS
	3

030820_PEG35k-SBF_5wt%
STANDARD	PHOSPHORUS	PARAMETERS
	2

030920_PEG35k-SBF_5wt%_NoCa
STANDARD	PHOSPHORUS	PARAMETERS
	1

CS (ppm)

No calcium

10 minutes

1 hour

1 day

3 days

4 days

6 days

8 days

1.41.61.82.02.22.42.62.83.03.23.43.6
f1 (ppm)

1

2

3

4

5

6

7

8

12720_10%
STANDARD	PHOSPHORUS	PARAMETERS
	8

012020_10Perc_Ficoll
STANDARD	PHOSPHORUS	PARAMETERS
	7

Ficoll_10wt%_4days
STANDARD	PHOSPHORUS	PARAMETERS
	6

10wt%_50hours
STANDARD	PHOSPHORUS	PARAMETERS
	5

Ficoll_10%_22hours
STANDARD	PHOSPHORUS	PARAMETERS
	4

Ficoll_10%_1hour
STANDARD	PHOSPHORUS	PARAMETERS
	3

Ficoll_10%_init
STANDARD	PHOSPHORUS	PARAMETERS
	2

12120_Ficoll-SBF_NoCa
STANDARD	PHOSPHORUS	PARAMETERS
	1 No calcium

10 minutes

1 hour

1 day

2 days

4 days

7 days

14 days

CS (ppm)

(A) (B) (C)

Figure 7.3: Impact of polymers on the formation and subsequent evolution of
metastable calcium phosphate phase in solutions containing 5 mM CaCl2 and 2 mM
sodium phosphate at pH 7.4 and 25 ◦C. (A) In a standard SBF, the line broadens after
calcium addition, indicating ACP formation, and subsequent transition into hydrox-
yapatite within 1 day. After several days the line is broadened due to precipitation.
(B) In a solution with 5 wt% of 35,000 MW PEG, the initial formed calcium phos-
phate lasts for 3 days before transitioning to a different phase. (C) In a solution with
10 wt% 70,000 MW ficoll, a metastable phase forms and slowly transitions over the
course of two weeks.

but a slow transformation into a thermodynamic phase.

We investigated four different polymers with varying hydrophilicity (ordered by in-

creasing hydrophilicty)- polyvinylpyrrolidone (MW 8000), ficoll (MW 70,000), polyethy-

lene glycol (PEG) (varying MW), and dextran (MW 70,000), with wt% from 5-40%.

For both polyvinylpyrrolidone and dextran, there was no evidence for the formation of

a metastable phase. Polyvinylpyrrolidone showed a line shift after calcium addition, but

this line was sharp and never shifted, indicating that there was immediate formation of

a crystalline calcium phosphate phase. In the presence of dextran there was no line shift

after calcium addition.

However, both PEG and ficoll showed potential for stabilizing a metastable phase.

We found that longer chain PEG (MW 35,000) was more successful than shorter chain

(MW 600 and 6000), and that for both ficoll and PEG wt%’s ranging from 5-10% led to

the longest lifetime for the metastable phase. Fig. 7.3 compare the 31P time evolution of

a standard SBF with PEG and ficoll solutions that showed the most promising results for
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metastable phase stabilization. While the standard SBF transitions out of its metastable

phase within a day, for the solutions containing PEG and ficoll this transition takes place

over several days.

Taken together, these results indicate that relatively low wt%, high molecular weight

polymers with a sort of “goldilocks” hydrophilicity may be the most promising route for

ACP stabilization. While the solution phase space is extremely large- there is polymer

type, MW, and wt%, but also calcium and phosphate concentrations, pH, temperature,

and other salts- the work here puts forth a place to begin further exploration with the

long-term goal of stabilization of ACP and potentially Posner molecules. Such studies

would have important implications not only for the Quantum Brain theory, where the 31P

spin dynamics of individual Posner molecules within solution could be tested, but also

in the field of synthetic biomaterials, where control over the ACP-HAp transformation is

key for structure and function.

In addition to work towards stabilizing Posner molecules in solution, it is key to

confirm the symmetry of Posner molecules in order that QDS would be operational on

their pair-binding events. Solid-state NMR allows for the measurement of 3D structures

via multidimensional correlation experiments [218], offering a route for measurements of

the Posner symmetry. Although one cannot prepare a solid powder of Posner molecules, a

sample containing Posner molecules could be vitrified, freezing them in a native state and

allowing measurements with solid-state NMR. However, because of the low abundance

of nuclear spins in an aqueous solution (when compared to a powder), such vitrification

experiments generally employ dynamic nuclear polarization (DNP) to enhance the signal.

DNP utilizes the much higher gyromagnetic ratio of free electrons (>1000 fold that of

31P nuclei) to enhance signal by transferring polarization from electron to nuclei [219],

thereby making solid-state NMR experiments on vitrified samples feasible.

However, for DNP-NMR, one cannot just vitrify a standard aqueous sample and run
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experiments. Rather, there needs to be an electron source (such as TEMPOL at ∼10

mM) and a glassing agent, often glycerol at 60% v/v, to ensure that the water in the

sample does not crystallize during vitrification and to allow for coherent transfer of the

electron polarization to the nucleus of interest. Additionally, samples often use a 3:1

ratio of D2O:H2O. Therefore, the solution conditions that are required for DNP solution

preparation are fundamentally different than the SBFs that we have found to promote

Posner formation.

Initial experiments show that glycerol significantly shifts the phase space of calcium

phosphate by increasing their solubility, and multiple attempts to prepare SBFs for DNP-

NMR showed no 31P spin clustering, suggesting that no calcium phosphate species were

forming. As noted above in discussions on polymer-SBF samples, the scattering from the

glycerol makes it is impossible to use DLS to scan for conditions that promote calcium

phosphate nanoclusters. Additionally, the large amount of glycerol in these solutions

means that the filtration process that was previously used on SBFs to isolate calcium

phosphate nanoclusters is not possible on these samples. Therefore, the glycerol (or other

additive) must be added after the preparation of a solution containing Posner molecules,

so it is important that the additives do not cause significant dissolution or aggregation

of calcium phosphate.

Because of the difficulty using glycerol as a glassing agent, we began exploration of

other possible glassing agents. Dimethylsulfoxide at 77% v/v is another commonly used

glassing agent for DNP-NMR, but was found to promote significant calcium phosphate

aggregation. However, based on the results on polymers stabilizing ACP, long chain PEG

(MW 10,000) was also investigated as a potential glassing agent. Differential scanning

calorimetry confirmed that PEG-D2O-H2O solutions formed a glassy solid when cooled

to temperatures required for DNP (∼90 K). DLS confirmed that there was no significant

aggregation (even in the presence of polymers, one can use DLS to monitor the formation
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of larger species on the scale of >100 nm based on intensity changes), and solution 31P

NMR confirmed that there was formation of calcium phosphates based on line shifts after

calcium introduction.

Therefore, a PEG-SBF sample was prepared for DNP-NMR. The SBF preparation

was identical to samples in Chapter 4, using 5 mM calcium chloride, 2 mM sodium

phosphate, and 250 mM KCl at pH 7.8, and filtering after calcium addition, except that

the solvent was 75% D2O and 25% H2O. This sample was then mixed with 40% v/v PEG

(MW 10,000) and 10 mM TEMPOL and vitrified. Initial double-quantum and triple-

quantum filtering experiments showed signal, indicating the presence of networks of at

least 3 dipolar couple phosphorus nuclei. Unfortunately, difficulties with the apparatus

meant that spin counting experiments to look for higher order phosphorus networks were

not feasible on this sample (ideally, a Posner would give signal for a network of up to,

but not above, 6 phosphorus nuclei). However, these initial experiments indicate that

DNP-NMR experiments on SBFs containing Posner molecules could be possible, and

that these solution conditions laid out here should be investigated more in the future.

Altogether, we see that there are a number of interesting routes to explore for fu-

ture experiments on Posner molecules. One route will be exploring the proteins that are

implicated to interact with calcium phosphates in the ongoing mitochondrial proteomic

studies. Another route that appears promising for both solution NMR and DNP-NMR

experiments is introducing polymers into SBFs. Although the introduction of polymers

adds further complications to the already complex solution phase space of calcium phos-

phates, the preliminary results and experiments discussed above show that polymer-SBF

solutions could be promising for measurements of both the spin dynamics and symmetry

of Posner molecules.
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7.4 Non-classical isotope effects

In Chapter 5, we introduced a differential lithium isotope effect in the formation

of ACP that appeared to be unexplainable by the classical mass-based kinetic isotope

effect. We proposed that the observed difference in ACP growth - where 7Li promoted

a higher abundance of large ACP particles than 6Li - could relate to couplings between

the lithium nuclear spins and the nuclear spins in Posner molecules, whereby the 7Li led

to more rapid decoherence of the phosphorus pseudospin states. This decoherence in

turn led to more Posner binding events, manifesting in the observed difference in light

scattering intensity.

This lithium isotope effect is particularly interesting in two regards - for one, it could

be an explanation for observed biological lithium isotope effects observed in mitochondria,

neuron function, and rat behavior. But secondly, it indicates that isotope effects could

be operational in other nucleation and growth processes, whether in calcium phosphates

or other species. On this point, other nucleation and growth processes that involve

nanometric prenucleation clusters and fermionic nuclei, such as calcium carbonate and

iron-oxyhydroxide [220, 221, 222], should be investigated for potential isotope effects that

could impact growth via QDS.

In the case of calcium phosphate and Posner molecules, we can consider what other

isotopes might be used to modulate nucleation events via QDS. Considering other dopant

elements such as lithium, Swift found that iron, magnesium, and sodium were the next

most enthalpically favorable elements to substitute the central calcium in a Posner

molecule [55]. However, iron and magnesium both form their own solid phases, com-

plicating the interpretation of any such experiments, and sodium has only a single stable

isotope, so that varying isotopes to modulate QDS effects would not be possible.

Posner molecule symmetry could also be removed by substituting isotopes of calcium,

145



Conclusions and Future Directions Chapter 7

phosphorus, or oxygen. While phosphorus has only one stable isotope, both calcium and

oxygen have multiple stable isotopes. In theory, isotope replacement of oxygens on phos-

phorus groups could remove molecular symmetry- however, oxygen isotopes might then

exchange with oxygens in water, adding complication to interpretation of experimental

results as the amount of symmetric vs. asymmetric Posner molecules would be difficult

to quantify. Thus, the most promising route in this regard appears to be modulating

calcium isotopes. Two calcium isotopes appear particularly promising- 44Ca (the second

highest natural abundance, at 2%, and therefore easiest to isolate and acquire) and 43Ca

(the only stable calcium isotope with non-zero nuclear spin at 7
2
).

Here we propose some experiments of interest involving these two calcium isotopes.

First, we consider DLS to monitor ACP growth in the presence of 44Ca, where the nuclear

spin is 0 (the same 40Ca), similar to the lithium isotope experiments in Chapter 5. In the

case of pure 44Ca, the nucleation and growth processes should be almost identical to a

40Ca solution, although there may be slight differences due to classical mass based isotope

effects. More interestingly, in solutions with a mix of 40Ca and 44Ca there would be a

mixture of asymmetric and symmetric Posner molecules. While the symmetric molecules

would be affected by QDS, the asymmetric molecules would not, so that solutions with a

higher proportion of asymmetric Posners should show more rapid initial nucleation events.

This dependence on the proportion of symmetric Posner molecules would be expected

to manifest similarly to the lithium isotope effects, where the abundance of large ACP

particles was impacted. Different ratios of 40Ca to 44Ca could then change the ratio

of symmetric to asymmetric Posner molecules and impact calcium phosphate growth.

Additionally, by doing symmetric ratios (e.g. both 1:3 40Ca:44Ca and 3:1 40Ca:44Ca), one

could test whether any observed effect was mass-based or symmetry-based.

One can also consider doing a similar titration of 40Ca and 44Ca while also looking

for lithium isotope effects. In this case, one might expect to toggle the lithium isotope
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effect via the proportion of symmetric Posner molecules. In the case of a single cal-

cium isotope, the Posner molecules are symmetric, and the lithium isotope effect would

still active. However, when mixing the two calcium isotopes, we introduce a degree of

asymmetry to the Posners. Since incorporation of the different lithium isotopes into an

asymmetric Posner should lead to negligible differences in their binding dynamics, the

isotope effect should be less pronounced the greater the degree of asymmetry. Similar

to above, one could do different ratios of the calcium isotopes to introduce different

amounts of asymmetry and confirm that any effects were not related to the different

calcium masses.

In the case of 43Ca, with nuclear spin 7
2
, the calcium atom itself would lead to pseu-

dospin decoherence via its coupling to 31P spins. Therefore, we could compare the growth

of ACP in a solution with 43Ca to both 40Ca and 44Ca. In the case of 43Ca, we would

expect faster growth/higher abundance of ACP because of the rapid pseudospin deco-

herence compared to the other two isotopes. Since the mass of 43Ca is between that of

40Ca and 44Ca, any observed difference would likely be related to nuclear spin rather

than mass.

Because of its non-zero nuclear spin, 43Ca is also NMR active. This is of particular

importance for the DNP-NMR experiments described above for testing Posner molecule

symmetry. With a spin 0 calcium nuclei, only the 31P nuclei can be confirmed to be in a

symmetric arrangement. However, symmetry of the entire molecule must be confirmed,

and probing the calcium spins would give a more complete 3D picture of the molecule.

Unfortunately, if QDS is active, then DNP-NMR solution preparations that work in the

presence of 40Ca might not work for 43Ca, where the Posners binding dynamics would

be impacted. Nonetheless, it is still worth considering experiments that would aim to

vitrify solutions of Posners composed with 43Ca because of the importance of verifying

the symmetry of the Posner molecule.
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7.5 Quantum dynamical selection

In Chapter 6, we have laid out a model enzymatic system (the TMA-FMO3-TMAO

system) for testing whether QDS is active for a three-fold symmetric molecule. While the

lithium isotope effect on ACP growth observed in Chapter 5 is proposed to be related to

QDS, the TMA-FMO3-TMAO system offers a strong quantitative prediction and should

give definitive experimental evidence on whether QDS is active. Given the fundamental

role of QDS within the Quantum Brain theory, this experiment will answer a key question

regarding the viability of the theory.

If there is a positive result in the TMA-FMO3-TMAO system, then there are a whole

range of experiments to investigate other QDS effects. One experiment would involve

synthesizing TMA substrates with either 0, 1, 2, or 3 13C molecules. In the case of either

0 or 3 13C’s, the substrate is symmetric and we would expect QDS effects, while in the

case of 1 or 2 13C’s, the substrate is asymmetric. This experiment would rule out that any

observed differences were due to mass-based isotope effects, as the heaviest and lightest

substrate (both symmetric) would be expected to show similar behavior compared to the

middle two masses (both asymmetric).

Other enzyme systems with symmetric substrates that contain fermionic nuclei could

also be investigated. (However, as noted in Chapter 6, such systems are rare in the

literature). In these cases, it would be of particular interest to look for QDS in systems

with greater than three-fold symmetry, to confirm that the theory holds in such cases.

Much like the TMA-FMO3-TMAO system, single substrate enzymatic reactions are ideal

for testing QDS because of the clear prediction on reaction rates.

Outside of enzymatic systems, QDS effects could also be investigated in growth pro-

cesses that involve the aggregation of small, symmetric clusters containing fermionic

nuclei. In the previous section, we noted other potential mineralization systems to in-
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vestigate, as well as a range of additional isotope experiments on calcium phosphate

growth. While QDS does not offer precise predictions for these experiments like it does

for enzymatic reactions, any observed effects would still be exciting and novel.

7.6 Closing remarks

We hope and believe that the work and efforts described in this thesis have helped

to build and utilize an experimental platform for testing the Quantum Brain theory.

Such revolutionary theories, and the experiments that confirm or refute their validity,

are fundamental to the progress of science and our understanding of the world. While we

have not yet been able to provide a definitive answer on whether our brain may be some

form of quantum computers, we are excited to see the future progress on this question

and wish luck to all the researchers involved in this endeavor.
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Appendix A

Dynamic Light Scattering Theory

A.1 Introduction

Dynamic light scattering (DLS) is an experiment that uses the intensity fluctuation

of scattered light from particles within solution to extract diffusion coefficients, and thus

sizes. DLS is a technique that is widely used across the biophysical sciences due to its

ability to size particles ranging from a single nanometer to a few microns in diameter. Ad-

ditionally, DLS is highly advantageous in that it is non-destructive of samples, with short

experimental times (often on the scale of a couple minutes), and bench-top apparatuses

widely available.

Here we describe the general experimental principle behind DLS, and then go into

more depth on the theoretical background and data analysis. Briefly, an incident laser

is directed at a solution in which the solutes are undergoing diffusive Brownian motion.

When these particles diffuse into the beam path, they will scatter light, which is collected

by a detector. Eventually, these particles will diffuse out of the beam path and no longer

scatter light onto the detector. The detector is connected to a correlator, which quantifies

the change in scattering intensity as a function of time, encoding information on the
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diffusion rate of the particles in solution. This diffusion rate can be extracted from the

decaying correlations in intensities, and diffusion rate can then be converted into particle

size. A simple schematic of this experimental apparatus can be found in Fig. C.1.

A.2 DLS Theory

A.2.1 The autocorrelation functions

We will not give here the full mathematical theory behind DLS, which can be found

elsewhere [223], but we will present the key concepts required to understand and process

the experimental data. As noted above, DLS monitors changes in scattering intensity

as a function of delay time, τ , which are used to calculate a normalized autocorrelation

function g2(τ) for the intensity of scattered light I(t), defined as

g2(τ) =
⟨I(t)I(t+ τ)⟩
⟨I(t)⟩2

(A.1)

At small τ , correlated scattering will lead g2(τ) to be greater than 1, while at long τ ,

once there is no more correlation in the scattered intensity, g2(τ) will decay to 1.

This second-order autocorrelation function can then be expressed by using the Siegert

relation in terms of first-order autocorrelation function g1(τ) as

g2(τ) = 1 + β|g1(τ)|2 (A.2)

where β is a constant based on the experimental setup and scattering contrast between

the particles and solvent. Except for samples where the solvent scattering is comparably

large to the solute (generally only the case for very dilute, very small particles), β is

roughly inversely proportional to the number of different coherence areas, Acoh that are
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imaged onto the detector. This can be understood by considering two different regions

within the scattering volume. Within each region, or coherence area, scattered light

will be coherent with itself, but between regions, the scattered light is not necessarily

coherent. This leads to destructive interference between light scattered from different

regions, decreasing the overall scattering signal. For a typical experiment where solid

angle Ω is imaged onto the detector and with incident wavelength λ, the coherence area

is Acoh ≈ λ2

Ω
.

(Outside of atmospheric effects, this is why stars twinkle but planets do not. Because

stars are so distant, the solid angle for light emitted from stars is very small. Thus, their

coherence area is very large, so even though stars are much larger than planets, they still

compose only a single coherent area. On the other hand, planets are much closer with a

much larger solid angle for emitted light, so that they are composed of multiple coherence

areas. Thus, we see the coherent fluctuations in intensity from stars, while in planets

these fluctuations are averaged out over the many coherence areas we are observing.)

The first-order autocorrelation function g1(τ) has a characteristic decay rate Γ so that

it can be expressed in the form of an exponential decay

g1(τ) = Exp(−Γτ) (A.3)

This decay rate can then be related to a particle’s translational diffusion coefficient, Dt,

by

Γ = Dt

(
4πn

λ
sin θ/2

)2

(A.4)

where n is the index of refraction of the solvent, λ is the incident wavelength of the

scattered light, and θ is the scattering angle. Given that these are all known quantities for

a DLS experiment, measuring the decay rate Γ allows one to extract Dt, the translational
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diffusion coefficient. Dt can then be related to a particle’s hydrodynamic diameter, d, by

the Stokes-Einstein relation [224]

d =
kT

3πηDt

(A.5)

where k is the Boltzmann constant, T is the solution temperature, and η is the dynamic

viscosity of the solution, which are all known quantities for a given experiment. Therefore,

by determining the decay constant Γ of the first-order autocorrelation function, we are

able to extract a hydrodynamic diameter for our solute. Note here that we have assumed

the solute to be roughly spherical. For other well defined aspect ratios, such as narrow

rods, the theory is slightly different, and is covered in [223].

If there are multiple particle sizes appearing in the solution, then the first-order

autocorrelation function is expressed as a weighted integral over the distribution of decay

rates G(Γ),

g1(τ) = L−1[G(Γ)] =

∫ ∞

0

G(Γ)Exp(−Γτ)dΓ (A.6)

where L−1[G(Γ)] indicates the inverse Laplace transform of G(Γ). The procedure for

inverting this equation to extract G(Γ), and thus the intensity averaged distribution of

hydrodynamic diameters of particles in solution, will be discussed in A.3 below.

Here we emphasize the two assumptions made in the above theory. First, the solutions

are composed of dilute particles, meaning there is a low probability that the light scattered

from a particle will be scattered by another particle before reaching the detector. If

these “multiple scattering” processes are common in a solution, then the relation A.4

between decay rate and translational diffusion coefficient no longer holds, and particles

size distributions will be distorted to appear broader and at smaller sizes. Because of

this, DLS samples should never be visually turbid.
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Second, the solutions are composed of non-interacting particles, meaning their motion

can be described completely by Brownian motion. If there are inter-particle interactions,

then relation A.4 will again not be true. Additionally, this is the reason for the upper size

limit for DLS- once particles are larger than a few microns, they will begin to sediment

in solution, and their motion will no longer be Brownian.

A.2.2 Rayleigh and Mie Scattering

As noted above, DLS often makes the assumption that the particles in the solution

are spherical. In this case, the scattering of light is described by Mie Theory [203], which

gives a full mathematical description of the scattering of an electromagnetic plane wave

by a uniform sphere in the form of an infinite series. Solutions to such problems are

generally found via computational techniques and series truncation at the appropriate

order, and open source software is available for arbitrary wavelength, particle size, and

refractive index.

However, for small particle sizes, appropriate approximations allow for a closed form

description of the scattering intensity. One can consider the so-called size parameter

x =
2πr

λ
(A.7)

where r is the radius of the particle and λ is the wavelength of the incident light. Note

that for x >> 1, we are in the macroscopic regime, and Mie scattering theory is no

longer appropriate. At such large sizes, the scattering is geometric, and objects scatter

light according to their shape. (There is also a breakdown of the Brownian motion

approximation due to sedimentation). At x ≃ 1, Mie theory describes the scattering,

and one uses computational techniques as mentioned above.

However, at x << 1, the scattering is known as Rayleigh scattering, and the scattered
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intensity from a particle can be described as [204]

I = I0
1 + cos2(θ)

2R2

(
2π

λ

)4(
n2 − 1

n2 + 2

)2(
d

2

)6

(A.8)

where I0 is the incident laser intensity, θ is the scattering angle, R is the distance from

the particle to the detector, λ is the incident wavelength, n is the index of refraction of

the particle, and d is the particle diameter. The total scattering intensity for a solution

will then be a sum of the contributions of each particle in the solution.

Notably, the scattering intensity for Rayleigh scattering scales as d6, so that small

particles will have their scattering signal completely swamped by large particles. (For

example, consider a solution with x1000 the concentration of 1 nm particles as 10 nm

particles. The scattering intensity from the 1 nm particles will still only be 0.1% the

scattering intensity of the 10 nm particles, meaning that it is unlikely that the 1 nm

particles will even be detected.)
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Figure A.1: Scattering intensity vs. diameter for particles with refractive index
n = 1.626 and varying extinction coefficient k for 532 nm incident light. Notably,
in the Rayleigh regime defined by diameter d << λ, the intensity I scales as I ∝ d6,
while for sizes greater than the Rayleigh regime we have I ∝ d2.

It is also useful to note that the general trend for Mie scattering intensity with particle
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size for objects with x ≃ 1 is I ∝ d2, although there is not a closed form and the scattering

does not monotonically increase with size. An example intensity-size relationship is shown

in Fig. A.1, where we note the difference in scaling in the Rayleigh and Mie regimes.

Some of the consequences of these intensity-size relationships will be discussed in more

detail below.

A.3 Data Processing

As noted in equation A.6, the general process of data analysis in DLS involves the

extraction of a decay rate distribution, G(Γ), by solving the inverse Laplace transform

g1(τ) =

∫ ∞

0

G(Γ)Exp(−Γτ)dΓ (A.9)

In this case, we have experimentally extracted g1(τ) by directly measuring g2(τ) and using

equation A.2 to convert to g1(τ). However, this type of integral is known as a Fredholm

integral of the first kind, a mathematically ill-posed problem in that infinitesimally small

amounts of noise can lead to large fluctuations in the resulting solution. Given that all

experimental data will be subject to noise, one can see that finding g1(τ) for a real system

is non-trivial. To alleviate this pathology, a number of different fitting techniques are

used in analyzing DLS data. These include expanding the g1(τ) as a power series (known

as the method of cumulants) [225, 226], Bayesian inference [227], wavelet methods [228],

and Tikhonov regularization [229, 230]. Herein we focus on the method of cumulants and

the regularization algorithm CONTIN, the two most popular techniques in DLS, while

recognizing that there are additional techniques that can produce good size distributions

given the appropriate data.
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A.3.1 Method of Cumulants

The moment-generating function MX(t) for a random variable X is defined as [231]

MX(t) = E[etX ] (A.10)

where E represents the expectation value operator. The origin of the name ”moment-

generating function” can be seen by considering a power series expansion, and recognizing

that E is a linear operator, thereby giving

MX(t) = E[etX ] = 1 + tE[X] +
t2E[X2]

2!
+
t3E[X3]

3!
+ ... (A.11)

We note that the nth derivative of MX(t) evaluated at t = 0 will give the nth moment

about the origin. (Noting the similarities between equations A.3 and A.10, we see that for

the variable Γ the moment generating function is our first order autocorrelation function

g1(τ).)

The cumulant generating function is then defined as the natural logarithm of the

moment generating function

KΓ(−τ) = Ln MΓ(−τ) = Ln g1(τ) (A.12)

where we noted that we have converted from a generic random variable and time to the

specific form of g1(τ) with random variable Γ. We now consider a power series expansion

of K

KΓ(−τ) =
∞∑

m=1

Km(Γ)
(−τ)m

m!
(A.13)

where Km(Γ) is defined as the mth cumulant of Γ. Note that for the case of a single
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exponential decay in our correlation function, we have Ln g1(τ) = −Γτ and KΓ(−τ)

is a linear function of τ , with K1(Γ) = −Γ and Km ̸=1(Γ) = 0. Higher order terms in

our expansion will represent more complex distributions than a single decay rate (which

would correspond to a δ-function at a single size).

One can express these cumulants as moments about the mean ⟨Γ⟩ of our decay rate

distribution G(Γ). Here we give the explicit form of the first four cumulants, which

each have a well-defined physical meaning. Rarely does one consider higher orders in

analyzing DLS data, but an explicit form for any order cumulant can be found at and a

more detailed discussion can be found in [225]. These four cumulants are

K1 = ⟨Γ⟩ (A.14)

K2 = ⟨(Γ− ⟨Γ⟩)2⟩ (A.15)

K3 = ⟨(Γ− ⟨Γ⟩)3⟩ (A.16)

K4 = ⟨(Γ− ⟨Γ⟩)4⟩ − 3K2
2 (A.17)

and are measures of the mean, variance, skewness (asymmetry), and kurtosis (flatness),

respectively. Notably, if G(Γ) is a Gaussian distribution, all cumulants beyond order 2

are 0, and the distribution can be fully described by K1 and K2.

In the reporting of dynamic light scattering data, it is common to consider only

the first two cumulants, thereby assuming a Gaussian distribution. In this case, the

reported values are often in the form of the intensity-averaged mean diameter, found

by converting ⟨Γ⟩ to ⟨d⟩ via equations A.4 and A.5 (also known as the Z-average size),

and the polydispersity, often given as the dimensionless quantity
√

K2

K2
1
, an analog to the

standard deviation of a Gaussian distribution.
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A.3.2 CONTIN

While the method of cumulants is an excellent method for sizing monodisperse solu-

tions whose distributions can be well captured by a Gaussian or near-Gaussian approxi-

mation, for more complex shaped or multimodal distributions this analysis technique will

fail to accurately describe the distribution. In such cases, one might introduce a priori

knowledge, or use Tikhonov regularization. Tikhonov regularization is a technique used

when the independent variables (in this case, the different decay rates) are highly cor-

related [232]. Given that we often expect physical size distributions (equivalent here to

decay rate distributions) to be relatively smooth, this technique is appropriate for DLS

fitting.

The introduction of regularization is able to remove the ill-posed nature of this in-

version process at the cost of assumuptions on the smoothness of the distribution. For

DLS, the most common algorithm is Provencher’s CONTIN algorithm [229, 230], which

minimizes the value of

∣∣∣L−1[G̃]− L−1[Gmeasured]
∣∣∣2 + α

∣∣∣ω − Ω[G̃]
∣∣∣2 (A.18)

where G̃ is the desired decay rate distribution, L−1[G̃] is the corresponding autocorrela-

tion function, L−1[Gmeasured] is the experimental data, α is a regularization parameter, ω

includes any a priori knowledge about the distribution (often set to zero but included here

for completeness), and Ω is a measure of curvature, often a second derivative operator.

This algorithm thus considers the residual norm in the first term while punishing

high-curvature distributions for which
∣∣∣Ω[G̃]∣∣∣2 is large, with the parameter α dictating

the balance between these two contributions. It can be seen that the first term above is the

standard non-negative least squares (NNLS) fitting, which is also sometimes used in DLS.

However, because the regularization term removes the ill-fitted nature of the inversion
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problem at almost no computation cost, it is much more common (and appropriate) to

use the CONTIN algorithm than just a NNLS.

There are multiple ways to select a proper regularization value α for a set of exper-

imental data. Note that there is often a range of α values that do an equally good job

of capturing the distribution. Commonly, one might vary α with the goal of removing

any trends in the fitting residuals. One can also implement a L-curve algorithm, which

varies α and looks at the relatively contributions of each term in equation A.18 [233].

By plotting the magnitude of each term on the x- and y-axes, respectively, one will find

a “L” shape, and optimized value for α is selected as the corner of this “L,” thereby

balancing the contributions from each term.

Equation A.18 is often minimized by considering discrete decay rates Γi, such that

G̃ is a vector representing the different weights Gi for the contribution from each decay

rate. The integral in equation A.9 then becomes a sum over the different weights

g1(τ) =
∑
i

GiExp(−Γiτ) (A.19)

These decay rates are often chosen to be logarithmically spaced to promote symmetric size

distributions. Limits on Γi’s chosen such that there is no weight on minimal or maximal

rates, as this would indicate that too narrow a range of rates had been selected. For the

analysis described in this thesis, we have implemented this algorithm in MATLAB, using

a modified version of the rilt (Regularized Inverse Laplace Transform) code [189]. For

any CONTIN data shown in this thesis, values for the regularization parameter and the

number and range of decay rates considered were varied for several sets of experimental

data and were found to not qualitatively change the resulting distributions, although the

exact shapes of the resulting distributions did change.

In Fig. A.2, we compare the method of cumulants and the CONTIN algorithm for
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Figure A.2: Comparison of the method of cumulants and CONTIN algorithms for
fitting DLS data. (A) For monodisperse 100 nm standards, both fitting methods
capture the distribution peak and produce similar widths. (B) For monodisperse 900
nm standards, both fitting methods capture the distribution peak and produce similar
widths. (C) For a 1:1 intensity mixture of 100 nm and 900 nm standards, CONTIN
is able to reproduce the peak locations and relative intensities, while the method of
cumulants gives a single very broad peak in between the two sizes. Note that the
x-axis is logarithmic in (C). α was set to 5 ∗ 10−8 for each fit. For (A) and (B), 100
sizes were considered, ranging from 25− 250 nm and 250− 1500 nm, respectively. For
(C), 125 sizes were considered, ranging from 25− 1500 nm.

three different solutions- one with monodisperse 100 nm particles, one with monodisperse

900 nm particles, and a 1:1 intensity mixture of the two. For monodisperse solutions,

the method of cumulants and CONTIN both capture the peak locations well, and the

distribution widths are relatively similar, indicating that both algorithms are appropriate

for fitting these data. However, for the bi-modal distribution, CONTIN still captures the

peak locations and widths, the method of cumulants gives a very broad, skewed distri-

bution in between the two sizes. For such multimodal cases, the method of cumulants is

no longer appropriate, and CONTIN should be used.

A.3.3 Number vs. Intensity distributions

The above analysis techniques, as well as other DLS fitting algorithms, will produce

a distribution of the intensity distribution by size. That is, the resulting size distribution

will describe the contribution to the overall intensity signal, not the number distribution

of particles. For example, if the distribution produced by CONTIN was centered at 100
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nm, then this result states that 100 nm particles are the strongest source of scattering

signal, not that 100 nm particles are necessarily the most abundant in solution. Since

we are fitting the intensity profile of the scattering, it is natural that the information we

can extract relates to the sources of that scattering intensity. Therefore, this intensity

distribution by size is the most appropriate way to report DLS results, given that this

directly relates to the measured signal.

However, sometimes it is informative to consider the number (or volume) distribution

by size to get more direct information on the particle concentrations within a solution. As

noted, in the Rayleigh regime, the scattering intensity scales as I ∝ d6, so that a conver-

sion from intensity distribution to size distribution is done by scaling the distribution by

the inverse of the diameter to the sixth power, and renormalizing. However, it is clear to

see that this transformation will skew the distribution towards small sizes and while not

actually adding any extra information about the particle size distribution. Additionally,

in the event of multimodal distributions, this scaling will often make all peaks except the

smallest size effectively zero, making the distribution appear monomodal.

Even in the case of Mie scattering, where the intensity scales as I ∝ d2 so that

the weighting factor in going from the intensity distribution to the number distribution

is not as extreme as in Rayleigh scattering, extracting a number distribution from the

intensity distribution can skew the data in a way that doesn’t add to our description of

the solution. Additionally, since the size-intensity relationship for Mie scattering is not

monotonic (Fig. A.1, a similar d2 weighting is particularly inappropriate.

Overall, it is recommended that one be careful when converting between the intensity

distribution to a number distribution, as this often leads to a distortion of the size distri-

bution that doesn’t accurately reflect the measured autocorrelation function. Generally,

it is best practice to report the intensity distribution by size. However, using these size-

intensity relationships to get a semi-quantitative relationship between concentrations of
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particles within or between solutions is appropriate and can provide useful information

on relative abundances.

A.4 Cross-correlation

When performing a DLS experiment on a customary apparatus, photons scattered

at the detection angle are incident on an avalanche photo diode and create a pulse of

electrons. This electron pulse is then directed to a correlation card. The correlation

card is composed of a number of channels at different delay times, τ , where each channel

calculates ⟨IA(t)IA(t+ τ)⟩ for its corresponding delay time to produce a discrete auto-

correlation function as a function of τ . However, when an avalanche photo diode detects

a photon there is a small probability (generally on the order of 1% or less, depending

on the specific avalanche photo diode) that a second pulse will be generated from the

same incident photon, a process known as afterpulsing. The result of this afterpulsing

is erroneously large values for the autocorrelation function at short delay times, as it

appears that there are two photons arriving in rapid succession when there was actually

just one. Thus, for small, rapidly diffusing species where correlations are only observed at

short delay times, afterpulsing significantly distorts the “true” autocorrelation function

and makes accurate data analysis impossible. An example of the effects of afterpulsing

on the autocorrelation function of egg white lysozymes, whose hydrodynamic diameter

has been measured to be 4.4 nm for similar conditions [234], are shown in Fig. A.3. The

large decay at times < 500 ns is a signal artifact from afterpulsing.

One option used in DLS to minimize the impact of afterpulsing is cross-correlation.

In cross-correlation, scattered photons are directed to one of two avalanche photo diodes

(here referred to as A and B) and each communicates with the same correlation card.

Each channel on the correlation card then calculates ⟨IA(t)IB(t+ τ)⟩, so that correlations
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Autocorrelation diameter = 1.7 nm
Cross correlation diameter = 4.9 nm
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Figure A.3: Comparison of autocorrelation and cross correlation for a lysozyme sam-
ple. A sample of 5 mg/ml lysozyme was prepared at pH 4.5 in an aqueous solution
with 0.5 M NaCl2, and was then filtered using a peristaltic pump through 0.2 µm
cellulose acetate filters to remove any aggregates or contaminants. Solid lines are the
method of cumulants fits for each autocorrelation function, with the corresponding
sizes extracted from the fit shown below.

are only measured between the different avalanche photo diodes. In this way afterpulsing

events cannot be correlated with the incident photon that produced them. While there

is still some small probability that afterpulsing on one avalanche photo diode could be

correlated with a real signal from the other, this probability is becomes negligible. This is

because both afterpulsing and detection of a photon within the period where afterpulsing

occurs (on our apparatus found to be ≈ 500 ns) are already low probability events, so

the probability that both occur simultaneously is effectively zero. Cross-correlation then

eliminates the distortion of the autocorrelation function at short delay times, as is shown

in Fig. A.3, and produces a much more accurate size for the 4.4 nm sized lysozymes.

Thus, cross-correlation allows for accurate sizing of small species where the early time

decay of the autocorrelation function is important for accurately fitting. In this thesis,

this is of particular importance for sizing Posner clusters, given that their theoretical

diameter is 0.95 nm in vacuum, so that the early delay times are key for accurate testing

of their presence in solution.
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Figure B.1: R2 as extracted from a CPMG pulse sequence and from FWHM for
10 mM and 100 mM potassium orthophosphate monobasic pH 4.5 as a function of
temperature, showing monotonic increase in R2 in each case. Solid lines are quadratic
fits to data to guide the eye. R1 for 10 mM, 100 mM, potassium orthophosphate
monobasic pH 4.5 as a function of temperature showing the same curve shapes as a
function of concentration. Solid lines are cubic fits to data to guide the eye.
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Figure B.2: FWHM of sodium phosphate dibasic solutions at pH 4, pH 7 and pH 10
showing line broadening. Solid lines are quadratic fits to data to guide the eye.
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Figure B.3: R2 rates calculated from FWHM for potassium phosphate solutions at pH
4.5 over a range of phosphate concentrations showing line broadening across a range
of concentrations. Solid lines are quadratic fits to data to guide the eye.
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Figure B.4: Relaxation rates for 10 mM potassium phosphate at pH 4.5 from two
different spectrometer strengths- 9.4 T (ω0(

31P ) =162 MHz) and 11.7 T (ω0(
31P )=202

MHz. (A) R2 as calculated from FWHM shows increase with temperature at both
spectrometer strengths. Solid lines are quadratic fits to data to guide the eye. (B) R1

rate minimums shift to higher temperatures at greater field strength. Solid lines are
third order polynomial fits to data to guide the eye.
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Figure B.5: Relaxation Rates for 10 mM and 100 mM sodium phosphate show re-
versibility after heating to 343K and cooling. (A) Relaxation rates for 10 mM sodium
phosphate, (B) Relaxation rates for 100 mM sodium phosphate
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Figure B.6: 31P CEST dip widths showing Reversibility at 298 K, 353 K and cooling
back to 298 K. (A) 50 mM orthophosphate, (B) 100 mM orthophosphate, (C) 200
mM orthophosphate, (D) 300 mM orthophosphate.
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Figure B.7: 31P CEST dip widths at half height of sodium phosphate dibasic solutions
at pH 4, pH 7 and pH 10 showing line broadening as a function of temperature. Solid
lines are quadratic fits to data to guide the eye.
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Figure B.8: 31P CEST results for both phosphates in 100 mM ADP in D2O at pH
3.9. (A) CEST dip width at half height as a function of CEST irradiation power of
20 Hz, 30 Hz, 50 Hz and 150 Hz at T=298.15 K, (B) CEST dip width at half height
as a function of temperature of 298 K, 313 K, 333 K, 353 K.
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Figure B.9: 31P CEST dip width at half height for 100 mM sodium phosphate as
a function of CEST irradiation power of 20 Hz, 30Hz, 50 Hz, 100 Hz, and 150 Hz
measured at 298 K. In the absence of exchange, one expects the width of the dip in
the CEST spectrum to be approximately a factor two larger than the rf saturation
power (expressed in Hz). However, the dip width ranging from 100 Hz to 500 Hz
under exchange is over a factor three larger than the rf saturation power (expressed
in Hz). The Solid lines are linear fits to guide the eye
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Figure B.10: The experimental and simulated 31P R2 rates for the 100 mM orthophos-
phate sample shown in Fig. 3.2B&C. Parameters used for this simulation were the
same as used for the CEST simulations in Fig. 3.2B. Additional information on the
modeling and physical interpretation is below.
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Figure B.11: Temperature dependence of RB
2 , kinetic parameters, and assembly pop-

ulation used for the simulated R2 and CEST data shown in Fig. B.10 and 3.2B,
respectively. Solid lines are quadratic fits to data to guide the eye. (A) The assembly
relaxation rate RB

2 increases from 450 Hz to 1100 Hz between 298 K and 353 K. (B)
The phosphate monomer to assembly rate (kf ) increases from 350 Hz to 600 Hz be-
tween 293 and 353 K. (C) The assembly to monomer rate (kb) decreases from 250,000
Hz to 100,000 Hz between 293 and 353 K. (D) The fractional assembly population
(pB) increases from 0.0013 to 0.0073 between 293 K and 353 K.
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Figure B.12: Cryo-TEM micrographs from (A)-(C) 100 mM sodium ADP sample
unheated, (D)-(F) 100 mM sodium ADP heated to 343 K, (G)-(I) 500 mM KCl heated
to 343 K, and (J)-(L) 100 mM potassium ADP heated to 343 K. Yellow arrows indicate
features in the size range of assemblies, although ice artifacts can appear at similar
sizes. Samples in (A)-(I) are the samples used for the quantitative particle analysis.

173



Supporting Information for Chapter 3 Chapter B

�������

Unheated ADP
Heated ADP
Heated KCl

0

2

4

6

8

10

Diameter range (nm)

C
ou
nt
s

�������

Unheated ADP
Heated ADP
Heated KCl

0

2

4

6

8

10

Diameter range (nm)

C
ou
nt
s

25-30 30-35 35-40 40-45 45-50 50+

Figure B.13: Histogram of diameters for features detected per micrograph in selection
of representative micrographs for sodium ADP at 298 K, sodium ADP heated at 343
K, and potassium chloride heated at 343 K. Only micrographs taken at the same
magnification were compared, since the micrograph noise is primarily on pixel level.
There were two, nine, and two micrographs, respectively, thus analyzed in the workflow
described in SI. These results show a larger population of species in the two ADP
samples, with the most in the heated ADP samples, except at the smallest and largest
sizes, which can thus be attributed to erroneous features from the processing of the
image analysis and ice artifacts, respectively, given that these are the only populations
seen in the potassium chloride samples.
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Figure B.14: Histogram of diameters for features detected per micrograph in selection
of representative micrographs for sodium monophosphate at 100 mM and 1 M heated
to 343 K before vitrification. Only micrographs taken at the same magnification were
compared, since the micrograph noise is primarily on pixel level. Each sample incor-
porates data from 20 micrographs analyzed with the workflow described in SI. These
results show that the size distribution of features is similar at both concentrations,
which is consistent with equilibrium structures.
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Cryo-TEM Image processing workflow

Microscopy analysis was conducted in Fiji Version 1.0. Images were first processed

with a FFT bandpass filter, in order to smooth long-length scale variations in intensity to

variations in camera pixel sensitivity, and to attenuate structures at small length scales

that originate from pixel noise. Cutoffs for these filtering were varied, and found not

to qualitatively affect the relative results. After filtering, pixels were autoscaled and

saturated, before thresholding on the top 2-4 % of pixel intensity. The threshold was

varied in this range to provide error bars for histogram results. After thresholding, the

Close function was used to fill small regions of white pixels fully surrounded by black

pixels. The Analyze Particles function was then used to select particles with an area of

200 − 2000 pixels2 and a circularity criteria of 0.6 − 1, where circularity is defined as

4π ∗ area
perimeter2

. Results were then extracted and converted into area in nanometers for

comparison between samples.
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Figure B.15: Radial distribution functions (RDFs) and coordination numbers for wa-
ter around phosphate ions, phosphate ions with each other, and Na+ around phosphate
ions. RDFs (A, B, D, E, G, H) are computed to a maximum distance of 20 Å with
a bin size of 0.2 Å. The distances r are between (A, B) water oxygen atoms and
phosphate phosphorous atoms, (D, E) phosphate phosphorous atoms with each other,
and (G, H) sodium atoms and phosphate phosphorous atoms. The water-phosphate
coordination number (C) is the average number of water oxygen atoms within 4.7 Å
(HPO2−

4 ) or 5.1 Å (H2PO
−
4 ) of a phosphate phosphorous atom. The phosphate-phos-

phate coordination number (F) is the average number of phosphorous atoms within
7.0 Å (HPO2−

4 ) or 5.7 Å (H2PO
−
4 ) of a phosphorous atom. The sodium-phosphate

coordination number (I) is the average number of sodium atoms within 4.2 Å of a
phosphate phosphorous atom. The coordination number cutoffs are determined from
the approximate location of the first minimum of the corresponding RDF (dotted
lines, labeled with the exact cutoff). Error bars in (C), (F), and (I) are twice the
standard error of the coordination numbers computed for each 200-ns block in the
1000-ns production simulation.
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Figure B.16: (A) Cluster size distributions for the same systems as in Fig. 3.3C of
the main text, but at 293 K. (B) Trajectory of the combined number of phosphate
ions, both HPO2−

4 and H2PO
−
4 , in the largest cluster of the simulation of the mixed

system at 343 K during the NPT equilibration and NPT production (separated by
the dotted line). (C) Trajectory of the number of HPO2−

4 ions in that largest cluster.
This trajectory is virtually constant at N = 50, the total number of HPO2−

4 ions in
the box, during the entire production run, indicating that all HPO2−

4 ions in the box
are in this large cluster. (D) Trajectory of the number of H2PO

−
4 ions in that same

cluster. Two phosphate ions are considered clustered if their phosphorous atoms are
within 7.0 Å of each other. The 7.0 Å cutoff is chosen from the approximate location
of the first minimum in the phosphate-phosphate RDF (Fig. B.13C).
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MD simulation workflow and systems simulated

Systems are constructed using GROMACS 2016.1 [235, 236]. We perform the simula-

tions using the OpenMM simulation engine [237]. Electrostatic interactions are computed

using particle-mesh Ewald. Lennard-Jones nonbonded interactions are cut off at 10 Å.

Hydrogen bonds are constrained with SHAKE [238] and water is kept rigid with SET-

TLE [239]. We use Langevin dynamics with an integration timestep of 2 fs and a friction

coefficient of 0.1 ps−1. We first perform a local energy minimization, followed by a 100-ps

NVT equilibration. For the concentrated systems, we then perform a 25-ns NPT equi-

libration using a Monte Carlo (MC) barostat with 200 fs between MC moves and then

perform a 175-ns NPT production, again using the MC barostat with the same condi-

tions, saving configurations every 100 ps. For the dilute systems, we perform a 100-ps

NPT equilibration using the MC barostat with the same conditions, followed by a 1000-

ns NPT production, again using the MC barostat with the same conditions. The cluster

size distributions, radial distribution functions, and coordination numbers are computed

from the production simulations.

NHPO2−
4

NH2PO4− NNa+ NH2O Temperatures simulated [K]

100 0 200 4759 293, 343
0 100 100 4852 293, 343
50 50 150 4801 293, 343
3 0 6 2149 293, 303, 313, 323, 333, 343
0 3 3 2148 293, 303, 313, 323, 333, 343

Table B.1: Systems simulated using molecular dynamics.
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Figure B.17: Experimental 23Na linewidth data for 1 mM and 100 mM NaCl in the
absence of phosphates, and with 1 M KH2PO4 and 1 M NaH2PO4 at 298 K and 343
K. All solutions were adjusted to pH 4.1 with HCl. 23Na linewidths are broader in
the presence of phosphates at both temperatures and concentrations, indicating that
sodium is incorporated into the assemblies.
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Figure B.18: Diffusion coefficients extracted from 31P DOSY experiments for 1 M
potassium phosphate at pH 4.2 using a stimulated echo (STE) and convection-com-
pensated double stimulated echo (DSTE) sequence. Diffusion coefficients were found
to be comparable at both 293 K and 343 K, indicating that the observed increased in
diffusion coefficient with temperature is not a convection-based effect.
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Figure B.19: 31P DOSY fits of Log(ψ) vs gradient strength squared for a 1 M potas-
sium phosphate sample in the presence (A) and absence (B) of capillaries at 343 K,
where ψ is signal attenuation. Note that in the absence of capillaries, the relationship
between Log(ψ) and gradient squared is non-linear due to convection-based dephasing
effects, and that the gradient values are much lower because of the increased rate of
particle motion. Capillaries were thus used for all high temperature samples.
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Figure B.20: Diffusion coefficients extracted from 31P DOSY experiments. (A) 100
mM sodium phosphate at pH 4.2, (B) 100 mM potassium phosphate at pH 4.0, (C) 1
M sodium phosphate at pH 4.2, (d) 1 M potassium phosphate at pH 4.1.
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Figure B.21: Hydrodynamic diameters found by the Stokes-Einstein relaxation from
diffusion coefficients in S5. (A) 100 mM potassium phosphate, (B) 1 M sodium phos-
phate, (C) 1 M potassium phosphate.
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Figure B.22: R2 relaxation rate as extracted from FWHM for 100 mM potassium
phosphate at pH 4.5 in the absence of PEG and for a 18 wt% PEG solution as a
function of viscosity [240], showing that viscosity alone cannot explain the effect of
PEG on relaxation rates. Solid lines are quadratic fits to data to guide the eye.
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16

Laser

Mother solution of LiCl (95% 6Li 
or 99% 7Li) and NaPO4 filtered 
with 0.2 !" pore filters

Set of 3 mL aliquots 
heated to 37℃ 

Calcium bolus 
added and 
solution vortex 
mixed for 5 s

Detector and 
correlator

DLS signal monitored in 10 s 
increments for 5 minutes

Cobalt Laser ACP

Correlation 
Card

Photodiode APhotodiode B

DLS Software

Pinhole
532 nm 
light filter

(A)

(B)

Figure C.1: Protocol and setup for DLS experiments. (A) Solutions of 2mM sodium
phosphate and 250 mM lithium chloride were prepared and filtered to remove any
contaminants. Aliquots were then heated to 37 ◦C, before adding calcium chloride
(final concentration 5 mM) and rapidly vortex mixing. These solutions were imme-
diately placed into the DLS and monitored for 5 minutes in 10 s blocks. (B) Setup
for DLS experiments. Incident 532 nm light is scattered off of the sample and passes
through a 532 nm filter. Scattered light then is split into two avalanche photodiodes
which are connected to a correlation card that interfaces with DLS software provided
by Brookhaven.
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Figure C.2: Scattering intensity vs. diameter for calcium phosphate (n = 1.626) for
532 nm light. Notably, in the Rayleigh regime defined by diameter d << λ, the
intensity I scales as I ∝ d6, while for sizes greater than the Rayleigh regime we have
I ∝ d2. Difference curves show different values of the extinction coefficient, k, which
is not quantified for ACP. Regardless of the specific value of k, the observed scaling
is the same.

�������

◆
◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆

◆ ◆
◆ ◆

■
■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■

■ ■ ■ ■ ■ ■
■ ■ ■ ■ ■ ■

50 100 150 200 250 300
0

200

400

600

800

1000

Time (s)

D
ia
m
et
er

(n
m
)

pH 7.85

◆ Li-7
■ Li-6

◆ ◆
◆

◆ ◆ ◆ ◆ ◆
◆ ◆

◆
◆

◆ ◆
◆

◆ ◆ ◆ ◆ ◆
◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆

◆
◆

■ ■ ■
■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■

■
■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■

50 100 150 200 250 300
300

350

400

450

500

550

600

Time (s)

In
te
ns
ity

(k
cp
s)

pH 7.85

◆ Li-7
■ Li-6

�������

◆

◆
◆ ◆ ◆

◆

◆ ◆ ◆ ◆ ◆
◆
◆ ◆

◆

◆

◆ ◆ ◆
◆ ◆ ◆ ◆

◆ ◆ ◆ ◆ ◆ ◆ ◆

■

■ ■ ■
■ ■ ■ ■

■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■

■

■ ■
■

■

■

■

50 100 150 200 250 300
0

200
400
600
800
1000
1200
1400

Time (s)

D
ia
m
et
er

(n
m
)

pH 8.8

◆ Li-7
■ Li-6

◆
◆

◆ ◆ ◆
◆ ◆ ◆ ◆ ◆

◆
◆

◆ ◆
◆ ◆ ◆ ◆

◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆
◆ ◆ ◆ ◆

■
■

■
■ ■ ■

■ ■
■

■ ■
■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■

■
■ ■ ■ ■ ■

50 100 150 200 250 300
550

600

650

700

750

800

850

Time (s)

In
te
ns
ity

(k
cp
s)

pH 8.8

◆ Li-7
■ Li-6

�������

◆

◆ ◆ ◆ ◆
◆ ◆ ◆ ◆ ◆ ◆

◆
◆ ◆ ◆ ◆ ◆ ◆ ◆

◆
◆
◆ ◆

◆ ◆ ◆ ◆ ◆
◆
◆

■

■ ■ ■ ■

■
■ ■ ■

■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■

■

■ ■ ■

50 100 150 200 250 300
0

200
400
600
800
1000
1200
1400

Time (s)

D
ia
m
et
er

(n
m
)

pH 8.4

◆ Li-7
■ Li-6

◆
◆ ◆ ◆

◆
◆ ◆ ◆ ◆ ◆

◆ ◆ ◆
◆ ◆ ◆ ◆ ◆ ◆

◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆

■ ■
■

■ ■
■ ■

■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■
■ ■ ■ ■

■

■ ■ ■

50 100 150 200 250 300

400

500

600

700

Time (s)

In
te
ns
ity

(k
cp
s)

pH 8.4

◆ Li-7
■ Li-6

�������

◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆

◆

◆ ◆

◆

◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆
◆
◆ ◆

■
■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■

■
■ ■ ■ ■ ■

50 100 150 200 250 300
0

200
400
600
800
1000
1200
1400

Time (s)

D
ia
m
et
er

(n
m
)

pH 7.55

◆ Li-7
■ Li-6

◆

◆

◆
◆ ◆

◆ ◆ ◆
◆ ◆ ◆

◆
◆

◆ ◆
◆ ◆ ◆ ◆ ◆ ◆

◆ ◆ ◆ ◆ ◆ ◆ ◆
◆ ◆

■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■
■ ■ ■ ■ ■

50 100 150 200 250 300
100

150

200

250

300

350

Time (s)

In
te
ns
ity

(k
cp
s)

pH 7.55

◆ Li-7
■ Li-6

�������

�� ��� ��� ��� ��� ������

���

���

���

���

���

���

���

���� (�)

��
��
��
���

(�
��
�)

�����

■ �������-�

◆ �������-�

Figure C.3: DLS average diameter time series data at varying pH for samples whose
intensity are shown in Fig. 5.3B. Average diameters show no lithium isotope de-
pendence, indicating that the observed intensity difference in Fig. 5.3B is related to
particle abundance.
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Figure C.4: 35-minute absorbance measurements at 532 nm wavelength identify three
distinct stages of calcium phosphate growth in solution phase space. (A) At lower pH,
solutions are indistinguishable from no-Ca control, corresponding to dissolved free ion
phase. (B) At intermediate pH, solutions form metastable ACP colloids with constant
absorbance traces. C) At higher pH, solutions immediately undergo agglomeration,
indicated by steadily increasing absorbance. Error bars are the standard error from 4
independent trials.
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Figure C.5: Spin counting results on 6Li-ACP powder used for ICP-MS and REDOR.
(A) 31P spin counting result confirms shows the same coherence orders as ACP, con-
firming that the phase of the powder. (B) 6Li spin counting results show no coherences
order over 2, as compared to 6LiCl, which showed coherence orders up to 8. This sug-
gests there are no large clumps of reprecipitated 6Li in solution that would contribute
to the ICP-MS 6Li signal.
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C. Stevens, What is memory? the present state of the engram, BMC Biology 14
(2016), no. 1 40.

[32] D. O. Hebb, The organization of behavior: A neuropsychological theory. Wiley,
New York, 1949.

191

http://xxx.lanl.gov/abs/https://doi.org/10.1152/physrev.00004.2004


[33] L. C. Katz and C. J. Shatz, Synaptic activity and the construction of cortical
circuits, Science 274 (1996), no. 5290 1133–1138.

[34] T. V. Bliss and S. F. Cooke, Long-term potentiation and long-term depression: a
clinical perspective, Clinics (Sao Paolo) 66 (2011) 3–17.
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dissolutionâreprecipitation process using edta, Journal of Crystal Growth 310
(2008), no. 7 2162–2167.

[97] R. Mathew, P. N. Gunawidjaja, I. Izquierdo-Barba, K. Jansson, A. Garćıa,
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[158] J. Fraústo da Silva and R. Williams, The Biological Chemistry of the Elements:
The Inorganic Chemistry of Life. Oxford University Press, Oxford, 1997.

[159] J. P. Yesinowski, R. J. Sunberg, and J. J. Benedict, pH control and rapid mixing
in spinning NMR samples, Journal of Magnetic Resonance (1969) 47 (1982),
no. 1 85–90.

[160] T. R. Krawietz, P. Lin, K. E. Lotterhos, P. D. Torres, D. H. Barich, A. Clearfield,
and J. F. Haw, Solid phosphoric acid catalyst: A multinuclear NMR and
theoretical study, Journal of the American Chemical Society 120 (1998), no. 33
8502–8511, [https://doi.org/10.1021/ja9813461].

202

http://xxx.lanl.gov/abs/https://doi.org/10.1021/acs.jchemed.7b00508
http://xxx.lanl.gov/abs/https://ceramics.onlinelibrary.wiley.com/doi/pdf/10.1111/j.1151-2916.1991.tb04099.x
http://xxx.lanl.gov/abs/https://ceramics.onlinelibrary.wiley.com/doi/pdf/10.1111/j.1151-2916.1991.tb04099.x
http://xxx.lanl.gov/abs/https://doi.org/10.1021/ja0683436
http://xxx.lanl.gov/abs/https://doi.org/10.1021/ja01076a006
http://xxx.lanl.gov/abs/https://doi.org/10.1021/ja9813461


[161] N. J. Anthis and G. M. Clore, Visualizing transient dark states by NMR
spectroscopy, Quarterly Reviews of Biophysics 48 (2015), no. 1 35–116.

[162] J. M. Edwards, J. E. Bramham, A. Podmore, S. M. Bishop, C. F. van der Walle,
and A. P. Golovanov, 19F dark-state exchange saturation transfer NMR reveals
reversible formation of protein-specific large clusters in high-concentration protein
mixtures, Analytical Chemistry 91 (2019), no. 7 4702–4708,
[https://doi.org/10.1021/acs.analchem.9b00143]. PMID: 30801173.

[163] P. Vallurupalli, G. Bouvignies, and L. E. Kay, Studying invisible excited protein
states in slow exchange with a major state conformation, Journal of the American
Chemical Society 134 (2012), no. 19 8148–8161,
[https://doi.org/10.1021/ja3001419]. PMID: 22554188.

[164] I. A. L. Lim, X. Li, C. K. Jones, J. A. Farrell, D. S. Vikram, and P. C. van Zijl,
Quantitative magnetic susceptibility mapping without phase unwrapping using
WASSR, NeuroImage 86 (2014) 265–279.

[165] H. Hogben, M. Krzystyniak, G. Charnock, P. Hore, and I. Kuprov, Spinach–a
software library for simulation of spin dynamics in large spin systems, J Magn
Reson 208 (2011), no. 2 179–194.

[166] A. G. Palmer III, Chemical exchange in biomacromolecules: past, present, and
future, J Magn Reson 241 (2014) 3–17.

[167] N. D. Burrows and R. L. Penn, Cryogenic transmission electron microscopy:
Aqueous suspensions of nanoscale objects, Microscopy and Microanalysis 19
(2013), no. 6 1542–1553.

[168] H. Cui, T. K. Hodgdon, E. W. Kaler, L. Abezgauz, D. Danino, M. Lubovsky,
Y. Talmon, and D. J. Pochan, Elucidating the assembled structure of amphiphiles
in solution via cryogenic transmission electron microscopy, Soft Matter 3 (2007)
945–955.

[169] W. Humphrey, A. Dalke, and K. Schulten, VMD: Visual molecular dynamics,
Journal of Molecular Graphics 14 (1996), no. 1 33–38.
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