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EPIGRAPH

Truth in drama is forever elusive. You never quite find it, but the

search for it is compulsive. The search is clearly what drives the

endeavour. The search is your task.

— Harold Pinter
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ABSTRACT OF THE DISSERTATION

Quantum Algorithms for Searching Manifolds

by

Hooman Sherkat-Massoom

Doctor of Philosophy in Mathematics

University of California San Diego, 2018

Professor David A. Meyer, Chair

Quantum computing is a system of computation that exploits the quantum-

mechanical nature of reality at nano-scales in order to perform certain operations

in a way that can scale better than is possible with classical computing. While the

hardware side of quantum computing is still in its infancy, many quantum algo-

rithms - sets of instructions to run on a quantum computer in order to complete

particular tasks - have been designed and analyzed. One of the most famous of

these is Grover’s algorithm, an algorithm for searching a database. Two types of

generalizations of Grover’s algorithm have been studied: spatial search algorithms

xi



(algorithms for searching discrete spaces) and “analog” search algorithms (algo-

rithms performed by the evolution of physical systems). We develop and analyze

algorithms that are generalizations of both those generalizations – an analog search

algorithm for searching continuous, rather than discrete, spaces.
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Chapter 1

Introduction

In this chapter, we begin by giving a basic introduction to quantum com-

puting. We then describe Grover’s algorithm, one of the first quantum algorithms.

We conclude with a brief overview of two generalizations of Grover’s algorithm.

1.1 Quantum Computing

Computation is the processing of information by algorithms – a well-defined

step-by-step process for taking an input and transforming it into an output. Clas-

sical computation is the processing of classical information (roughly, that which

describes the state of a system which behaves according to the laws of classical

mechanics). The fundamental unit of classical information is the bit, a system

which can take on two values; classical information is represented by bit strings.

A bit is most commonly represented as a 0 or 1; a bit string is a binary
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string in ⋃
n≥0
{0, 1}n. A computation is performed by manipulating an input bit

string via a sequence of gates implementing Boolean functions (functions that take

in a bit string and output a bit).

Quantum computing, then, is the processing of quantum information. Quan-

tum information is that which describes the state of a quantum system; its funda-

mental unit is the quantum bit, or qubit. The qubit is a two-level quantum system

– a two complex-dimensional Hilbert space commonly represented as C2 (to which

all two dimensional Hilbert spaces are isomorphic). A qubit string is an element

of (C2)⊗n, for some n, if we’ve chosen a basis for each qubit. The properties of

quantum systems, such as superposition and entanglement, allow certain compu-

tations to be performed more quickly (or, rather, to scale better) than is possible

classically.

In the quantum gate model, a quantum algorithm consists of the prepara-

tion of an input qubit string, the transformation of it via a sequence of quantum

gates, and, finally, the measurement of the string. Quantum gates are maps that

implement unitary transformations. As quantum measurements are random pro-

cesses, many quantum algorithms only succeed with high probability, though some

do succeed with probability 1. Many algorithms exploit quantum phenomena such

as superposition and entanglement to carefully cancel out the “wrong answers”

and increase the probability the desired output is measured.

If we are working with n qubits, we have a 2n =: N dimensional system with

basis {|b1〉 . . . |bn〉 | bi ∈ {0, 1}}. We can relabel the basis as |0〉 , |1〉 , . . . , |N − 1〉
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by associating |i〉 with the binary representation of i as a bit string. With this, we

have an ordered basis, allowing us to represent quantum gates as N ×N matrices

when needed. The table 1.1 lists many common (and crucial) quantum gates, along

with their matrix forms.

More on quantum computing and quantum information can be found in the

textbooks by Nielsen and Chuang [NC11] or by Rieffel and Polak [RP11].

Table 1.1: Several important quantum gates. Not listed are the Toffoli gate (con-
trolled CNOT) and the Fredkin gate (controlled SWAP).

Symbol Name Matrix form

X Pauli-X
[
0 1
1 0

]

Y Pauli-Y
[
0 −i
i 0

]

Z Pauli-Z
[
1 0
0 −1

]

Rθ Phase shift
[
1 0
0 eiθ

]

H = H1 Hadamard 1√
2

[
1 1
1 −1

]

Hm = H⊗m Hadamard 1√
2

[
Hm−1 Hm−1
Hm−1 −Hm−1

]

CNOT Controlled NOT


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0



C(Q) Controlled Q


1 0 0 0
0 1 0 0
0 0 Q1,1 Q1,2
0 0 Q2,1 Q2,2



SWAP Swap


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1


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1.2 Grover’s Algorithm

Challenge. Suppose your friend Alice has picked a number w from 1 to N . She

challenges you to guess w with as few as possible (and nothing but) questions of

the form “Is it the number m?” What is your best strategy? How well can you do?

This is the problem of unstructured search. The unstructured nature of the

problem means that we may not do anything “clever” (like binary search) that

depends on the structure of the set of possible answers. Classically, the problem

is Θ(N) – we’re certain to find n in no more than N − 1 guesses, and require N/2

on average. The cost or complexity here is the query complexity: the number of

times we must make a query to a black box or oracle (or, in our case, our friend).

Grover’s algorithm [Gro96] is one of the earliest and most famous quantum

algorithms. It is a quantum algorithm for solving the unstructured search problem

that finds a solution in O(
√
N) queries – a quadratic speedup. In fact, this has

been shown to be optimal [Zal97].

We’ll show how the algorithm is performed.

The classical oracle can be represented by a delta function δw which returns

a 1 on w and 0 otherwise. The quantum oracle must be invertible (as it is uni-

tary), so it can’t be represented the same way as the classical oracle; it can be made

reversible with the help of an ancillary qubit where we record its output. The quan-

tum oracle acts on basis elements as |x〉 |i〉 7→ |x〉 |i+ δw(x)〉, where the addition is

performed mod 2. Note that if the ancilla register is set to |−〉 = 1√
2(|0〉−|1〉), a sin-
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gle call to the oracle will perform |x〉 |−〉 7→ (−1)δw(x) |x〉 |−〉. We can ignore the an-

cilla register and just think of the oracle as implementing Uw = |x〉 7→ (−1)δw(x) |x〉.

Let Us = 2 |s〉 〈s| − I, where s = 1√
N

∑ |x〉 is the equal superposition state.

We can now describe Grover’s algorithm: initialize the input |s〉 (or just initialize

in the state |0〉 and apply the Hadamard transformHn), then repeat UsUw a certain

number of times. −Us is the reflection through the hyperplane orthogonal to |s〉

and Uw = I − 2 |w〉 〈w| is the reflection through the hyperplane orthogonal to w;

their composition is a rotation in the |s〉-|w〉 plane. A simple calculation shows that

after approximately π
4

√
N iterations, the state is as close to |w〉 as possible. When

we measure in the computational basis, we get |w〉 with very high probability.

Grover’s algorithm can do more than just solve the unstructured search

problem. A quantum algorithm for finding the minimum of a function uses a slight

generalization of Grover’s algorithm as a subroutine [DH96]. More specifically,

given an arbitrary function f : {0, . . . , N − 1} → Z, it finds the x mapping to the

minimum value of f using O(
√
N) evalutions of f . The O(

√
N) complexity is a

quadratic speedup over the classical solution, as is true of Grover’s algorithm for

unstructured search.

1.3 Analog Search Algorithms

Challenge. Suppose your friend Alice has picked an element |w〉 from a given basis

of an N-dimensional Hilbert space. She challenges you to produce the state |w〉 as
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quickly as possible using a Hamiltonian that is a linear combination of |w〉 〈w| and

another Hamiltonian independent of |w〉. What is your best strategy? How well

can you do?

This problem, known as the analog analogue to Grover’s algorithm, was

posed and solved by Farhi and Gutmann [FG98]. That it is an analogue of the

unstructured search problem is easy to see – one can convert the unstructured

search problem into this problem via the correspondence between the numbers 1

to N and the basis states |1〉 to |N〉. What makes it analog is that, rather than

computing using the quantum gate model, the computation is performed through

the (continuous time) Hamiltonian evolution of a quantum system.

In fact, the challenge posed was slightly more general: |w〉 wasn’t chosen

from a basis, but was an arbitrary state in the Hilbert space. They then noted

that the more specific case was analogous to the Grover problem. We’ll present

their calculation in the general case, and then specialize at the end.

Suppose we have the Hamiltonian H = E |w〉 〈w| + E |s〉 〈s|, where |s〉 is

just some state in the Hilbert space, not the equal-superposition state (though it

will be when we specialize!). We prepare the system in the state |s〉 and note that

the evolution will stay inside the plane spanned by |s〉 and |w〉.

If we let x = 〈s|w〉, then |w〉 and |r〉 = 1√
1−x2 (|s〉−x |w〉) will be orthogonal

6



to each other. Computing in the |w〉, |r〉 basis, it can be shown that

ψ(t) = e−iEt

x cos (Ext)− i sin (Ext)
√

1− x2 cos (Ext)

 .

It follows that the probability of measuring ψ and getting |w〉 is

p(t) = sin2 (Ext) + x2 cos2 (Ext) ,

which is equal to 1 at t∗ = π
2Ex .

Now we restrict to the case where |w〉 has been chosen from the basis

{|1〉 , . . . , |N〉} and set |s〉 = 1√
N

∑ |i〉. We thus have x = 1√
N
, and so t∗ = π

2E

√
N .

We see that the analog analogue’s cost has the same scaling as Grover’s algorithm.

This is shown to be optimal for this problem in the same paper.

1.4 Spatial Search

Challenge. Suppose your friend Alice has picked a vertex w in an undirected,

loopless graph G with N vertices. She places a potential Hw = − |w〉 〈w| at w and

challenges you to find w as quickly as possible using a (quantum) randomly walking

particle that evolves according to a multiple of the graph Laplacian −L. What is

your best strategy? How well can you do?

This new problem is a generalization of the unstructured search problem –

namely, as G can be any simple graph, there is much more structure at play. In

the previous challenges, the relationship between w and another possible answer x

7



was identical for all x 6= w. In this case, however, unless G is the complete graph

KN , w will be adjacent to some vertices but not others. This structure gives rise

to the name “spatial search.”

The graphs considered in the spatial search problem are almost always

vertex-transitive (so that the choice of w doesn’t make any difference) and come

in an infinite family (so that we can consider the scaling of the cost as N tends to

infinity). This means that there are multiple versions of the challenge, depending

on the family of graphs under consideration.

The Laplacian of a graph G is L = A−D, where A is the adjacency matrix

of G, and D is the diagonal matrix of degrees. We use −L as the Hamiltonian so

that we have a positive-semidefinite operator. The use of the graph Laplacian −L

may seem strange at first, but we’ve actually seen it before: the Grover operator

Us = 2 |s〉 〈s| − I used in Grover’s algorithm and the evolution operator E |s〉 〈s|

in the analog analogue are equivalent to the Laplacian of the complete graph KN

(as adding a multiple of the identity to Hamiltonian has no effect on the evolution

of the system). The graph Laplacian is in fact a discrete approximation to the

Laplace operator ∆ used in the Schrödinger equation. Thus, a quantum random

walk evolving according to the graph Laplacian can be seen as an approximation

to the Schrödinger equation on the graph G, where G is a discretization of some

space. The Hw = − |w〉 〈w| term in the Hamiltonian H = −γL − |w〉 〈w| is an

attractive potential marking w; it’s the discrete equivalent of a delta potential −δw

at w.
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Search by a quantum random walk can be done either in discrete time or

continuous time [Chi10]. In the continuous time version, theN complex amplitudes

given by qj(t) = 〈j|ψ(t)〉 evolve according to the differential equations

i
dqj(t)
dt

=
∑
k

Hjkqk(t) .

But for the imaginary i and the H in place of L, these are the same equations in

a classical continuous time random walk on a graph.

The search algorithm is similar to the analog algorithm: the system is

initialized in the state |s〉 = 1√
N

∑ |i〉, evolved for some time t, and then measured.

The choice of γ and t that optimize the success probability is the strategy we seek.

Childs and Goldstone studied this problem [CG04]. Their method involves

analyzing the system’s energy gap – the difference between the two lowest energy

levels of the Hamiltonian – and how much |s〉 and |w〉 overlap with the two lowest

energy eigenstates in order to find the optimal γ. In their paper, they give results

for the complete graph KN , the n-dimensional hypercube Zn2 with N = 2n vertices,

and the d-dimensional cubic periodic lattice Zdn with N = nd vertices.

For the complete graph and the hypercube, t is order
√
N . For the periodic

lattice, the scaling depends on the dimension d. When d ≥ 5, the full quadratic

speedup as achieved, and the algorithm is O(
√
N). When d = 4, the runtime is

O(
√
N log3/2N). Lastly, no speedup is seen for d < 4: the runtimes are O(N) for

d = 3 and O( N2

log3(N)) for d = 2. (In fact, numerical results by Wong find that the

runtimes are O(N) for d = 1, 2, 3. [Won18])
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Chapter 2

Continuous Quantum Spatial

Search

In this chapter we introduce an algorithm for quantum search on a manifold.

Challenge. Suppose your friend Alice has picked her favourite point w on the

manifold M (by analogy with the finite cardinality of the discrete case, M has

finite volume). She places Vw(x), a potential depending on w, on M , marking it;

the potential can be flipped on and off with a remote. Shee challenges you to find w

while using the potential for as little time as possible. What is your best strategy?

How well can you do?

Our goal to devise quantum search on manifolds is inspired by the work on

search by continuous time quantum walks on graphs – in particular, the results of

Childs and Goldstone regarding search on d-dimensional periodic lattices [CG04].
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A d-dimensional periodic lattice Zdn can be viewed as an N := nd-element dis-

cretization of the d-torus. We are always concerned with the large-N limit scaling

of the complexity of search algorithms. In this case, it can be thought of as ana-

lyzing the search problem on finer and finer approximations to the d-torus. It may

seem that we could do quantum search on any manifold by performing it on some

family of graphs approximating it. This, however, is not that case – in order for us

search a manifold, we would need the manifold to have an infinite family of graphs

that are all vertex-transitive. This condition is necessary to ensure that our search

problem is fair: how long it takes to find the marked point should not depend on

which point in particular it is that’s been marked (thus, we only consider search

on homogeneous M). It’s a sad fact of life that such families do not exist for all

manifolds, even when they are homogeneous: for instance, the sphere S2 only has

the five Platonic solids. Thus, for some manifolds, search cannot be performed

on an approximation: it becomes necessary to somehow devise a continuous time,

continuous space search algorithm.

A second motivating factor comes from those same results: the complexity of

search on Zdn depends on the dimension, d. In dimensions d > 4, the full quadratic

speedup is achieved, but the complexity is different for dimensions 1 through 4.

This dimension dependence is most clear in continuous rather than discrete time

algorithms. We hope that perhaps in passing from discrete space to continuous

space, there is something else to be learned about search. In particular, when

searching on manifolds, the potential effects of geometry – specifically, curvature

11



– may be revealed.

As in other quantum search algorithms, our aim is to locate a particular

marked element w of a “database.” In this case, however, rather than the database

being represented by the complete graph Kn or some spatial graph, the database

is given by a manifold M . Our search proceeds as analog search algorithms do: to

find the point w, we mark it with a potential, then let a particle “search randomly”

by evolving according to a PDE given by the Hamiltonian.

More specifically, the algorithm proceeds in two phases. Let w ∈ M be

marked by a some potential Vw(x) depending spatially on w. During the search

phase, we let a particle prepared in a uniform distribution (i.e., the equal super-

position state) evolve according to the Schrödinger equation for the manifold M .

After letting the particle evolve for some time ts, its position is measured. If we

have selected Vw to be an attractive potential, we can hope that the particle will

be found near the marked point. In the check phase, we look around the measured

location and check to see if the marked point is nearby. If it is, we’ve successfully

located the marked point; if not, we try again and repeat the process.

Our main goal is to understand the scaling of the cost/complexity of the

algorithm. To do so, we must state precisely what task is to be completed, the

algorithm to achieve the task, which parts of the algorithm do and do not contribute

to its cost, and how much the former cost. We will see that some of these costs

are ignored in the discrete search algorithms. Thus:
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Task. Present a point x ∈ M , a homogeneous Riemannian manifold of finite

volume, that with probability 1 − δ satisfies w ∈ N(x, ε) – that is, w is contained

in a neighborhood of size ε of x.

What type of neighborhood N(x, ε) one uses will have to be specified for

each particular manifold M , and need not be the standard metric balls B(x, ε)

coming from some metric d on M . We consider 1/ vol(N(x, ε)) to be the “size

of the problem” (since vol(M)/ vol(N(x, ε) is the number of ε-neighborhoods you

could fit into M). Thus, we let the “size of the database” grow by locating w to

greater and greater precision.

When one speaks of the
√
N complexity of Grover’s algorithm, one is re-

ferring to the query complexity of the algorithm: how many queries to the oracle

one must make in order to find the marked item. In the analog search algorithms,

the potential marking the marked point is the “oracle,” and the “complexity” is

given by how long it takes to find the marked point – sometimes called the “query

time.” This is known as the Hamiltonian oracle model [Moc07]. We will likewise

consider the query complexity of our algorithm to be the total amount of time we

must keep the potential turned on. In the discrete case, because checking whether

the item xi is the marked item w is not considered to contribute to the cost of the

algorithm, how long it takes to find the marked point and how long the potential

is turned on coincide. In our case, however, the potential is on during the check

phase as well as the search phase, and thus the cost is not simply given by how

13



long we let the particle evolve on M .

Having specified what we will consider contributing to the cost of performing

the algorithm, we make two notes. First, there are a number of tuneable parameters

in our algorithm. The cost will depend on the values to which those parameters

have been tuned. In particular, for each ε, there will be an optimal set of parameter

values. Second, we will consider the complexity to be the expected cost. Again,

this is similar to how analog search is analyzed: when success probabilities cannot

reach 1, the algorithm is run several times until the marked point is found. So we

will be looking for the paramters that optimize the expected cost of the algorithm.

Working out the final formula for the expected cost will be done over the course

of the rest of the chapter, as the various details of our algorithm are filled in.

We now give an overview of the search phase.

2.1 Search Phase

As we described, many search algorithms can be broken into two alternating

phases: a search phase and a check phase. During the search phase, a candidate

point x is somehow produced, and one checks to see if x is the marked point w. If

it is, you’re done. If it isn’t, you repeat: run the search phase again to come up

with another candidate x′, which you then proceed to check.

In the original Grover search algorithm, the search is done by a particle

hopping from lattice site to lattice site according to the graph Laplacian, a dis-
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cretization of the Schrödinger equation. In the analog algorithms, the Schrödinger

equation is also used, this time giving the differential equations that describe the

continuous evolution of the probability amplitudes of each lattice site. We mimic

those searches by letting a particle evolve onM according to the Schrödinger equa-

tion for some amount of time, and then performing a position measurement to find

a candidate point x.

Definition 2.1.1. The search phase on M is given by a particle prepared in the

uniform state ψ(x) = 1/
√

vol(M) evolving according to the Hamiltonian

Hψ = −γs∆ψ − δwψ ,

which describes the Schrödinger equation on M .

Note that we’ve specified the form our potential takes: it’s merely a Dirac

delta potential located at w. We had said that the potential should depend on w

so that it could be used to locate w. A potential supported solely on w intuitively

seems to be the most sensible way of doing that. Although we could use other

potentials – a constant potential on some small neighborhood of w, or a Gaussian

sharply concentrated around w, for instance – we find there are two advantages

to a delta potential. First, some of the analysis during the check phase would be

greatly complicated by any other potential; we shall see later why that is. Second,

during the check phase, we will be restricting ourselves to ε-neighborhoods, which

will become increasingly smaller, and we will require our potential to be supported

on a subset of those neighborhoods. With a delta potential, we sidestep the issues
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regarding how to weigh the cost of a changing potential. Admittedly, there is a

potential downside to using a delta function: above dimension one, delta potentials

must be constructed using the theory of self-adjoint extensions. Also, it is well-

known that for some spaces, a delta potential is “invisible” (e.g., the Laplacian

on Rn minus the origin is essentially self-adjoint for n ≥ 4, meaning there is no

difference between the case of a delta potential at the origin and no potential at

all); this may be true for other manifolds in certain dimensions.

We have now mentioned or alluded to two of the tuneable parameters in

the algorithm:

Definition 2.1.2. Let ts ∈ R≥0 be the tuneable parameter describing how long

the particle searches before its position is measured.

Definition 2.1.3. Let γs = 1
2m ∈ R>0 be the tuneable parameter describing the

inverse mass of the particle of the search phase.

Note that there is no parameter specifying the strength of the potential.

This is because, as in the other search algorithms, the coefficient on the potential

can be absorbed into γs. (This is discussed further in Section 4.2.)

Before turning to the check phase, we will discuss the cost of our algorithm

and work out the cost of the search phase. As we mentioned, we will work out the

formula for the cost bit by bit over the next several pages.

We recall that we are interested in the scaling of the average query time

of our algorithm. Since the algorithm alternates between search phases and check
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phases until a check confirms we’ve found w, the time it will take to find w is

random, depending on how many tries it takes for the particle to be measured

near it. Thus, to find the expected cost, we condition on the number of tries it

takes. By the Law of Total Expectation, we have

E(cost) =
∑
k≥1

E(cost | k tries)P (k tries) . (2.1)

We introduce a new parameter (though not a tuneable one!):

Definition 2.1.4. The probability of the particle being within ε of w is given by

pε =
∫

N(w,ε)

|ψ(x, ts)|2 dx .

The number of tries required to find w during the search phase is a geometric

random variable with parameter pε; we may hence write

E(cost) =
∑
k≥1

E(cost | k tries)(1− pε)k−1pε . (2.2)

The cost of the search phase of the algorithm is simple to calculate. The

potential is left on for time ts while the particle evolves according to the Schrödinger

equation; hence, if it takes k tries to find w, the search phase contributes kts to the

cost. Splitting the cost into the contributions from the two phases as costs +costc,

the expected cost (2.2) becomes

E(cost) =
∑
k≥1

(
kts + E(costc | k tries)

)
(1− pε)k−1pε . (2.3)

This is not the final formula for the cost; we will continue to work it out. Further-

more, even once we have worked it out as much as possible, for a specific manifold

and ε, the cost will still depend on the choices of the various parameters.
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We now turn to the check phase.

2.2 Check Phase

After the search phase, we need a way to check if the measured location x

of the searching particle is within ε of the marked point w. At first glance, this

seems to not be particularly difficult. If we suppose we could impose an infinite

potential outside of N(x, ε), we could place a particle inside of N(x, ε) and restrict

our attention solely to the neighborhood. What we would then have is a “particle

in a box” on the manifold M – either with or without a delta potential, depending

on if x has been located close enough to w. The energy levels of the system would

differ based on whether or not a delta potential existed within N(x, ε). Thus, to

check whether or not a delta potential is within N(x, ε), we could make an energy

measurement of the system and see which of the two spectra the result belongs to.

Though this may seem to address the situation, it is actually not sufficient

for our purposes. In the axiomatic formulation of quantum mechanics, making

a measurement is an operation one is assumed to be able to perform. Making

measurements in a real life experiment is different. In the real world, in order to

make an energy measurement, we shine a laser tuned to a particular frequency at

the system and see whether it fluoresces. To compute the cost of the check phase of

the algorithm, we must know how long it takes to perform the energy measurement

as a function of the neighborhood’s size, ε. To do so, we model a laser shining on a
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charged particle as a particle in a box with a perturbation given by an oscillating

EM field. We approximate this system as a two-level quantum system, consisting

of the ground state and the first excited state (in the case of a degeneracy leading

to multiple “first” excited states, we can orient the field to break the symmetry,

resolving the degeneracy). The field can drive oscillations of the system between

the two levels; the effectiveness depends on its frequency being tuned close to the

excitation energy of the system. This phenomenon is known as Rabi oscillation.

We tune the frequency of the field to the excitation energy of the particle

in a box when there’s no delta potential inside it. If we prepare the system in its

ground state and turn on the field, the field will drive oscillations between the two

states of the system. To “measure the fluorescence,” we measure the system after

letting it evolve for some amount of time tc (say, by flipping on a photodetector and

seeing if a photon is released from the system due to stimulated emission). We find

the system either in the ground state or the excited state. Since the frequency was

tuned to that of the system when there is no potential, the probability of finding the

system in the excited state is usually greater in the case that there’s no potential

(this is not actually always true, and we must be careful to select parameters so

that it is). In general, it is possible to find the system in either state, regardless

of whether or not the potential is present; however, the probabilities for the two

cases differ. Thus, we can perform the procedure many times to get a distribution

of measurement results, and then perform statistical analysis on the distribution

in order to determine if there’s a potential in the system or not.
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It follows that the cost of each check of whether we’ve found the potential

will simply be ntc, where n is the number of the Rabi oscillation measurements

needed to perform the statistical analysis. If it takes k instances of searching and

checking to find the potential, then the total cost associated with checking will be

kntc (we assume the cost of a check is the same when the potential is there as

when it isn’t, since the potential will be turned on in either case). This means

E(cost) =
∑
k≥1

(
kts + E(costc | k tries)

)
(1− pε)k−1pε

=
∑
k≥1

k(ts + ntc)(1− pε)k−1pε

= (ts + ntc)/pε .

(2.4)

We note that we haven’t associated a cost to the preperation of the particle in

a box system on N(x, ε). As the both the particle’s energy and the energy gap

between the ground and excited state increase with smaller ε, it should get only

easier to prepare the system in its ground state. Therefore, whatever cost does

exist does not contribute to the scaling of the overall cost.

We now work out some of the details.

A particle of charge q evolving according to the Schrödinger equation in

N(x, ε) with a driving field and potential has the Hamiltonian

Hψ = −γc∇ψ − V (x)ψ − (q ~E(t) · ~x)ψ .

In our case, either V (y) = δw(y) if w ∈ N(x, ε), or V (y) = 0. Let |g〉 , |e〉 be

the ground and first excited states of the system (either |gn〉 , |en〉 if there’s no
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potential, or |gp〉 , |ep〉 if there is); let the driving field ~E(t) have amplitude and

frequency given by A cosωt. Now let us approximate the system as a two-level

quantum system.

Definition 2.2.1. Let tc ∈ R≥0 be the tuneable parameter describing how long

the particle evolves before a measurement is made to see if the system is found in

state |g〉 or state |e〉.

Definition 2.2.2. Let γc = 1
2m ∈ R>0 be the tuneable parameter describing the

inverse mass of the charged particle of the check phase.

The unperturbed Hamiltonian will be given by

H0 =

Eg 0

0 Ee

 ,

which is equivalent to

H =

0 0

0 Ee − Eg

 =

0 0

0 ∆E

 ,

as they differ by a multiple of the identity. (Again, we note that the energies and

the energy gap depend on whether or not a potential is present: ∆E is either ∆Ep

or ∆En.) The driving (time-dependent) Hamiltonian is of the form

Hint(t) =

 0 dqA cosωt

d∗qA cosωt 0

 ,

where d = 〈g|X |e〉. From here on, we’ll absorb the q into the A.
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Note that the value of d will depend on N(x, ε) (and also whether or not

there’s a potential). This is the usual set up for Rabi oscillations. It follows from

a standard calculation that if the system is prepared in the state |g〉 and evolves

according to the Hamiltonian H = H0 +Hint, the probability of finding the system

in the state |e〉 upon measurement after time tc is given by

pe(tc) = (dA)2

Ω2
R

sin2 (ΩR

2 tc) , (2.5)

where ΩR =
√

(dA)2 + ∆2 is the Rabi frequency and ∆ = ω−∆E is the detuning

[Ste07]. Recall that we choose ω to equal ∆En, the energy gap in the case where

there’s no potential, and that d, ∆, ∆E (and hence ΩR) all depend on whether or

not there’s a potential.

There are a few things to note about (2.5). First, if the detuning ∆ is 0, the

sine-squared curve has amplitude 1. Conversely, as the detuning gets larger, the

Rabi frequency increases, while the amplitude goes to 0. Lastly, it is also important

to note that making A larger increases the Rabi frequency without decreasing the

amplitude. However, A isn’t allowed to be a tuneable parameter, as we were only

allowed a single tuneable parameter in discrete quantum search. Therefore, we fix

some value of A; arbitrarily increasing A wouldn’t be physically reasonable.

In order to determine whether or not w ∈ N(x, ε), we let the Rabi system

evolve for time tc and then measure. The system will be measured in the state |e〉

with probability

p1 = p1(tc) = sin2 (ΩR,n

2 tc) = sin2 (dnA2 tc)
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if the detuning is 0, i.e., if the potential is not there, or with probability

p2 = p2(tc) = (dpA)2

Ω2
R,p

sin2 (ΩR,p

2 tc)

if it is; otherwise, we observe |g〉.

We find ourselves sampling from a random variable which can take on the

two values – in other words, a Bernoulli random variable, with |g〉 and |e〉 corre-

sponding to 0 and 1, respectively. The problem, however, is we don’t know whether

we’re sampling from X1 ∼ B(p1) or X2 ∼ B(p2). We can collect some number n

of samples before we attempt to determine which case we’re in. Let X ∼ B(n, p)

be the binomial variable given by the n trials. If after n measurements, we’ve

observed |e〉 k times, the maximum likelihood estimate for p is given by p̂ = k
n
.

Assuming n is sufficiently large (relative to how much p1, p2 differ), the estimate

for p should be closer to whichever of p1 and p2 p actually is. If we know p1 and

p2, then our decision rule should lead us to conclude we’re sampling from Xi if p̂ is

closer to pi. Thus, if p̂ < (p1 + p2)/2, we assume p = p2, meaning there is a delta

potential inside N(x, ε), meaning we’ve found w; otherwise, we haven’t located w,

and the search must go on.

Unfortunately, we come upon a complication: the decision rule we just came

up with depends on knowing p2 (so that we may know the average of p1 and p2).

But p2 depends on the detuning ∆, which in turn depends on the energy gap of

the system, which itself in turn depends on where the delta potential is located

inside of N(x, ε). As the potential gets closer to the boundary of N(x, ε), the
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Figure 2.1: If we doR = 4 checks with overlapping intervals, no point in the original
interval will be further than r = ε/8 from the center of one of the overlapping
intervals

detuning will tend to 0, meaning p2 will tend towards p1, and hence making it

difficult to distinguish between “potential” case and the “no potential” case when

the potential is located near the boundary.

Our solution is to, in essence, force the potential to be sufficiently far from

the boundary of the neighborhood, allowing us to have a lower bound on the

detuning. Obviously, we can neither pick where w nor N(x, ε) is; however, we chose

to create the system of a particle in the box with a field at N(x, ε), and we’re free

to create such a system wherever we choose. Namely, we can create many such

systems in such a way that the small neighborhoods of their center cover N(x, ε).

By choosing these neighborhoods so that they are sufficiently overlapping, we can

guarantee that if w is in N(x, ε), then it will be inside of one of these new systems

and at least a given distance from its boundary.

More specifically, there’s a function relating r = d(w, x) to the detuning ∆.

If we want to guarantee that ∆ will be at least some minimal value, that specifies a
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value of r. Then we can cover N(x, ε) with new overlapping neighborhoods N(xi, ε)

so that no point of N(x, ε) is further than r away from one of the xi (that is, the

xi form an r-net). There’s some R that’s the minimal size of an r-net; since we’ll

have to make R checks for this single run of the check phase, the cost associated

with the check phase will be multiplied by R:

E(cost) = (ts + ntc)/pε = (ts + nRtc)/pε .

(Note the slight abuse of notation: in the first expression n is the total number of

times the Rabi oscillation measurements were necessary for the statistical analysis

in the check phase, but now is the number of times they are necessary to perform

the analysis for each of the R sub-checks.)

As a result of this, we have a guarantee that in at least one of the overlapping

neighborhoods, the detuning is above some bound, and hence p2 is below some

bound. In the statistical analysis, we may act as if that bound always holds for

p2, because if some of the overlapping neighborhoods contain the potential but

the actual p2 is larger than the bound, we merely mistakenly think there’s no

potential. As a result, we continue looking for it in the subsequent overlapping

neighborhoods, until we come to the one for which p2 is actually below the bound

we’re using, and we correctly recognize we’ve located the potential.
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Statistical Anlysis

We now work out the details involved in determining whether we are sam-

pling from the “no-potential” distribution X1 ∼ B(p1) or the “potential” distribu-

tion X2 ∼ B(p2). To perform one of the R checks, we collect n samples and look

at p̂, the fraction of measurements finding the particle in the excited state |e〉. We

need to figure out how large n needs to be.

As there’s only a pε chance that the search phase has output a point near

w, it’s likelier that when we are performing our analysis we are in the case that

there is no potential. In the language of hypothesis testing, we will let the “no

potential” case be our null hypothesis:

• H0: there is no potential in the neighborhoodN , so we’re sampling fromX1 ∼

B(p1), and the random variable X ∼ B(n, p) of all the Rabi measurements

is a binomial with p = p1.

• Ha: there is a potential in the neighborhood N , so we’re sampling from X2 ∼

B(p2), and the random variable X ∼ B(n, p) of all the Rabi measurements

is a binomial with p = p2.

Let α and β denote the Type I and Type II error rates: the probability of mis-

takenly rejecting H0 and of mistakenly failing to reject H0, respectively. Recall

that we are assuming that it’s on the kth try that we finally locate w. That has

implications for when and how often we are allowed to make Type I and Type II

errors.
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Now we need to work out what n, α, and β need to be in order to ensure a

success probability greater than 1 − δ. Suppose it takes k tries to find w. There

are many ways that could happen: every time before the kth try, we can either

find w but fail to realize it, or not find w and correctly recognize that’s the case.

If we only take into account instances where we make no mistakes at all, we get

our first relation:

Proposition 2.2.3. If the Type I and Type II error rates α, β satisfy

pε(1− β)
1− (1− pε)(1− α) = 1− δ , (2.6)

then the success probability is at least 1− δ.

Proof. Succeeding while making no mistakes is a subevent of succeeding generally.

Therefore we sum the probabilities of finding w on the kth try without making

any mistakes:

P (success) > P (no mistakes) =
∑
k≥1

(
(1− pε)(1− α)

)k−1
pε(1− β)

= pε(1− β)
1− (1− pε)(1− α) = 1− δ ,

(2.7)

The second relation comes from setting the Type I and Type II error rates

equal to α and β.

Proposition 2.2.4. Suppose one is trying to tell if Y ∼ B(p1) or Y ∼ B(p2) by

collecting n samples from Y and using the decision rule of selecting whichever of
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p1, p2 the max-likelihood estimate p̂ is closer to. Then if n satisfies

n = max
(
− 2 ln(α)

∆p2 ,−2 ln(β)
∆p2

)
, (2.8)

the Type I and Type II error rates will be bounded by α and β, respectively.

Proof. Recall p is the parameter of the Bernoulli we’re sampling from in the Rabi

measurements; it’s also the parameter of X, the binomial variable consisting of all

the samples. We have

α = P (mistakenly think there’s a potential)

= P (p̂ < (p1 + p2)/2 | p = p1)

= P (X < n(p1 + p2)/2 | X ∼ B(n, p1))

= P (X − np1 < −
n∆p

2 )

≤ e−n∆p2/2

where ∆p = p1 − p2, and the last line follows from the Hoeffding inequality. Simi-

larly,

β = P (fail to realize there’s a potential)

= P (p̂ > (p1 + p2)/2 | p = p2)

= P (X − np2 >
n∆p

2 )

≤ e−n∆p2/2 .

Rearranging and solving for n, the result follows.

Corollary 2.2.5. Given the assumptions above, n will be minimized if α = β and

α = β = 1− 1− δ
pε + (1− pε)(1− δ)

,
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giving us

n = −2 ln(α)
∆p2 .

Proof. Looking at (2.6), we see that if δ and pε are held fixed, setting a value for

one of α or β determines what the other must be for the relation to be satisfied,

and that increasing one will decrease the other. That means that the minimal n

satisfying (2.8) will occur when the two arguments are equal, which occurs when

α and β are equal. Combining that fact with (2.6), the result follows.
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Chapter 3

Quantum Search on S1

In this chapter we analyze quantum search on the circle.

3.1 Search Phase

We wish to solve the Schrödinger equation with a delta potential on S1.

What follows is standard.

The Schrödinger equation on the circle is equivalent to the Schrödinger

equation on an interval with periodic bounary conditions. Let I = [−a2 ,
a

2] and

S1(a) = I/∂I. The Hamiltonian of the system is given by

Hψ(x) = −γsψ′′(x)− δw(x) ,

where w ∈ I is the marked point we are searching for. We may assume w = a

2 as

we proceed to solve the equation – moving the potential from w to w′ will merely

rotate the solutions by w′ − w.
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To solve the equation, we look for solutions to the eigenvalue problem Hψ =

Eψ that are continuously differentiable, except possibly at w. Since the potential

is located only at x = a

2, we have

−γsψ′′(x) = Eψ(x)

for x 6= a

2. The solutions are of the form Aeikx +Be−ikx for k satisfying E = γsk
2

and for x ∈ I − a
2 ; by continuity, it holds at x = a

2 , as well. These solutions must

satisfy a number of conditions. The periodic boundary conditions mean we have

A(eik a2 − e−ik a2 )−B(eik a2 − e−ik a2 ) = 0 . (3.1)

Integrating both sides of −γs(Aeikx +Be−ikx)′′ = Eψ(x) across an ε-neighborhood

of the potential and letting ε→ 0, we get

A(eik a2 − e−ik a2 − 1
ikγs

eik
a
2 ) +B(eik a2 − e−ik a2 − 1

ikγs
eik

a
2 ) = 0 . (3.2)

(Note the right hand side vanishes due to the (assumed) continuity of ψ(x).) Ex-

amining (3.1), we see that either A = B, or eik a2 − e−ik a2 = 0 and ka is an integer

multiple of 2π, i.e., k = 2πn
a

. If the former holds, then (3.2) implies (after some

simplification)

−2kγs = cot (ka2 ) (3.3)

if E is positive, and

2pγs = coth (pa2 ) (3.4)

if E is negative and k = ip is imaginary.
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If, on the other hand, we have k = 2πn
a

, we see that (3.2) reduces to

A(− 1
ikγs

eik
a
2 ) +B(− 1

ikγs
eik

a
2 ) = 0 ,

and we thus have A = −B. We will see shortly that we may ignore this case.

As the hyperbolic tangent is an odd function that monotonically decreases

from ∞ to 1 on the positive reals, we see that (3.2) has two opposite solutions;

thus there is a single eigenfunction ψ0(x) = A0e
px + A0e

−px = 2A0 cosh(px), the

sole bound state of the system. There are infinitely many eigenfunctions coming

from (3.1), as a line will intersect the cotangent function infinitely many times;

again, the solutions come in opposite pairs, so that there is one eigenfunction

ψj(x) = Aje
ikjx + Aje

−ikjx = 2Aj cos(kjx) for each period of cot (ka2 ). If we let

Aj =

√√√√akj + sin akj
2kj

and

A0 =
√
ap+ sin ap

2p ,

the eigenfunctions Aj cos(kjx) will properly normalized. This characterizes all the

eigenfunctions of the Hamiltonian.

Finding all the eigenfunctions means we’ve solved the system: if the system

is prepared in the initial state

ψ(x, t = 0) =
∞∑
0
〈ψj |ψ〉ψj(x) ,

the linearity of time evolution means that at time t the system will be in the state

ψ(x, t) =
∞∑
0
〈ψj |ψ〉ψj(x)e−iEjt .
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Figure 3.1: Quantization condition for unbound states
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Figure 3.2: Quantization condition for the bound state
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Now we are able to see why we were able to ignore the case where A = −B: we

wish to initialize the system with the uniform distribution s(x) = 1√
a
, an even

function which has no projection onto the odd sine and sinh eigenfunctions that

would have followed.

To find pε(t), we integrate the square modulus of ψ(x, t). Writing ψ(x, t) =
∞∑
0
cjψj(x)e−iEjt, we have

|ψ(x, t)|2 =
∑

cjψj(x)e−iEjt
∑

clψl(x)e−iElt =
∑

cjclψj(x)ψl(x)e−i(Ej−El)t ,

and thus

pε(t) =
∑

cjcle
−i(Ej−El)t

a
2 +ε∫
a
2−ε

ψj(x)ψl(x) dx .

3.2 Check Phase

For the check phase, we need to solve two systems: a particle in a box,

and a particle in a box with a potential located at an arbitrary location. We wish

to understand the difference between the energy gaps of the two systems, as this

controls the detuning, which affects the distinguishability of the two systems.

The former is well-known to have solutions which are sinusoidal functions

completing an integer multiple of half periods. More precisely, the eigenfunc-

tions of the Schrödinger equation on the interval [0, L] are of the form ψn(x) =

A sin (knx) = A sin (nπ
L
x), where A is the normalizing constant. If the interval were

shifted, then the solutions would be shifted by the same amount.
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Figure 3.3: Comparing the first three eigenstates for a particle on a circle with
(second column) and without (first column) a delta potential. The the second and
third plots of first column actually show a linear combination of eigenstates for the
energies E1 and E2, which are degenerate with multiplicity 2.
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The ground state and the first excited state are A sin ( π
L
x) and A sin (2π

L
x).

The energy levels are given by Ej = γck
2
j = γc

j2π2

L2 , and so the energy gap is

∆En = 3γc π
2

L2 . Thus, the unperturbed Hamiltonian is

H0 =

0 0

0 Ee − Eg

 =

0 0

0 ∆En

 =

0 0

0 3γc π
2

L2

 .

The driving term of the Hamiltonian has a dn = 〈gn |X | en〉 in it, which

can easily be calculated to be 16L
9π2 . Therefore, we have

Hint(t) =

 0 16L
9π2A cosωt

16L
9π2A cosωt 0

 .

We can now write p1(t), the probability of finding the particle to be in state

|e〉 during a Rabi check. Recall, we have

p1 = p1(tc) = sin2 (ΩR,n

2 tc) = sin2 (dnA2 tc) ,

so p1(tc) = sin2 ( 16A
18π2Ltc). The L in the numerator means that as ε shrinks, keeping

p1 constant requires waiting proportionally longer until the first time p1(t) hits that

value.

This was all for the particle in a box system, when there’s no potential. We

move on to the next case, when the potential is present.

Now we wish to find (continuously differentiable, except possibly at w)

solutions to the Schrödinger equation on [0, L] with a delta potential at an abitrary

point w ∈ [0, L]. The solutions for this system are also known, though perhaps not

so commonly. In fact, the procedure to find them is similar to the calculation in the
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previous section, when we solved the Schrödinger equation with a delta potential

on the circle. Briefly: We know that the solutions vanish at the endpoints and are

sine waves away from w. We have two sine waves: one on [0, w], one on [w,L]. By

continuity, they must agree at w, but there can be a discontinuity in the derivative.

Integrating

−γcψ′′ − δwψ = Eψ

across a tiny neighborhood of w and letting it shrink gives the discontinuity in the

derivative. Enforcing the discontinuity in the derivative leads to the quantization

condition on the wavenumbers of the solutions.

The solutions are given by

ψ(x) =


A sin (kx) x ∈ [0, w]

B sin (k(x− L)) x ∈ [w,L]

for A,B satisfying A sin (kw) = B sin (k(w − L)) and k satisfying

γck = sin (kw) sin (kL− kw)
sin (kL) . (3.5)

There can be a negative energy solution (a bound state), corresponding to imagi-

nary k. If k = ip, the quantization condition becomes

γcp = sinh (pw) sinh (pL− pw)
sinh (pL) , (3.6)

and the solution is as above, but with hyperbolic sines. Plotting the negative

energy quantization condition, we see that there is a bound state only if the slope

of the line, γc, is small enough to make the line intersect the RHS; taking the
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Figure 3.4: Quantization condition for the unbound and bound states for different
values of γc; the first row satisfies γc < w(L− w)/L, while the second does not.

derivative of the RHS at 0 shows the condition is γc < w(L − w)/L. Doing the

same with the quantization condition in the regular case, we see that γc being small

enough for there to be a bound state means that that line will miss intersecting

the RHS of the quantization condition during the first “period” (before the first

asymptote). Thus, the ground state is either the bound state or the solution with

wavenumber from the first “period”, and the first excited state is the solution with

wavenumber from the second period.

Computing ∆Ep, dp, and hence the detuning ∆ and p2(t) will result in nasty

formulas due to the dependence of the system on the location of the potential, w,

and whether or not the ground state |gp〉 is a bound state. There are a few facts

about them, however, which will be relevant in establishing analytic results in

38



0.0 0.2 0.4 0.6 0.8 1.0
x

0.0

0.2

0.4

0.6

0.8

1.0
Gr

ou
nd

 st
at

e

0.0 0.2 0.4 0.6 0.8 1.0
x

1.00

0.75

0.50

0.25

0.00

0.25

0.50

0.75

1.00

Fi
rs

t e
xc

ite
d 

st
at

e

0.0 0.2 0.4 0.6 0.8 1.0
x

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

Gr
ou

nd
 st

at
e

0.0 0.2 0.4 0.6 0.8 1.0
x

1.5

1.0

0.5

0.0

0.5

1.0

Fi
rs

t e
xc

ite
d 

st
at

e

0.0 0.2 0.4 0.6 0.8 1.0
x

0.0

0.5

1.0

1.5

2.0

2.5

Gr
ou

nd
 st

at
e

0.0 0.2 0.4 0.6 0.8 1.0
x

1.5

1.0

0.5

0.0

0.5

Fi
rs

t e
xc

ite
d 

st
at

e

Figure 3.5: The first two eigenstates for a particle in a box without (first row) and
with a delta potential (second and third rows). The second and third rows have
different values of γc; the third row satisfies the condition so that the ground state
is a bound state.

39



0.0 0.1 0.2 0.3 0.4 0.5

0

50

100

150

200

250

300

350

400

Figure 3.6: A plot of the detuning ∆ as a function of what proportion of the
way into the box w is, for three different values of γc. Note that ∆ grows as w
approaches the center of the box, and this effect is stronger for smaller γc.

the next section – some may be easily seen numerically, while others follow from

tedious calculations that are easily done with the aid of symbolic computation

software.

First, we can see numerically that the detuning ∆ is largest in magnitude

when w = L/2. This informs our efforts to do overlapping checks to ensure that

the potential is within r of the center of the interval during one of the checks.

Furthermore, the mere fact that ∆ is non-zero means that, by continuity, it will

be bounded away from zero for sufficiently small r.

Second, using symbolic computation software, we can see that dp will also

have a factor of L in it, in the case that |gp〉 isn’t a bound state (which requires that

γc must be sufficiently large to avoid a solution to the negative energy quantization
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condition). What is important about this is that dp will shrink as ε does. (In fact,

we can establish this fact using the theory of self-adjoint extensions, which we use

in the next chapter. For now, we’ll simply assert that dp has a factor of L in it.)

3.3 Analytic Results

We show that with particular choices of the various parameters, it’s possible

work out how the expected cost of the algorithm will scale as ε goes to 0. This

isn’t necessarily the optimal choice of parameters, and hence this result is about

the Big O scaling of the cost, not the Big Theta scaling – that is, this merely an

upper bound on the scaling.

We work out the scaling over the course of a few simple results. First we

get a simple formula for pε.

Proposition 3.3.1. There is a choice of parameters so that pε scales as cε+ o(ε)

as ε goes to 0.

Proof. If we let ts = 0, the initial probability distribution is uniform on the space,

and pε is simply 2ε/ vol(M).

Using that result, we can find the scaling of α, the Type I and Type II error

rates of the statistal analysis during the check phase. Recall we consider the cost

a function of N = 1/ε.

Proposition 3.3.2. If pε scales as above, then − ln(α), the numerator of n =
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−2 ln(α)
∆p2 (the number of checks necessary in order to achieve error rate α), will

scale as ln(c1
ε
) = ln(cN) .

Proof. We have

α = 1− 1− δ
pε + (1− pε)(1− δ)

= pεδ

pεδ + (1− δ)

= 1
1 + (1− δ)/pεδ

= 1
1 + δ′

pε

,

where δ′ = (1 − δ)/δ. Then ln(α) = ln( 1
1+δ′/pε

) = − ln(1 + δ′/pε). If pε scales as

cε+ o(ε), then − ln(α) scales as

ln
(

δ′

cε+ g(ε)

)
= ln(δ′)− ln(cε+ g(ε)) ,

where g(ε) is o(ε). That means

ln(δ′)− ln(cε+ g(ε)) = ln(δ′)− ln (ε(c+ g̃(ε)))

= ln(δ′)− ln(ε)− ln(c+ g̃(ε))

= ln
(
δ′

ε

)
+ ln

(
1

c+ g̃(ε)

)
,

where the second term is bounded above by ln(1/c), since g̃(ε) tends to 0. There-

fore, − ln(α) will scale as ln
(
δ′

ε

)
= ln(δ′N).

Now we deal with ∆p2.

Proposition 3.3.3. There is a choice of parameters so that ∆p (which is in the

denominator of n = −2 ln(α)
∆p2 ) is bounded away from 0 as ε goes to 0.

42



0.0 0.1 0.2 0.3 0.4 0.5

0

50

100

150

200

0.0 0.1 0.2 0.3 0.4 0.5

0

500

1000

1500

2000

Figure 3.7: Scaling γc and ε by the same factor (in this case, 10) will scale the
detuning ∆ by that factor.

Proof. To bound ∆p2 from below, we can fix p1 and then show that p2 can be

bounded away from it.

Fixing p1 is easy: p1(tc) = sin2 ( 16A
18π2Ltc) depends only on L and tc. If we

grow tc to keep Ltc fixed (i.e., keep εtc fixed), then p1 will remain fixed. Note that

this means that tc will scale as 1/ε = N .

To bound p2, first we recall from (2.5) that

p2(t) = (dpA)2

Ω2
R,p

sin2 (ΩR,p

2 t) = (dpA)2

∆2 + (dpA)2 sin2 (ΩR,p

2 t) ,

which is clearly bounded by (dpA)2

∆2+(dpA)2 . We know from the previous section that dp

shrinks as ε does. Thus, if we can show that ∆ is growing, we’ll have p2 shrinking

as ε goes to 0.

The detuning ∆ is ∆Ep −∆En, since we set the frequency of the field, ω,

equal to ∆En. Recall we have ∆En = 3γc π
2

L2 , and ∆Ep = γc(k2
2 − k2

1), for k1, k2

the wavenumbers of |gp〉, |ep〉. We have to analyze how these scale with ε.
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First, note that the wavenumbers are solutions to

γck = sin (kw) sin (kL− kw)
sin (kL)

(or the same equation with hyperbolic sines, in the bound state case). If we let

p = w/L denote the location of the potential as a fraction of the length of the

interval, we can replace w with pL in the equation to get

γck = sin (kpL) sin (kL− kpL)
sin (kL) .

Now if we let γc scale like ε, we see that the wavenumbers solving the quantization

condition will scale like 1/ε. Since ∆Ep = γc(k2
2 − k2

1) has two powers of L in the

denominator from the ki, but one power of L in the numerator due to γc, it will

scale like 1/ε for each fixed w or p. If we scale r so that we know for one of the

checks we have the potential within a fixed proportion of the length of the inverval

of the center, R will remain fixed, and whatever lower bound we have for ∆ will

scale like 1/ε. Thus, ∆ will be growing and dp will be shrinking as ε goes to 0,

meaning p2 will go to 0, and ∆p2 will go to p2
1.

We are finally in place to derive the scaling of the cost of the algorithm.

Proposition 3.3.4. There is a choice of parameters so that E(cost) = (ts +

nRtc)/pε is O(N2 lnN).
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Proof. If we combine the last three propositions, we get

E(cost) = (ts + nRtc)/pε

= (ts −
2 ln(α)

∆p2 R
t′c
ε

)/cε

= 1
c
N(ts + 2 ln(δ′N)

∆p2 Rt′cN) ,

(3.7)

whose highest order term is 2Rt′c
c∆p2N

2 ln (δ′N).

3.4 Numerical Results

We have numerical results that suggest that the scaling of the previous

section is indeed optimal. We ran a simulated annealing algorithm to estimate the

optimal values of the parameters for a range of values of ε. The cost appears to

scale like O(N2 lnN).

To estimate pε, we took the first 400 solutions to the quantization condition

to approximate the evolution of the uniform state, and numerically integrated

it over an ε-neighborhood of w. Approximations to the quantization condition

were necessary in order to solve it while avoiding overflows/underflows due to the

hyperbolic trig functions, which grow or shrink exponentially. For large γs, the

solution to the quantization condition for the bound state moves closer to 0, and

thus we can replace the coth x
2 with its two term series expansion about 0, 2

x
+ x

6 .

Similarly, for large γs, the solutions to the quantization condition move closer to

the asymptotes of cot x
2 , meaning the cotangent looks like a shifted 2

x
. Both of

these cases are easily solved by hand for k. In the case of small γs, the solution
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Figure 3.8: A list plot of the cost and the best fit of the form aN2 log δ′N + bN .
The function was fit on the blue data; it matches the rest of the data (in red) quite
well.

to the bound state quantization condition becomes large. Since coth x
2 shrinks

exponentially to 1, we just set it equal to 1 and solve 2γsk = 1 for k. Lastly, if the

bound state cosh kx has wave number k that is large, we use an approximation

in constructing the wave function. The first term in the expansion of the wave

function as a series, 〈ψ0 | 1〉ψ0, is approximated by 2 exp k(x− 1
2), to avoid the

overflow from having hyperbolic sines in the denominator.

As we saw in the last section, the detuning ∆ grows and dp shrinks as ε

shrinks. Because of this, we know that p2 shrinks to 0 as ε does, and so we neglected

p2 and set ∆p equal to p1. As a result, there is no reason to pick a smaller value

for r and hope for a possibly better runtime – the potential gains were due to the

large detuning giving a smaller bound on p2, and thus making ∆p larger. Hence,

we picked r to be the largest value for which the detuning is strictly positive for
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all smaller values of r.

The simulated annealing started at a temperature of 1 and cooled by a

factor of .9 after every 100 steps, until reaching a temperature of 0.000001. The

steps in ts, γs, and γc were exponential: the jump in the exponent was a uniformly

random variable over a range that scaled down with the temperature. The jumps

in tc were a uniformly random variable over a range that scaled up as ε shrank and

scaled down with the temperature.

During the simulated annealing optimization, we kept track of the best

value of the parameters during the process, not just taking the values at the end.

We ran the simulated annealing algorithm multiple times (at least five) for each

value of ε and kept the best result.

Though the cost seems to be well-fit by a N2 logN curve, that alone doesn’t

show that the points are actually being generated by such a curve. Other evidence,

however, strongly suggests that that is actually the case and that the analytic

result of the last section is in fact optimal. What we find is that the naïve choice

of parameters we made in the last section is in fact the same as what the simulated

annealing algorithm found. In particular, γs doesn’t scale with ε; the values cluster

around 2. Similarly, ts doesn’t scale, either; it clusters around 0.7. This matches

our choice of keeping γs and ts fixed, so that pε would scale like ε. Furthermore,

tc grows linearly, exactly as we chose in order to keep p1 fixed. Lastly, though γc

varies wildly, all the values correspond to a detuning that leads to r = .495.
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Figure 3.9: A list plot of γs, along with its mean. γs and ts are held nearly constant,
mimicking the strategy used for the analytic scaling.
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Figure 3.10: A list plot of ts, along with its mean. ts and γs are held nearly
constant, mimicking the strategy used for the analytic scaling.
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mimicking the strategy used for the analytic scaling.
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Figure 3.12: A list plot of p1, along with its mean. It is nearly constant as a result
of tc growing nearly linearly, mimicking the strategy used for the analytic scaling.
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Chapter 4

Quantum Search on T 2

In this chapter we analyze quantum search on the torus.

4.1 Self-adjoint Extensions

In moving up a dimension, we find ourselves faced with difficulties in defin-

ing the Hamiltonian that corresponds to the Schrödinger equation with a delta

potential. A self-adjoint operator with the heuristic form −∆ + λδ must be found

using the von Neumann’s theory of deficiency indices and self-adjoint extensions.

It will turn out that there’s an entire family of self-adjoint operators corresponding

to a perturbation of the Laplacian by a point interaction or delta potential; the

family is indexed by a parameter η which corresponds to the renormalized strength

or coupling constant of the potential.

We give a very brief overview of the theory; for a thorough discussion, see
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the textbooks by Reed and Simon [RS75] or Hall [Hal13].

Definition 4.1.1. Let A be a densely-defined operator A : H → H. If the func-

tional 〈v,A−〉 is bounded, then v is in Dom(A∗), and A∗v is the unique vector z

such that 〈v,A−〉 = 〈z,−〉. A∗ is called the adjoint of A.

Definition 4.1.2. A densely-defined operator A : H → H is symmetric if for all

v, w ∈ Dom(A), 〈v,Aw〉 = 〈Av,w〉.

Symmetric operators are not the same as self-adjoint operators.

Definition 4.1.3. A densely-defined operator A is self-adjoint if it is symmetric

and Dom(A) = Dom(A∗).

Though the difference may seem minor at first glance, it is a crucial one:

the spectral theorem holds for self-adjoint operators, but not operators that are

merely symmetric.

Definition 4.1.4. Let A be a densely-defined symmetric operator. The deficiency

subspaces of A are K± = ker (A∗ ∓ i), and the deficiency indices of A are n± =

dim(K±).

We present the core facts regarding self-adjoint extensions in the following

theorem.

Theorem 4.1.5. A closed densely-defined symmetric operator A is self-adjoint if

and only if n± = 0. A has self-adjoint extensions if and only if n+ = n−; there
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is an infinite family of self-adjoint extensions in one-to-one correspondence with

the unitary maps from K+ to K−. Given such a unitary U , the domain of the

corresponding extension AU is

{ϕ+ ϕ+ + Uϕ+ | ϕ ∈ Dom(A), ϕ+ ∈ K+} .

The extension AU acts on its domain by

ϕ+ ϕ+ + Uϕ+ 7→ Aϕ+ iϕ+ − iUϕ+ .

If A has n± = 0 but isn’t closed, we say it is essentially self-adjoint, and

just replace it with its closure, which is self-adjoint by the theorem above.

4.2 Delta Potentials in 2D

We now present the results applying the theory of self-adjoint extensions

to the Schrödinger equation with a delta potential. The two cases we need – a

rectangle in R2 and the flat torus – are handled at the same time; enforcing periodic

boundary conditions for the rectangle will handle the torus. The problems of self-

adjoint extensions on a rectangle or torus were studied by Šeba [Šeb90], whose

work relied on earlier results by Zorbas [Zor80]. Our exposition largely follows

that of Lee [Lee16].

Consider the two systems given by the Hamiltonian H = −∆ on the Hilbert

space of L2 functions on [0, L]× [0, L] that are either zero on the boundary, or have

periodic boundary conditions. Let ϕn(~x), λn denote the (normalized) eigenpairs of
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H. In order to create a delta potential at ~w, we restrict the domain of H to those

functions vanishing at ~w (which do not sense the presence of the potential at ~w).

Label the restriction of H as H0; this is the symmetric operator whose self-adjoint

extensions will correspond to the Laplacian with a delta potential.

Applying the self-adjoint extension theory to H0, we get a 1-parameter

family of self-adjoint extensions Hη,~w = −∆η,~w, for η ∈ (−∞,∞]. We will drop the

~w and just refer to the extension as Hη = −∆η. The parameter η can be thought

of as a renormalized inverse potential strength; namely, η =∞ corresponds to the

Laplacian without a potential.

It should be noted that in the previous two chapters, the strength of the

potential was held fixed at −1, and the tuneable parameter γ was the coefficient on

the Laplacian. In this case, however, we will let η be the tuneable parameter, rather

than γ, for reasons that will be made clear in Section 4.5. Tuning η rather than

γ still leaves us with one parameter determining the Hamiltonian. Furthermore,

there is a sense in which the two choices of tuneable parameter are equivalent: in

the end, it’s their ratio that matters. The Schrödinger equation with a potential is

of the form ∂tψ = aAψ+bBψ. Dividing through by a or b gives 1
a
∂tψ = Aψ+ b

a
Bψ

or 1
b
∂tψ = a

b
Aψ+Bψ; we can absorb the coefficient on the ∂t into t and change the

time variable to t′ and let a
b
or b

a
be the sole tuneable parameter of our Hamiltonian.

We now address the spectrum and eigenspaces of Hη. Eigenvalues z ∈

σ(−∆η) come in two types: those also in σ(−∆) (unperturbed eigenvalues), and

new ones (perturbed eigenvalues).
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Unperturbed eigenvalues appear because eigenfunctions vanishing at ~w do

not feel the presence of a delta potential located at ~w (i.e., they’re unperturbed

by the delta potential), and thus should still be eigenfunctions of the extension.

Thus, z ∈ σ(−∆η) ∩ σ(−∆) if and only if the multiplicity of z as an eigenvalue of

−∆ is greater than 1 or −∆ has an eigenfunction corresponding to z that vanishes

at ~w. The eigenspace of z ∈ σ(−∆η) ∩ σ(−∆) is given by

{∑
cnϕn | Σcnϕn(~w) = 0,−∆ϕn = zϕn

}
;

its dimension is one less than the multiplicity of z ∈ σ(−∆).

Perturbed eigenvalues appear with multiplicity 1 and satisfy a quantization

condition for −∆η, F (z) = η, where

F (z) =
∞∑
n=1
|ϕn(~w)|2

(
1

λn − z
− λn
λ2
n + 1

)
,

and, as mentioned before, ϕn, λn are the eigenpairs of −∆. The (unnormalized)

eigenfunction corresponding to z has L2 expansion

ψz =
∞∑
n=1

ϕn(~w)
λn − z

ϕn .

It turns out that the eigenvalues of −∆η interlace those of −∆: we have

z1 ≤ λ1 ≤ z2 ≤ λ2 ≤ . . .. It is also true that the unperturbed eigenvalues have

multiplicity one less than they do in σ(−∆). The equality in the interlacing is due

to unperturbed eigenvalues – the perturbed eigenvalues fall strictly between the

eigenvalues of −∆ (assuming η is finite).
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We note a few similarities between the quantization conditions for the cir-

cle/interval and the torus/rectangle. Both have solutions that are given by finding

the intersections of a line with a function that is monotonic on intervals bounded

by asymptotes. Since the first eigenvalue z1 ∈ σ(−∆η) is between −∞ and λ1>0,

depending on the value of η, it’s possible for z1 to be negative for the rectangle.

Thus, the ground state of the system may or may not be a bound state with neg-

ative energy. For the torus, however, the ground state is the constant function,

which has energy 0.

4.3 Search Phase

The search phase is given by a particle on T 2 = R2/LZ2 (which we think of

as [0, L]× [0, L] with the Asteroids boundary conditions) evolving according to the

Hamiltonian given formally by H = −∆ + cδ~w. We may assume ~w = (0, 0), since

we can just translate the results. We begin with H = −∆ on the Hilbert space of

L2 functions on [0, L] × [0, L] with periodic boundary conditions, and obtain the

self-adjoint extensions Hη = −∆η.

The eigenvalues and eigenfunctions of −∆η are given in terms of those of

−∆. It’s well known that for any ~n ∈ Z2, ϕ~n(~x) = 1
L2 exp (2πi

L
~n · ~x) is an eigenfunc-

tion with eigenvalue 4π2

L2 (n2
1+n2

2) and that together they form an orthonormal basis.

Most (all but one, in fact) of the eigenvalues have multiplicity greater than 1, due

to the symmetries (n1, n2) 7→ (±n1,±n2), (n1, n2) 7→ (±n2,±n1). These appear
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as unperturbed eigenvalues of −∆η with eigenspace given by linear combinations

vanishing at ~0 of unperturbed eigenfunctions.

There are also the perturbed eigenvalues z solving the quantization condi-

tion

η =
∑
~n∈Z2

|ϕ~n(~0)|2
(

1
λ~n − z

− λ~n
λ2
~n + 1

)

=
∑
~n∈Z2

|ϕ~n(~0)|2
(

1
4π2‖~n‖2/L2 − z

− 4π2‖~n‖2/L2

16π4‖~n‖4/L4 + 1

)

=
∑
~n∈Z2

|ϕ~n(~0)|2
(

L2

4π2‖~n‖2 − L2z
− 4π2‖~n‖2L2

16π4‖~n‖4 + L4

)
.

The corresponding unnormalized eigenfunction is

ψz =
∑
~n∈Z2

ϕ~n(~0)
λ~n − z

ϕ~n

=
∑
~n∈Z2

1/L2

4π2‖~n‖2/L2 − z
exp (2πi

L
~n · ~x)/L2

=
∑
~n∈Z2

1
4π2‖~n‖2 − L2z

exp (2πi
L
~n · ~x)/L2 .

The normalization coefficient is the square root of

〈ψz|ψz〉 =
〈∑
~n∈Z2

ϕ~n(~0)
λ~n − z

ϕ~n

∣∣∣∣∣∣
∑
~m∈Z2

ϕ~m(~0)
λ~m − z

ϕ~m

〉

=
∑

~n,~m∈Z2

1/L4

(λ~n − z)(λ~m − z)δ~n,~m

=
∑
~n∈Z2

1/L4

(λ~n − z)2

= 1
L4

∑
~n∈Z2

1
(4π2‖~n‖2/L2 − z)2

=
∑
~n∈Z2

1
(4π2‖~n‖2 − L2z)2

Having found the eigenvalues and eigenfunctions of −∆η, we’ve solved the
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system: given the initial state

ψ(~x, t = 0) =
∞∑
0
〈ψj |ψ〉ψj(~x) ,

at time t the system will be in the state

ψ(~x, t) =
∞∑
0
〈ψj |ψ〉ψj(~x)e−iEjt .

To find pε(t), we integrate the square modulus of ψ(~x, t) over N(~0, ε). We

now define what N(~0, ε) is for search on the torus: let it be [−ε, ε]×[−ε, ε], a square

ε-neighborhood centered at ~0 (which wraps around, due to the periodic boundary

conditions).

Writing ψ(~x, t) =
∑
j

cjψj(~x)e−iEjt, we have

|ψ(~x, t)|2 =
∑

cjψj(~x)e−iEjt
∑

clψl(~x)e−iElt =
∑

cjclψj(~x)ψl(~x)e−i(Ej−El)t ,

and thus

pε(t) =
∑

cjcle
−i(Ej−El)t

∫
N(~0,ε)

ψj(~x)ψl(x) d~x .

4.4 Check Phase

For the check phase, we need to solve two systems: a particle in a square,

and a particle in a square with a potential located at an arbitrary location. We

wish to understand the difference between the energy gaps of the two systems, as

this controls the detuning, which affects the distinguishability of the two systems.

The former is well-known to have solutions which are products of sines

in x and y completing an integer multiple of half periods. More precisely, the
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eigenfunctions of the Schrödinger equation on the interval [0, L]2 are given by

ϕ~n(x, y) = 2
L

sin (nxπ
L
x) sin (nyπ

L
y), for ~n ∈ Z+×Z+; the eigenvalue of ϕ~n is π2

L2‖~n‖2.

If the square were shifted, then the solutions would be shifted by the same amount.

The ground state is ϕ(1,1). There are two “first” excited states: ϕ(2,1) and

ϕ(1,2) – recall that we will orient the driving field so that only one of the two states

is coupled to it. Let us decide now that ϕ(2,1) is the one that is coupled to the field.

The energy levels are given by E~n = π2

L2‖~n‖2, and so the energy gap is ∆En = 3 π2

L2 ,

just as in the case of the circle. Thus, the unperturbed Hamiltonian is

H0 =

0 0

0 Ee − Eg

 =

0 0

0 ∆En

 =

0 0

0 3 π2

L2

 .

The driving term of the Hamiltonian has a

dn = 〈gn |X | en〉 =
〈
ϕ(1,1)

∣∣∣X ∣∣∣ϕ(2,1)
〉

in it, which can easily be calculated to be 16L
9π2 – again, same as for the circle.

Therefore, we have

Hint(t) =

 0 16L
9π2A cosωt

16L
9π2A cosωt 0

 .

We can now write p1(t), the probability of finding the particle to be in state

|e〉 during a Rabi measurement. Recall, we have

p1 = p1(tc) = sin2
(

ΩR,n

2 tc

)
= sin2

(
dnA

2 tc

)
,

so p1(tc) = sin2 ( 16A
18π2Ltc). The L in the numerator means that as ε shrinks, keeping
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p1 constant requires waiting proportionally longer until the first time p1(t) hits that

value.

This was all for the particle in a square box system with no potential. We

move on to the next case, when the potential is present.

Now we wish to find (the two lowest energy) eigenpairs of the Schrödinger

equation on [0, L]2 with a delta potential at an abitrary point ~w. The eigenpairs for

this system are as described earlier this chapter: they come in two types, perturbed

and unperturbed.

The unperturbed eigenfunctions are simply linear combinations vanishing

at ~w of the ϕ~n that correspond to the same λ ∈ σ(−∆). This means either λ has

multiplicity greater than one, or the linear combination is degenerate and λ~n has

an eigenfunction with ϕ~n(~w) = 0.

The perturbed eigenvalues z solve the quantization condition

η =
∑

~n∈Z+×Z+

|ϕ~n(~w)|2
(

1
λ~n − z

− λ~n
λ2
~n + 1

)

=
∑

~n∈Z+×Z+

|ϕ~n(~w)|2
(

1
π2‖~n‖2/L2 − z

− π2‖~n‖2/L2

π4‖~n‖4/L4 + 1

)

=
∑

~n∈Z+×Z+

|ϕ~n(~w)|2
(

L2

π2‖~n‖2 − L2z
− π2‖~n‖2L2

π4‖~n‖4 + L4

)
.

The corresponding unnormalized eigenfunction is

ψz =
∑

~n∈Z+×Z+

ϕ~n(~w)
λ~n − z

ϕ~n

=
∑

~n∈Z+×Z+

ϕ~n(~w)
π2‖~n‖2/L2 − z

ϕ~n

=
∑

~n∈Z+×Z+

L2ϕ~n(~w)
π2‖~n‖2 − L2z

ϕ~n .
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The normalization coefficient is the square root of

〈ψz|ψz〉 =
〈 ∑
~n∈Z+×Z+

ϕ~n(~w)
λ~n − z

ϕ~n

∣∣∣∣∣∣
∑

~m∈Z+×Z+

ϕ~m(~w)
λ~m − z

ϕ~m

〉

=
∑

~n,~m∈Z+×Z+

|ϕ~n(~w)|2
(λ~n − z)(λ~m − z)δ~n,~m

=
∑

~n∈Z+×Z+

|ϕ~n(~w)|2
(λ~n − z)2

=
∑

~n∈Z+×Z+

|ϕ~n(~w)|2
(π2‖~n‖2/L2 − z)2

=
∑

~n∈Z+×Z+

L2|ϕ~n(~w)|2
(π2‖~n‖2 − L2z)2 .

Since we’re interested in the first two energy levels, let’s consider the first

few eigenvalues of −∆. They correspond to ~n = (1, 1), (2, 1), (1, 2), (2, 2). Thus

2 π2

L2 , 5 π
2

L2 , 5 π
2

L2 , 8 π
2

L2 are the first four eigenvalues, and we have z1 < 2 π2

L2 < z2 <

5 π2

L2 ≤ z3 ≤ 5 π2

L2 . Thus the two energy levels we care about are both perturbed

eigenvalues coming from the quantization condition.

We note that if η < F (0), then the ground energy is negative; as it was for

S1, the ground energy of the system may or may not be negative, depending on

the value of the tuneable parameter.

To compute the detuning ∆ and p2(t), we need to compute ∆Ep and dp.

Computing ∆Ep isn’t possible, as it requires finding the energy levels, which means

solving a transcendental equation. We can express dp as an infinite sum, which

may not seem too useful at first. However, it will turn out that what we actually

need (just like for the circle) is how these quantities scale with L. We can in fact

work that out; we do so in the next section.
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4.5 Analytic Results

We show that with the same choices of the various parameters as for search

on S1, it’s possible work out how the expected cost of the algorithm will scale as

ε goes to 0. As before, this isn’t necessarily the optimal choice of parameters, and

hence this result is about the Big O scaling of the cost, not the Big Theta scaling

– that is, this merely an upper bound on the scaling. The proofs are very similar

to those from the previous chapter.

Proposition 4.5.1. There is a choice of parameters so that pε scales as cε2 +o(ε2)

as ε goes to 0.

Proof. If we let ts = 0, the initial probability distribution is uniform on the space,

and pε is simply 4ε2/ vol(M).

Using that result, we can find the scaling of α, the Type I and Type II error

rates of the statistal analysis during the check phase. Note that we now consider

the cost a function of N = 1/ε2 – how the number of epsilon neighborhoods in a

torus of fixed volume scales.

Proposition 4.5.2. If pε scales as above, then − ln(α), the numerator of n =

−2 ln(α)
∆p2 (the number of checks necessary in order to achieve error rate α), will

scale as ln(c 1
ε2

) = ln(cN) .
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Proof. We have

α = 1− 1− δ
pε + (1− pε)(1− δ)

= pεδ

pεδ + (1− δ)

= 1
1 + (1− δ)/pεδ

= 1
1 + δ′

pε

,

where δ′ = (1 − δ)/δ. Then ln(α) = ln( 1
1+δ′/pε

) = − ln(1 + δ′/pε). If pε scales as

cε2 + o(ε4), then − ln(α) scales as

ln
(

δ′

cε2 + g(ε)

)
= ln(δ′)− ln(cε2 + g(ε)) ,

where g(ε) is o(ε) by the previous result. That means

ln(δ′)− ln(cε2 + g(ε)) = ln(δ′)− ln
(
ε2(c+ g̃(ε))

)
= ln(δ′)− ln(ε2)− ln(c+ g̃(ε))

= ln
(
δ′

ε2

)
+ ln

(
1

c+ g̃(ε)

)
,

where the second term is bounded above by ln(1/c), since g̃(ε) goes to 0. Therefore

− ln(α) will scale as ln
(
δ′

ε2

)
= ln(δ′N).

Now we turn to ∆p2.

Proposition 4.5.3. There is a choice of parameters so that ∆p (which is in the

denominator of n = −2 ln(α)
∆p2 ) is bounded away from 0 as ε goes to 0.

Note this result implies the growth in the expected cost due to n will be

due solely to ln(α).

We will require two results for the proof of the proposition.
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First, a fact: suppose z is an eigenvalue of −∆η,~w on [0, L]2. Then z2/c2 is

an eigenvalue of −∆η′,c ~w on [0, cL]2, where

η′ = η −
∑
n

(
λ2
n

λ2
n + 1 −

λ2
n

λ2
n + 1/c4

)
.

This is easily checked by plugging into the quantization condition. The upshot is

the eigenvalues of −∆η scale like 1/L2.

Next, we have:

Lemma 4.5.4. dp = 〈ψg |X |ψe〉 scales like L, where ψg, ψe are the normalized

ground and first excited states of −∆η.

Proof. Recall the unnormalized eigenfunctions are of the form

ψz =
∑

~n∈Z+×Z+

ϕ~n(~w)
λ~n − z

ϕ~n .

Thus, we have

dp = 〈ψg |X |ψe〉 = 1
‖ψg‖‖ψe‖

∑
~n,~m

ϕ~n(~w)ϕ~m(~w)
(λ~n − g)(λ~m − e)

〈ϕ~n(~x) |X |ϕ~m(~x)〉 .

Now we count up the Ls that appear in the various factors.

Using a symbolic calculation program, we find that 〈ϕ~n(~x) |X |ϕ~m(~x)〉 is

zero except when m2 = n2 and m1,m2 differ in parity, in which case the result is

8m1n1L

(m2
1 − n2

1)2π2 .

The middle factor
ϕ~n(~w)ϕ~m(~w)

(λ~n − g)(λ~m − e)
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has a 1/L2 in its numerator from ϕ~n and ϕ~m: recall that ϕ~k = 2
L

sin (kxπ
L
x) sin (kyπ

L
y).

The denominator has two factors, each of which scales like 1/L2 (recall that the

eigenvalues of−∆ scale like L2, as do those of−∆η if η is properly managed). Thus,

we get a factor of L4 from the denominator, which cancels with the numerator to

leave a total of L2 from the middle factor.

That leaves the normalizing factors. The squared norm of ψz is given by

〈ψz, ψz〉 =
∑
~n

|ϕ~n(~w)|2
(λ~n − z)2 .

The numerator contributes 1/L2 and the denominator contributes L4, so that the

squared norm scales like L2; hence, the norm scales like L. Thus, from 1
‖ψg‖‖ψe‖ ,

we get a 1/L2.

Putting it all together – L, 1/L2, L2 – we get an overall scaling by L, proving

the result.

A quick note: we can do the same computation for the S1. While we solved

the system without the aid of self-adjoint extensions, we would have gotten the

same results. However, the self-adjoint extension theory would have given us the

L2 expansion of the eigenfunctions, allowing us to easily compute dp as above,

instead of relying on symbolic calculation software. We would have found that

dp scales like L for the circle, as well. This is the result referred to immediately

preceding the start of Section 3.3.

Now we can prove the proposition.

Proof. To bound ∆p2 from below, we can fix p1 and then show that p2 can be
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bounded away from it.

Fixing p1 is easy: p1(tc) = sin2 ( 16A
18π2Ltc) depends only on L and tc. If we

grow tc to keep εtc fixed, then p1 will remain fixed. This means that tc will scale

as 1/ε =
√
N . Note the difference from the case of the circle: we still have a factor

of 1/ε, but the formula relating ε to N has changed!

Recall we don’t know the value of p2; we get a bound on it by doing the

overlapping checks to get a bound on r and the detuning ∆. To bound p2, first we

recall from (2.5) that

p2(t) = (dpA)2

Ω2
R,p

sin2 (ΩR,p

2 t) = (dpA)2

∆2 + (dpA)2 sin2 (ΩR,p

2 t) ,

which is clearly bounded by (dpA)2

∆2+(dpA)2 . The lemma we just proved tells us that dp

shrinks as ε does. Thus, if we can show that our lower bound on ∆ is growing,

we’ll have p2 shrinking as ε goes to 0.

The detuning ∆ is ∆Ep − ∆En, since we set the frequency of the field,

ω, equal to ∆En. Recall we have ∆En = 3 π2

L2 . Furthermore, recalling the fact

preceding this proof, we know that if η is managed properly, both the energy levels

of ψg, ψe will scale precisely by 1/L2. Thus, if the relative location of the potential

in the box were fixed, the energy gaps would scale precisely by 1/L2. Hence, if we

scale r to keep r/ε and R fixed, our lower bound on the difference of the energy

gaps also scales precisely by 1/L2, so our bound on the detuning ∆ is growing.

Hence, p2 tends to 0, and ∆p2 goes to p2
1.

We can now derive the scaling of the cost of the algorithm, using the given
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choice of scaling of the parameters.

Theorem 4.5.5. There is a choice of scaling of the parameters so that E(cost) =

(ts + nRtc)/pε is O(N
√
N lnN).

Proof. If we combine the last three propositions, we get

E(cost) = (ts + nRtc)/pε

= (ts −
2 ln(α)

∆p2 R
t′c
ε

)/cε2

= 1
c
N(ts + 2 ln(δ′N)

∆p2 Rt′c
√
N) ,

(4.1)

whose highest order term is 2Rt′c
c∆p2N

√
N ln (δ′N).
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Appendix A

Square-root Measurement in the

Continuum

A.1 Quantum State Discrimination

Challenge. Suppose your friend presents you with a quantum state ψ picked from

an ensemble {ψi, pi}ni=1. She challenges you to guess which ψi she chose. What is

your best strategy? How well can you do?

The challenge described above is known as the problem of quantum state dis-

crimination. In quantum state discrimination, the allowed measurements are more

general than the usual projective measurements: they are known as POVMs (posi-

tive operator-valued measurements). A POVM is given by a collection of operators

{Πi}i that are positive semi-definite and sum to the identity. When the POVM

measures a system in state ψj, it detects or returns the value i with probability
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〈ψj |Πi |ψj〉. There are different metrics of success for a POVM; we are concerned

here with minimizing the probability of detection error, 1−∑i 〈ψi |Πi |ψi〉.

One of the POVMs used in quantum state discrimination is the square-

root measurement (SRM). It was first introduced as the pretty good measurement

(PGM) [HW94]. It’s been shown that for an ensemble with geometric uniformity

(that is, when there is a group acting transitively on the states of the ensemble),

the SRM is optimal in the sense of minimizing the probability of detection error

[EF01]. It’s given by the operators Πi = ρ−
1
2 |ψi〉 〈ψi| ρ−

1
2 , where ρ = ∑

i |ψi〉 〈ψi|.

A.2 SRM for a Geometrically Uniform Ensemble

on a Torus

In the quantum search algorithm on a manifold, our goal is to find the

marked point w ∈ M . During the search phase of the algorithm, we initialize the

system in the uniform state and let it evolve for some time ts. At that moment, the

system is in the state ψw, which is unknown to us, since w is unknown. Finding the

marked point w is equivalent to the quantum state discrimination problem given

the uniform ensemble {ψw}w∈M .

Note, however, that if the marked point were some w′ instead, the state of

the system ψw′ would be some sort of shift of ψw by a transformation S(w,w′).

In particular, on S1, the various states are just rotations of each other: ψw′(x) =

ψw(x − (w′ − w)). Thus they’re related to each other by the action of the group
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S1. Similarly, on the torus T 2, the various states are just translates of each other

(modulo the torus boundary conditions), and thus they’re related by the action of

the group T 2 = S1 × S1. That is, we have a geometrically uniform ensemble.

We now have a general problem: given a set of states on the manifold T d

generated from a single state ψ0 by the action of the group T d, can we perform

quantum state discrimination to determine with which ψw we are presented?

It would seem that perhaps the continuous version of the SRM might be

the POVM to use in this continuous geometrically uniform problem. In fact, there

are results showing the SRM is optimal in the continuous setting as well [Chi06].

The continuous SRM is given by the operators

Πθ = ρ−
1
2 |ψθ〉 〈ψθ| ρ−

1
2 ,

where ρ =
∫
|ψθ〉 〈ψθ| dθ. Since we’re working in a continuous setting, we have a

density, rather than probabilities: when the state is ψw, the output of the SRM is

given by a random variable X with probability density function

fX(θ) = 〈ψw|Πθ |ψw〉 = 〈ψw| ρ−
1
2 |ψθ〉 〈ψθ| ρ−

1
2 |ψw〉 = |〈ψw| ρ−

1
2 |ψθ〉|2 .

We find a formula for the SRM density in terms of the Fourier coefficients

of the state ψ0. We will state and prove this for S1, but the analogous statement

for T d can be proven in exactly the same way.

Proposition A.2.1. Let ψ0 be a quantum state on S1 = [−L
2 ,

L
2 ]/∂, and let ψθ :=
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ψ0(x− θ). Then the pdf describing the outcome of the SRM when in state ψw is

〈ψw|Πθ |ψw〉 = 1
L

+ 2
L

∑
m>n

|am||an| cos
(2π
L

(m− n)(θ − w)
)
,

where the sum is over unordered pairs m,n ∈ Z, and the an are the Fourier coef-

ficients of

ψ0 =
∑
n

an exp
(
i
2π
L
nx
)
/
√
L .

Proof. We first work out a formula for ρ. Using the Fourier expansion of ψ0, we

see that

ψθ =
∑
n

an exp
(
−i2π

L
nθ
)

exp
(
i
2π
L
nx
)
/
√
L .

Writing |n〉 = exp
(
i2π
L
nx
)
/
√
L, we have

ρ =
∫ (∑

m

am exp
(
−i2π

L
mθ

)
|m〉

)(∑
n

an exp
(
i
2π
L
nθ
)
〈n|
)
dθ

= L
∑
n

|an|2 |n〉 〈n|

= L
∑
n

|an|2Pn ,

(A.1)

where Pn is the projection onto the nth Fourier component.

We’ve diagonalized ρ, allowing us to raise it to the −1
2 power (by which we

mean, take the square root of the pseudoinverse):

ρ−
1
2 = 1√

L

∑
n

|an|−1Pn .

We begin to calculate |〈ψw| ρ−
1
2 |ψθ〉|2 step by step. First,

ρ−
1
2ψθ =

(
1√
L

∑
n

|an|−1Pn

)(∑
m

am exp
(
−i2π

L
mθ

)
|m〉

)

= 1√
L

∑
n

|an|−1an exp
(
−i2π

L
nθ
)
|n〉 .

(A.2)
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Now taking the inner product with ψw, we have

〈ψw| ρ−
1
2 |ψθ〉 = 〈ψw|

1√
L

∑
n

|an|−1an exp
(
−i2π

L
nθ
)
|n〉

=
(∑

m

am exp
(
i
2π
L
mw

)
〈m|

)(
1√
L

∑
n

|an|−1an exp
(
−i2π

L
nθ
)
|n〉
)

= 1√
L

∑
n

|an| exp
(
i
2π
L
n(w − θ)

)
.

(A.3)

Taking the square modulus of that, we get the result:

|〈ψw| ρ−
1
2 |ψθ〉|2 =

∣∣∣∣∣ 1√
L

∑
n

|an| exp
(
i
2π
L
n(w − θ)

)∣∣∣∣∣
2

= 1
L

+ 2
L

∑
m>n

|am||an| cos
(2π
L

(m− n)(θ − w)
)
,

(A.4)

where the 1 comes from the diagonal terms giving the norm of a unit-norm state,

and the cosines are from pairing up cross terms corresponding to (m,n) and (n,m).

The formula for T d is nearly identical: the L−1 on the outside becomes an

L−d, and we sum over vectors ~m,~n ∈ Zd instead of integers m,n.

Now suppose we wish to use the SRM for quantum search; let’s consider

search on the circle. Let ψ0(x, t) be the state of the system if prepared in the

uniform state and evolved for time t, if the potential were located at 0. If the

potential were located at w instead, then ψw(t) = ψ0(x− w, t) would be the state

of the system after time t. If instead of a standard position measurement, we were

to perform the SRM, the probability of the result being in N(w, ε) would simply

be the integral of the pdf over N(w, ε).

So, for quantum search on S1, we would have:
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Corollary A.2.2. If our quantum search algorithm on S1 used the SRM in place

of the standard position measurement during the search phase, we would have

pε = 2
L

+ 4
L

∑
m>n

L|am||an|
2π(m− n) sin

(2π
L

(m− n)ε
)
.

Note pε is actually a function of t, as the an = an(t), the Fourier coefficients

of ψ(x, t), vary with t.

In the small ε limit, sin x tends to x, and thus pε is approximately

2ε
L

(
1 + 2

∑
m>n

|am||an|
)
.

(Note that we can do this because we may assume that for t in some bounded

range, nearly all of the bandwidth of ψ(x, t) is in the coefficients {a−N , . . . , aN},

so (m − n)ε is small for sufficiently small ε.) Thus, we see that when using the

SRM, maximizing the distinguishability of the translates of ψ has been reduced to

maximizing the sum of the cross terms of the Fourier coefficients of ψ. Note that

the limiting case of that would be when all the coefficients are equal, i.e., the Dirac

delta on S1, which certainly does maximize distinguishability from its rotations.

Some rough numerical results seemed to indicate that using the SRM in

place of the standard position measurement for quantum search on S1 would im-

prove the constant of the scaling, but not affect it otherwise. Obtaining numerical

results for the SRM is more computationally expensive than for the standard posi-

tion measurement. We solved the particle on S1 with a delta potential by expand-

ing in terms of a different basis (the energy eigenstates) than the Fourier basis, so
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approximating an entails finding the nth Fourier coefficient of many energy eigen-

states. That using the SRM didn’t improve the scaling of search is perhaps not

surprising: the SRM is optimal for quantum state discrimination, which can be

used for search, but isn’t the same thing.
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