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1. Introduction

A new theory of representation is proposed. The theory attempts to encompass representationzl
ideas that have emerged from different schools of thought, in particular from work in semantic
networks, frames, frame semantics, and Conceptual Dependency. The most important charac-
teristic of the theory is the elimination of the frame/slot distinction made in frame-based
languages (alternatively, case/slot distinction found in semantic network-based systems). In its
place is a new notion called the “Absolute/Aspectual’” distinction.

The theory described here provides a means of representation that has the following characteris-
tics: It is broad and uniform, applying to any number of semantic domains; it is object-oriented;
it contains a finite set of primitive epistimological relationships; it has the ability to create new
relationships; it is cognitively plausible (i. e., it may reflect how things are represented in the
mind); it conforms to other desirata for representations, such as canonical form and usefulness as
a memory organizer.

2. The Problem with Frames

As has been pointed out by Woods (1975) and Brachman (1979), the interpretation of most
semantic network formalisms is at best non-uniform. Attempts to address these inadequacies has
led to the development of systems such as KL-ONE (Brachman et al. 1979). The theory proposed
here similarly begins with a dissatisfaction with a number of existing formalisms. It ends up with
a new formalism that is not unlike KL.-ONE and its descendents in spirit. In detail, the formal-
ism described below makes some different distinctions, and in some cases directly opposes the par-
ticular decisions made in KL-ONE and other recent attempts at knowledge representation.

We begin with frame-based systems (Minsky 1975) rather than semantic networks as the starting
point. Research on frame-based systems have produced a number of interesting products, argu-
ably, Conceptual Dependency* (Schank 1975) and scripts (Schank and Abelson 1977), which were
specific to particular types of knowledge, and KRL (Bobrow and Winograd 1977), FRL (Roberts
and Goldstein 1977) and FRAIL (Charniak et al. 1983), which were intended as general frame-
works for representation.

In all the general frame languages, it is possible to define frames, and include in the definitions

¢Conceptual Dependency preceeded frames historically, but was based on “case frames” that were frame-like in
the Minsky sense.
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assertions about what slots the frame has. It is also possible to write down arbitrary constraints
on what may fill these slots, and to specify defaults for subclasses or instances of that frame. For
example, one can define a ‘‘Person” frame, and specify that it takes slots for '‘Age”, ‘Name”,
and “Address’’. In effect, such a frame system would be quite similar to a semantic network with
a node for Person from which emanated links for Age, Name and Address.

Problem 1: The Meaning of a Slot is Completely Unconstrained

Despite the apparent usefulness of frames, what it means to be a slot in a frame is just as ill-
defined as what it means to be a link in a network*. In particular, the meaning of a slot appears
only procedurally, if at all. For example, if we fill the Address slot for some Person with ‘‘393
Foxon Road”, this presumably means that that person’s place of residence is at the location so
designated. However, filling in the Name slot with ' John Smith'’ means that the person is called
by this name. Unfortunately, this difference in meaning appears only in the way various routines
happen to manipulate those slots, i. e., it is encoded procedurally, and therefore, outside of the
formal system of representation.

Problem 2: What May be a Slot in a Frame is Completely Unconstrained

There also appears to be no “in principle’”’ answer to the question of which frames can support
which slots. For example, if we allow Age to be a slot in Person, and Father (to be filled by the
Person’s father) to be a slot in Person, could we allow Father's-Age to be a slot? How about
Person’s best friends between the ages of 25 and 35? Regardless of our own intuitions, the frame
languages do not distinguish the suitability one from another.

In actual practice, frame systems users appear to represent such knowledge outside the frame sys-
tem. For example, ‘‘best friends between the ages of 25 and 35" might be represented as a con-
junction in a predicate calculus-like formalism. The problem with this is that now there are two
systems of representation. We have no way of decide what would be represented in which, or
what it would mean to represent it one way rather than the other.

Problem 3: Many Concepts Do Not Get Defined

Most importantly, what we have been calling “slots'’ seem to be perfectly good structured con-
cepts in their own right. These concepts are not only undefined - they tend to be completely
unrecognized in frame systems. For example, the concept of Age has a perfectly well-defined
meaning (in fact, more so that does Person). Namely, the Age ‘‘slot” implicitly refers to a con-
cept which is the amount of time since the creation of an object to some other moment in time.
Similarly, Address is a ‘‘referring object’” for a building; Name is a “‘referring object” for a per-
son.

In sum, frame systems tend to divide up the world into frames and slots, the latter not having

true concept status. But the latter do appear to be full-fledged concepts. Frame systems neither
recognize this fact nor allow for the expression of the meaning of these items.

3. KODIAK

KODIAK (Keystone to Overall Design for Integration and Application of Knowledge) is a
knowledge representation language being created at the Berkeley Artificial Intellgience Research

#Charniak, Riesbeck and McDermott (1980) talk about these languages as “‘form languages” This nomencla-
ture suggests, I think correctly, that the formalism is more of a form to collect knowledge than a representation
of that knowledge.
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Project that attempts to redress the above grievences. We view KODIAK as an extention of
frames. However, the system is actually no more frame-like than semantic-network-like (which

also appears to be the case for the more advanced semantic-network derived languages like KL-
ONE).

Like KL-ONE, the primary structure of KODIAK is the Concept. However, there is no notion of
role, slot or case. Instead, the idea of have a slot or role is replaced by one of a set of primitive
epistemological relations. This relation is called MANIFEST. A Concept is in a MANIFEST
relation to another Concept when, intuitively, the first Concept “‘has" the second Concept as a
property. For example, if we want to indicate that physical objects have ages, we could assert
that the Concept Physical-Object MANIFESTSs the Age Concept*. Furthermore, once the
MANIFEST relation has been asserted to exist between two Concepts, a new relation comes
into existence. This relation lets us assert that particular kinds (or instances) of one Concept can
MANIFEST particular kinds (or instances) of the other. If Concept! MANIFESTs Concept?,
say, then we name this relationship ‘‘Concept2-of-Conceptl''. We call such a relationship an
aspectual. In contrast, we call all other Concepts, such as Age and Physical-Object, abso-
lutes.

For example, if we assert that Physleal-Object MANIFESTs Age, then the aspectual relation
Age-of-Physical-ObjJect comes into existence. We can use this relation to assert the age of
some particular physical object, among other things.

The intuition behind the idea of aspectuals to capture the dual use of terms like “name’’ and
“color’’. When we talk of the “‘name of'’ someone or the ‘“color of"' an object, the claim is, we
are referring to color as an aspectual (more properly, we are referring to the
Color-of-Physical-Object aspectual). When we say “red is a color’’, we are talking about both
Color and Red as Conceptual categories. Similarly, Age is the Concept of age, but
Age-of-Physlcal-Object is the “age” implicitly referred to in “‘John is twelve years old”.

In effect, we have split the idea of slot into several parts. One is the idea that a ‘‘frame’ can
have a slot of a certain type (this is expressed by the MANIFEST assertion); another is the
Concept that is the slot (this is represented as another, in principle independent, Concept);
finally, there is the fact that particulars or subtypes of the “frame’” and MANIFESTed Concept
can be in a relation of this sort to one another (this is enabled by the semantics of MANIFEST,
and expressed by a particular derivative aspectual relation assertion).

It is awkward to talk about the assertion of a relation between two Concepts. Therefore, I shall
loosely refer to such an assertion as a /ink, and depict it graphically as such.

The advantage of this formulation is that we can provide explicit definitions for and assertions
about Concepts such as Age. In a traditional frame based system, such Concepts could not be
predicated about explicitly.

For example, we would like to assert that the Concept Age is the difference between the creation
time of an object and some other time (usually Now). To do so, we need to introduce some addi-
tional epistemological relations.

*Of course, we may want to assert this fact about zome category more general than Physical-Object, so it
would be meaningful to talk about the age of an idea, for example. In this paper, I shall not be ternibly con-
cerned about the correctness any such assertion. Instead, I will use categonies that are familiar rather than
those that may be technically necessary to describe properly a conception of the world.
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4. Primitive Eplstemological Relations

In KODIAK, the following set of epistemological relations is supposed:

MANIFEST

The semantics of MANIFEST is described above. We indicate this relation graphically by a
directed arrow labelled “‘u’'. Formally (i. e., in non-pictorial language) we indicate this by the
form (MANIFEST Concept Property-Concept). For example, to indicate that a
Physical-Object has an Age and a Color, we can draw the following:

Physical-Object — > Age

5‘1‘\\
Color

Similar, we can indicate that an Action has an Actor:
Actlon - /> Actor

These examples illustrate several different kinds of MANIFESTation. Maida (1984) has sug-
gested that Concepts like Actlon MANIFEST Actor definitionally (i. e., the Concept Actor is
defined in terms of the Concept Action), whereas Concepts like Physlcal-Object MANIFEST
Color assertionally (i. e., this asserts a true but non-definitional fact about the world). In addi-
tion, we suggest that Physlcal-Object MANIFESTs Age derivatively (i. e., the definition of
Age entails this particular MANIFEST relation). See Maida (1984) for a further exploration of
these ideas.

DOMINATE

This is a “‘structured inheritence’ relation between Concepts. Its semantics is essentially ISA.
We indicate it graphically by a link labelled “D’” and formally by an expression of the form
(DOMINATE general-concept specific-concept).

To indicate the relations between the parts of one Concept and those of a Concept that
DOMINATESs it, we use an informal relation called ‘‘role-play’’. For technical reasons, this
relation is implemented in terms of another, so it is not a true relation of the system. Neverthe-
less, it is convenient for expositional purposes.

As an example, we propose that there exists a type of Event called Causal, which
MANIFESTSs a Cause and an Effect. If we accept the interpretation that Kill means ‘‘cause to
die'', this can be represented by specifying a Concept Kill which MANIFESTSs, among other
things, a Kill-Vietim and a Kill-Death-Event. The latter Concept is represented as meaning
that the Kill-Victim died. We want to establish the meaning of Kill now by saying, intuitively,
that Kill-Death-Event plays the role of the Cause, when Kill is viewed as a Causal event.

Rather than introduce an explicit role-play relation, however, we take advantage of the fact that
the MANIFEST relations between Causal and Effect and between KIill and
Kill-Death-Event give rise to aspectuals. In particular, they create the aspectuals
Effect-of-Causal and Kill-Death-event-of-KIill. Since aspectuals are full-fledged Concepts in
KODIAK, we can represent the role-play relation simply by asserting that the latter aspecutal is
DOMINATEGd by the former. Thus we have the following graphic depiction:



Event

I Cause
* Effect
"2 Kill-Cause Death
Y
-"Kul-ne.zh-;:y/ Dier
¥
¥ Kill-Vietint

First, note that these terms refer to the actual Concepts. For example, the term Cause refers to
the idea of ‘‘cause’’, and the term a Effect to the idea of “effect’’. These are not meaningless
placeholders in a form.

Second, much has been omitted in this diagram, for example, the semantics of Cause, Effect and
Death. These are of course a crucial part of the overall system, and are omitted here for
simplicity's sake.

Third, note that some Concepts, for example, Klll-Cause, have no additional semantics associ-
ated with them. That is, this is an “‘empty” Concept. Kl could have inherited the general
Cause from Causal, so in this case the new name is not strictly necessary. However, it would
become necessary if we wanted to make an assertion about the Cause of a Kill event. In con-
trast, the Concept Kill-Death-Event has an explicit definition as a kind of Death event.

INSTANTIATE

This relation holds when one Concept is to be considered as an instance of another. Its depiction
is similar to that for DOMINATEs. For example, the fact that some Concept represents an
individual human being would be represented by an INSTANTIATE link between that Concept
and the Concep! Person. Similarly, a particular killing event would be represented by an
INSTANTIATE link between the particular event Concept and the Concept KIill.

Like DOMINATE, INSTANTIATE allows for ‘“‘role-play” relations between the respective
MANIFESTed Concepts. For example, to represent the event in which John was killed, we
create a new Concept. We call this Concept Event100, to suggest mneumonically that it is an
event, and to indicate that such Concepts are rather numerous. Similarly, John7 denotes the
Concept of the person named “John.”" We then indicate that Event100 INSTANTIATEs
Kill, and that John7 plays the role of the Klll-Vletim:

Kill
f \ﬂi‘r“ﬂ(m—v}ctlm
L *
| i

Event100 l

\)&'JJ ohn7

Again, the representation shown here is abbreviated. For example, the link between John7 and
Person is not shown, nor is the information that the first name of John7 is ‘“John.”
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Note that in KODIAK, there is no such thing as an individual per se. Rather, the notion of an
individual is meaningful only with respect to another concept. For example, all of the rather gen-
eral category concepts mentioned above may be individuals of other categories. For example, all
of them could be individuals of the Concept Category, should we introduce such a term in the
system. The properties of some individuals that usually leads to typing objects “individual” or
““generic,”" as in KL-ONE, are here considered to be peculiar properties of physical objects rather
than something intrinsic to individuals.

As a further example, consider the War and Peace problem. The book War and Peace is an
individual of the Concept Book. However, the particular copy of War and Peace sitting on my
shelfl is appears to be in the same relationship to the Concept War and Peace as that Concept
is to the Concept Book. This situation can be represented in KODIAK by asserting that the
Concept War and Peace INSTANTIATESs the Concept Book, and that the particular copy of
a book INSTANTIATESs the Concept War and Peace.

VIEW

An important aspect of the theory underlying KODIAK is that conceptual structure is not monol-
ithic or static. In particular, we want to be able to talking about viewing one Concept in terms
of another. This idea was first suggested as a representational technique in KRL (Bobrow and
Winograd 1977). KRL does not admit to a notion of definition, and treats all perspectives as
equally valid. We do not adopt this extreme position, but want to allow the flexibility of viewing
a (possibly defined) Concept as something other than its ‘“‘ordinary” interpretation.

For example, it is desirable to realize that a person can have properties, such as weight and color,
that are generally considered to be general properties of all physical objects. In most representa-
tional schemes, to capitalize on this knowledge about physical objects, it 15 necessary to assert
that persons are a kind of physical object. This is peculiar, because such a view of people is at
odds with a normal working distinction between people and physical objects.

In KODIAK, we resolve this problem by introducing the relation VIEW. VIEW is similar to
DOMINATE, except that it does not imply a primary or definitional status to the relation. For
example, in KODIAK, we can assert that Person is DOMINATEd by Living-Thing, or some
such Concept, and also assert that we can VIEW Person as a Physlcal-Object.

VIEW is more complicated than the other relations we have seen. This is the case because the
VIEW of one object as another is itself a full-fledge Concept. For example, the VIEW of a
Person as a Physlcal-Object is itself the Concept Body. Thus we represent VIEWSs as three-
part relations. We depict this graphically as follows:

Physical-Object

Body s 2 ] v

Person

Formally, we can say that (VIEW wviewed-concepted viewed-as-concept view-concept), meaning
that view-concept is viewed-concept viewed as viewed- gas-concept.

As is the case with DOMINATE, we can elaborate on a view by specifying additional VIEWSs
between the derived aspectuals of the Concepts participating in the relation.

One application of VIEW is to express some of the notions that arise in frame semantics
(Fillmore and Kay 1980). In this system, some concepts are defined in reference to a background
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frame. For example, “buying'' and '‘selling'’ are defined in reference to the frame for “commer-
cial transaction”. We can represent this with VIEW as follows:

Actl\ou‘—_“ & JActor
\ %

Sell - Ly
Commerclal—'l‘ra.nanctlon Seller

\ Buyer

—~>Goods
‘Money

Buy is defined similarly.

GENERIC-INDIVIDUAL

This relation is used to define a Concept that acts as an exemplar of another Concept. Properties
that are typically true of a Concept but not strictly necessary may be asserted about a Concept
that is in a GENERIC-INDIVIDUAL relation to another Concept. Information about “proto-
types'' can be accommodated in this manner. GENERIC-INDIVIDUAL is similar to the
*TYPE feature of Fahlman’s NETL system (Fahlman 1979).

EQUATE

This relation is used to show that two descriptions are co-referential. We shall not elaborate on
its use here.

6. Examples

Age

As mentioned about, a strong motivation for KODIAK was to be able to represent the semantics
of concepts like ‘‘age”’. Given the above relations, we can define an Age Concept which is the
difference between the creation of a thing and some other time:

Difference
\\%Subtrahend St*t:e— hange
Minuend | WEInitial-State
-j\‘ Difference-Result pi \ de State

Creatlon-Eve t
“Creation-Tim& K\{iObjecb-Not-Exht
“Reference-Time *Object-Exist

.

In this representation, Age is represented as a Difference-Result of the Difference between
Creatlon-Time and a reference point. Creatlon-Time is further defined, although the represen-
tation of Object-Exist, etc., is abbreviated.

Actlon

In KODIAK, an Aectlon is just acother type of Causal-Event. In particular, it is the class of
such events where the Cause is the Actor willing some intended state. We can thus represent
the general idea of Actlon as follows:
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Causal-Event,

\; #Cause |

.‘Eﬂ'ect ;
| 0

3 er P '
“Willed-Propositign ‘
\\ Al:tﬂl"‘

T——"N" Action

# Actor

Here we neglect to represent that the Concept WIll is a kind of Mental-State.

8. Processing and Representation

One advantage of this representation is that it allows for the full and deep meaning representa-
tion, but, at the same time, has the property that simple linguistic forms (i. e., one’s that seem to
be easily understood) can be easily represented. For example, to represent the fact “Bill was
killed"”, we need only create a new symbol designating the particular event, and a new symbol
designating the person and then grow the appropriate links. To represent ‘‘John killed Bill”, we
could add further links indicating that the symbol designating the new event is also an Actlon,
with the symbol designating ‘‘John’’ being the Actor.

Now, if we wished to represent ‘‘John killed Bill intentionally', we would first have to have
represented the Concep! Intended-Actlon. This could be represented as a kind of Aetlon in
which the Actor Willing something is the actual Cause of that thing. Then the representation
of the sentence just entails an additional link to this Concept.

The advantage here is that we capture the full semantics of these sentences, but do not require
processing that seems out of line with the ease with which these sentences can be understood.

7. Conclusions

An outstanding feature of KODIAK is the proliferation of concepts. Rather than a small set of
semantic notions from which all meaning is derived, there will end up being many more concepts
in KODIAK than there are words of a given language. This does not appear to be problematic,
because even more reductionistic systems seem to end up with such concepts. For example, the
various knowledge structures of proposed by Schank seem to posit the existence of a large class of
elements similar to those explicitly acknowledged in KODIAK. What we have attempted to pro-
vide is a uniform means to represent these notions, independent of their particular semantic con-
cept.

Of course, there are many representational problems which the current system does not address.
However, most of these appear to be problematic for all systems. We are hopeful that the frame-
work established in KODIAK will be able to accommodate solutions to these problems without
radical changes, although we have not had enough experience with the system to support such a
claim.
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