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Abstract

Understanding the Properties of the Intergalactic Medium through

High-Performance Cosmological Simulations.

by

Bruno Villasenor Alvarez

Understanding the evolution of the intergalactic medium (IGM) and how large-

scale structures in the Universe develop over cosmic history represents one of the funda-

mental goals of modern astrophysics. The filamentary network of dark matter and gas,

known as the “cosmic web” encodes information about the relative abundance of baryons

and dark matter, the evolution of the radiation emitted by galaxies and quasars, the

expansion history of the Universe, the nature and properties of the dark matter particle

and the mass of neutrinos, among other relevant physics. The Lyman-α forest originates

from the absorption signature that cosmic neutral hydrogen imprints on the spectra of

distant quasars. Therefore, the forest provides a blueprint of the cosmic web, making

it a primary probe of the properties of the IGM. The promise of the Lyman-α forest

for constraining the nature of dark matter and dark energy has in part motivated the

construction of the Dark Energy Spectroscopic Instrument (DESI), which will measure

absorption line spectra from nearly a million distant quasars.

To extract the physics encoded in the observations of the Lyman-α forest, one

requires sophisticated numerical simulations. For my thesis, I have extended the GPU-

native hydrodynamical solver Cholla to run cosmological simulations. Using Cholla on

xxi



the largest supercomputers in the world, we have been able to run over 1500 high-

resolution simulations that vary the physical models that shape the structure of the

forest, allowing us to study the properties of the IGM with unprecedented detail.

This thesis presents an analysis of the impact on the IGM from different mod-

els for the photoionization and photoheating due to the metagalactic UVB radiation

emitted by early galaxies and quasars. When comparing the Lyman-α forest from

simulations that apply current models for the UVB to observations, we find that the

models fail to reproduce the evolution of the statistical properties from the observa-

tional measurements. From a Bayesian approach where we compared the simulations to

observations of the Lya forest, we were able to improve the current models and provide

a better fit to the observations. Our best-fit model provides an inference of the thermal

and ionization history of the IGM post-reionization consistent with other independent

determinations.

Additionally, this thesis presents the results from our comparison of high-

resolution observations of the Lya forest power spectrum to a massive grid of 1080

simulations that simultaneously vary the mass of a possible WDM candidate and the

thermal history of the IGM. Interestingly, we find that a WDM particle mass of 4.5 keV

provides a formally better fit to the small-scale power spectrum than Lambda-CDM,

which motivates continued observational experiments of the Lyman-α forest.
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Chapter 1

Introduction

1.1 The Lyman-α Forest

Understanding how large-scale structures in the Universe develop over cosmic

history represents one of the fundamental goals of modern astrophysics. The filamen-

tary network of dark matter and gas known as the “cosmic web” encodes information

about the relative abundance of baryons and dark matter, the evolution of the radiation

emitted by galaxies and quasars, the expansion history of the Universe, the nature and

properties of the dark matter particle and the mass of neutrinos, among other relevant

physics (for a review, see McQuinn 2016). The Lyman-α forest provides a primary

probe of the properties of the cosmic web (Gunn & Peterson 1965). The Lyman-α

forest arises from a set of absorption lines observed in the spectra of distant quasars

that originate when the traveling light from the quasar encounters clouds of neutral

hydrogen in the intergalactic medium (IGM). Photons with the energy of the Lyman-α

transition of hydrogen are scattered, producing the absorption features in the spectra
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(e.g., Hernquist et al. 1996; Croft et al. 1998a; Madau et al. 1999; Meiksin 2009a; Slosar

et al. 2011; McQuinn 2016; Worseck et al. 2019).

The Lyman-α forest comprises a powerful tool for cosmology as it allows us

to detect the diffuse gas in the Universe, providing us with a blueprint of the cosmic

web. The promise of the Lyman-α forest for constraining the nature of dark matter and

dark energy has in part motivated the construction of the Dark Energy Spectroscopic

Instrument (DESI), which will measure absorption line spectra from nearly a million

of distant quasars enabling the measurement of the baryon acoustic oscillations in the

forest with unprecedented precision (DESI Collaboration et al. 2016a,b). One of the

principal statistics that can be obtained from the Lyman-α forest is the power spectrum

of the fluctuations in the Lyman-α transmitted flux. On large scales, the power spectrum

informs us of the ionization state of hydrogen in the IGM, while the small-scale power

spectrum encodes information about the temperature of the cosmic gas, the possibility

of a ”warm” dark matter particle, and the mass of neutrinos from their effect suppressing

small-scale structure formation (e.g., Lukić et al. 2015; Rorai et al. 2017; Sorini et al.

2018; Krolewski et al. 2018). These exciting possibilities will be measurable from the

small scales of the power spectrum taken from large numbers of high-resolution spectra

observed by new generation facilities like DESI.

1.2 Modeling the Properties of the IGM

To extract the physics encoded in the Lyman-α forest, one requires sophis-

ticated cosmological hydrodynamical simulations that solve the dynamics of the dark
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matter and the gas in the Universe (e.g., Cen et al. 1994; Hernquist et al. 1996). These

simulations initiate with a matter distribution consistent with the statistical properties

of the Cosmic Microwave Background (CMB) and evolve the gravitational collapse of

the small initial density fluctuations into the large-scale matter distribution that we

observe today (Planck Collaboration et al. 2020). To resolve to properties of the cosmic

web in simulations, we must evolve boxes that represent large cosmological volumes

(∼ 100Mpc per side) with high resolution across the entire box (∼ 40kpc) making this

type of calculations exceptionally computationally demanding.

Comparing the statistical properties of the Lyman-α forest measured from the

simulations to the observations allows us to distinguish which physical models repro-

duce the structure of the gas in the Universe (e.g., Oñorbe et al. 2017b; Gnedin et al.

2017; Davies et al. 2018a; Hiss et al. 2018; D’Aloisio et al. 2019; Faucher-Giguère 2020).

Achieving this goal challenges our current state-of-the-art models as a plethora of yet

unconstrained physical processes shape the distribution of cosmic gas, and so identifying

the models that best reproduce the observations requires sampling over many simula-

tions that span a wide variety of physical models. Running thousands of high-resolution

cosmological simulations poses a colossal endeavor and can only be accomplished by

making use of the largest supercomputers in the world that leverage massively parallel

architectures in the form of graphical processing units (GPUs).

Using the largest supercomputers in the world requires specialized software

that can run natively on GPUs. This requirement motivated the development of

Cholla by Evan Schneider and Brant Robertson (Schneider & Robertson 2015). Cholla rep-
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resents a state-of-the-art hydrodynamics solver designed to run entirely on GPUs. Using

Cholla Schneider & Robertson were able to simulate a disk galaxy with unprecedented

resolution and study the galactic winds around it (Schneider & Robertson 2017, 2018;

Schneider et al. 2018, 2020). For my thesis, I have extended Cholla to run cosmological

simulations. For this purpose, I developed the following physics modules into Cholla:

(i) An FFT-based Poisson solver to compute the gravitational potential and account for

self-gravity when solving the hydrodynamics. (ii) An N-Body integrator to evolve the

dynamics of the dark matter particles. (iii) A comoving frame of reference to account

for the expansion of the Universe when integrating the evolution of the gas and the

dark matter, and (iv) a solver to evolve the ionization states of hydrogen and helium,

accounting for the radiative cooling of the gas and photoheating from the radiation of

the UV background. All of these components have been engineered to run entirely on

GPUs, making Cholla about 100 times faster than regular CPU-based codes. Using

Summit (Oak Ridge National Lab), which during the time that the work for this thesis

took place, was the most powerful supercomputer in the United States, we have proven

that Cholla scales well when running on more than 16,000 GPUs, and we ran over

1500 high-resolution cosmological hydrodynamical simulations, allowing us to study the

properties of the intergalactic medium with unprecedented detail.

1.3 Impact of the UVB Radiation on the IGM

In the first Chapter 2 of this thesis, I present the methodology used to imple-

ment the cosmological framework into Cholla, and we perform a study of the impact
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that different models for the evolution of the UV background have on the properties

of the Lyman-α forest. The metagalactic UV background is the radiation from star-

forming galaxies and active galactic nuclei (AGN) that permeates the IGM and ionizes

and heats the cosmic gas during the epochs of hydrogen and helium reionization (e.g.,

Haardt & Madau 2012; Robertson et al. 2015; Madau & Haardt 2015; Faucher-Giguère

2020). Understanding how reionization occurred and the nature of the early sources

that drove it forms one of the principal goals of modern astrophysics. Different models

have been proposed for the time evolution of the UV background. Each of them results

in a different reionization and thermal history of the IGM that affects the statistical

properties of the Lyman-α forest. By running a couple of high-resolution simulations

that adopt two models for the evolution of the UV background (Haardt & Madau (2012)

and Puchwein et al. (2019)), we examined the structure of the Lyman-α forest produced

by each model, and by comparing the power spectrum of the forest from the simulations

to the observational determinations, we concluded that both models failed to reproduce

the properties of the observed Lyman-α forest (Becker et al. 2013a; Viel et al. 2013a;

Walther et al. 2018; Boera et al. 2019; Chabanier et al. 2019b). Therefore, the ionization

and thermal histories of the IGM resulting from these models do not capture the real

evolution of the IGM (Villasenor et al. 2021a).

Motivated by the significant results obtained from our first study, for our

second project (Villasenor et al. 2021b), we aimed to modify the model for the UV

background from Puchwein et al. (2019) to achieve a better match with the observed

properties of the Lyman-α forest (Iršič et al. 2017b; Worseck et al. 2019; Boera et al.
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2019; Chabanier et al. 2019b). To this end, we performed an extensive suite of 400

cosmological simulations that vary the photoionization and photoheating rates from

the metagalactic background radiation and studied the different ionization and thermal

histories of the IGM they computed. We performed a Markov Chain Monte Carlo

(MCMC) analysis comparing the power spectrum of the Lyman-α forest and the effective

optical depth of the He II Lyα forest from the simulation grid to several observational

measurements and obtained a well-constrained model that reproduces the observations.

From this analysis, we were able to infer the thermal and ionization evolution of the

IGM. We obtained that hydrogen reionization completes by redshift z ∼ 6 in agreement

with recent determinations (Becker et al. 2001; Bosman et al. 2018; Becker et al. 2021;

Qin et al. 2021). Additionally, our model results in gas temperatures consistent with

other independent determinations from Bolton et al. (2014), Boera et al. (2019), Walther

et al. (2019), Gaikwad et al. (2020), and Gaikwad et al. (2021). This analysis and its

results are presented in Chapter 3 of this thesis.

1.4 Constraints on WDM from the Lyman-α Forest

It is overwhelmingly accepted that dark matter composes about 80% of all

matter in the Universe, and the Λ-cold dark matter (ΛCDM) cosmological paradigm

has proven immensely successful at matching a variety of observational determinations

on large scales (e.g., Chabanier et al. 2019a; Planck Collaboration et al. 2020). However,

on scales below a few Mpc, there exists tension between the predictions from the ΛCDM

model and observations as it appears that ΛCDM may predict an excess of small- scale
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systems than observed (Bullock & Boylan-Kolchin 2017). A possible solution for this

discrepancy could be that the dark matter in the Universe is “warm” (Bode et al. 2001).

Warm dark matter (WDM) particles with masses lighter than a few keV have significant

intrinsic velocities. These velocities interfere with the gravitational collapse of systems

and prevent the formation of structure on small scales, therefore suppressing small-

scale fluctuations in the Lyα forest. For this reason, the forest provides excellent means

to constrain models that describe the nature of dark matter (Seljak et al. 2006; Viel

et al. 2013a; Baur et al. 2016; Garzilli et al. 2019, 2021). For Villasenor et al. 2022a

(in prep.) we have run an unprecedented grid of 1,080 high-resolution cosmological

simulations that vary the mass of the dark matter particle and the thermal evolution of

the IGM. We compared the Lyman-α forest power spectrum from the simulations to the

observed power spectrum down to the smallest scales ever probed (Boera et al. 2019).

Interestingly, we find that a WDM particle mass of ∼ 4.2 keV is preferred over the CDM

model with a statistical significance of 2−3σ. While our result is not significant enough

to discard CDM as the prevailing model, our result motivates future experiments of the

Lyman-α forest. This analysis and its results are presented in Chapter 4.
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Chapter 2

Effects of Photoionization and

Photoheating on Lyman-α Forest

Properties from

Cholla Cosmological Simulations

2.1 Introduction

The absorption signatures of neutral hydrogen gas provide important obser-

vational probes of cosmological structure formation (Gunn & Peterson 1965). The

intergalactic medium traces the filamentary structure of the cosmic web, and the prop-

erties of H I absorption features (the “Lyman-α forest”) reflect the temperature and

density distribution of the medium that originate through the structure formation pro-
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cess and the photoheating from ionizing sources (e.g., Madau et al. 1999). This paper

presents the first results from the new Cholla IGM Photoheating Simulation (CHIPS)

suite of cosmological simulations of the Lyman-α forest performed with the Cholla code

(Schneider & Robertson 2015), comparing the statistics of the simulated Lyman-α forest

calculated using different photoionization and photoheating histories with the available

observational data at z ∼ 2− 5.

The Lyman-α forest originates in IGM gas that traces the matter density,

and its properties inform us about the relative abundance of baryons and dark matter,

the properties of dark matter including the matter power spectrum, the metagalactic

radiation field, and the expansion history of the universe including the role of dark energy

(for a review, see McQuinn 2016). The promise of the Lyman-α forest for constraining

the nature of dark matter and dark energy has in part motivated the construction of

the Dark Energy Spectroscopic Instrument, which will measure absorption line spectra

backlit by quasars at z > 2.1 and detect baryon acoustic oscillations in the cosmic web

(DESI Collaboration et al. 2016a,b).

Given its critical role as a probe of cosmic structure formation, the Lyman-

α forest was an early subject of hydrodynamical cosmological simulations (e.g., Cen et al.

1994; Hernquist et al. 1996). The prospect of measuring quasar absorption spectra

densely sampled on the sky over large statistical volumes has led to a resurgence of

cosmic web studies in the literature (e.g., Lukić et al. 2015; Sorini et al. 2018; Krolewski

et al. 2018). Owing to the power of DESI and other new spectroscopic facilities, the

driving focus of theoretical efforts is to study the physics that affect the fine details of
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the forest (e.g., Rorai et al. 2017). These physics include non-linear effects (Arinyo-

i-Prats et al. 2015), environment (Tonnesen et al. 2017), and how the forest evolves

to low redshifts (Khaire et al. 2019), but a consensus is building that the impact of

IGM heating history on the temperature structure of the Lyman-α forest is the most

critical to understand in detail (e.g., Hiss et al. 2018). The temperature structure affects

most strongly the shape of the absorption profiles that provide information about the

matter distribution, and without understanding the thermal structure of filaments the

full power of Lyman-α absorption line studies cannot be realized.

The statistical properties of the Lyman-α forest are primarily measured via

the “transmitted flux power spectrum”, which probes fluctuations in the opacity (and

therefore density, temperature and velocity field) of neutral hydrogen via transmission

of flux from background quasars or galaxies. Similarly to the matter power spectrum,

whose measurements extend to large (> 100 Mpc comoving) scales via galaxy spatial

correlations, the baryonic acoustic oscillations are probed by the Lyman-α forest cor-

relations at these large scales as well (e.g., Chabanier et al. 2019b). Structure in the

Lyman-α forest extends down to scales of ∼ 50 kpc comoving, where thermal pressure

smoothing becomes important (Kulkarni et al. 2015a). Simultaneously capturing rep-

resentative volumes while resolving the relevant spatial scales everywhere in the forest

presents a challenging goal for cosmological simulations.

While dark matter and cosmological structure formation erect the scaffolding

of the cosmic web, the temperature structure of the IGM depends on the competition be-

tween heating, radiative cooling, and adiabatic cooling via universal expansion. Heating

10



of the IGM predominately occurs via photoheating from excess energy deposited during

the photoionization of (most importantly) the H I and He II species. Observationally,

the Lyman-α forest probes redshifts z < 6 when H I has mostly been ionized. Be-

tween 4 . z . 6, the IGM temperature declines from a local maximum at the end

of H I reionization from which the IGM thermal structure inherits residual signatures

(Oñorbe et al. 2017b; Gnedin et al. 2017; Davies et al. 2018a; D’Aloisio et al. 2019;

Faucher-Giguère 2020). At redshifts z . 4, photoheating from the gradual ionization of

He II from quasars leads to a maximum IGM temperature sometime around z ∼ 3 (La

Plante et al. 2017; Schmidt et al. 2018). The low-redshift (2 . z . 4) IGM is therefore

heavily influenced by He II reionization (Worseck et al. 2016), and the helium Lyman-α

forest (La Plante et al. 2018) provides critical information on the ionizing flux from

quasars (La Plante et al. 2017; Schmidt et al. 2018).

At higher redshifts the ionizing flux from galaxies becomes increasingly im-

portant. The various transitions of the hydrogen Lyman series provide details on the

ionization state of the gas, and can constrain the post-reionization ionizing background

(Davies et al. 2018a). The hydrogen reionization process heats the IGM sufficiently to

leave residual signatures in the structure of the filaments (D’Aloisio et al. 2019). The

thermal evolution of the IGM, reflecting early z ∼ 6 heating from galaxies during H

reionization and late z ∼ 2 − 4 heating from QSOs during helium reionization, can

therefore be probed through the Lyman-α forest power spectrum (Walther et al. 2019).

By changing the thermal history of the IGM, the process of cosmic reionization

at z > 6 couples to the observed properties of the Lyman-α forest on small scales.
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Probes of reionization have become increasingly powerful, including quasar proximity

zones (Eilers et al. 2017) and the IGM damping wing (Davies et al. 2018b), the high-

redshift forest and post-reionization IGM (Oñorbe et al. 2017b; Gnedin et al. 2017),

and Lyman-α transmission spikes (Garaldi et al. 2019; Gaikwad et al. 2020). The

physics of reionization has driven a host of cosmological simulation efforts (e.g., Gnedin

& Kaurov 2014; Kaurov & Gnedin 2014, 2015; Trac et al. 2015; Gnedin 2016; Oñorbe

et al. 2017a; Doussot et al. 2019), but more work is required to connect these simulations

to the physics of the IGM at lower redshifts. Capturing fluctuations in the metagalactic

background (D’Aloisio et al. 2018) and the potential impact of rare AGN (D’Aloisio

et al. 2017) require large volumes (L ∼ 100h−1Mpc), but simultaneously maintaining

high spatial resolution in the IGM is computationally demanding.

Cholla models the baryionic component on a uniform Cartesian grid, and while

other approaches to solve the hydrodynamics can be employed such as SPH or AMR, for

which the computational power is commonly focused in solving the high density regions.

These approaches present some disadvantages compared to a uniform grid when applied

to the study of the IGM. For instance, the gas responsible for the Lyman-α forest is

low density gas that spans over most of the volume of the box, making the use of

AMR unnecessary and inefficient. Compared to an SPH approach, grid methods exhibit

other advantages such as a clearly defined spatial resolution instead of a fixed mass

resolution and generally a more accurate treatment of shocks and hydrodynamics. More

importantly, a uniform grid achieves a better sampling of the IGM when compared to an

AMR or SPH implementation that uses the same computational resources. Although,
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the advantages of a uniform grid come at a high computational cost if a high resolution

is maintained over large volumes.

To this end, our new CHIPS simulation suite uses the Graphics Processing

Unit (GPU)-native Cholla code (Schneider & Robertson 2015, 2017) to perform high-

resolution simulations of the cosmic web to achieve simultaneously the resolution re-

quired to model the thermal structure of the Lyman-α forest (∆x ≈ 35 kpc) over large

volumes (L ≈ 75Mpc). We will study how different H I + He II photoionization and

photoheating histories shape the thermal structure of the IGM.

This first paper presents Lyman-α forest results for the widely-used Haardt

& Madau (2012) photoionization and photoheating model, as well as the more re-

cent Puchwein et al. (2019) implementation that has a similar emissivity but for which

H I reionization completes later (z ∼ 6). Section 2.2 presents our numerical method-

ology for performing the cosmological simulations including our new extensions to the

Cholla code that enable, self-gravity, dark matter particle integration, and coupling to

the GRACKLE heating and cooling library (Smith et al. 2017). Section 2.2.9 provides

a high-level summary of the algorithm used in our cosmological simulations. Section

2.3 presents several validation tests, including a new validation test for the dual-energy

formalism when modeling cosmological structure formation. We present the first simula-

tions of the CHIPS suite in §2.4, including the cosmological parameters, resolution, and

box sizes. Our scientific results for the properties of the IGM are reported in §2.5. We

discuss our results in §2.6, and summarize and conclude in §2.7. Finally, we demonstrate

the numerical convergence of our results in Appendix 2.8 and perform a cosmological
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parameter study in Appendix 2.9

2.2 Methodology

To simulate the Lyman-α -forest, we engineered substantial extensions to the

Cholla code. These additions included implementing a cosmological framework to ac-

count for the expansion history of the universe (§2.2.1), including changes to the model

of gas dynamics (§2.2.1) and the coordinate system (§2.2.1), and are discussed be-

low. We briefly review the Cholla hydrodynamical integrator (§2.2.2) and the dual

energy formalism (§2.2.3) that allows for accurate evolution of the gas internal energy

in Eulerian cosmological simulations (e.g., Bryan et al. 1995). We present our new im-

plementations of solvers for the gravitational force and particle motions in §2.2.4 and

§2.2.5, respectively. Cooling and heating from a UV background are now treated using

the GRACKLE library (Smith et al. 2017), and are detailed in §2.2.6 and §2.2.7. Ad-

justments to the time step calculation to account for particle motions are described in

§2.2.8. We conclude the review of our methods with a summary of the overall algorithm

in §2.2.9.

2.2.1 Cosmological Framework

For cosmological simulations, the gas follows the equations of hydrodynamics

in a frame comoving with the expanding universe. To convert from the comoving to the

physical system, the scale factor a is introduced and provides a distance transformation

between the two systems, with coordinates in the proper system r related to comoving
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coordinates x by r = ax. The rate of change of the scale factor corresponds to the

expansion rate of the universe and follows the Friedmann equation given by

H =
ȧ

a
= H0

√
ΩM

a3
+ ΩΛ +

Ωk

a2
, (2.1)

where H is the Hubble parameter that quantifies the expansion rate of the universe

ȧ = da/dt, and H0, ΩM , ΩΛ and Ωk are the cosmological parameters that correspond

to the current expansion rate of the universe and its matter, dark energy, and curvature

content, respectively. Given an initial value of the scale factor a, the Friedmann equation

provides a relation between the scale factor and cosmic time, and therefore the scale

factor can be used as a time-like variable.

Gas Dynamics

Consider the hydrodynamical quantities of comoving baryon density ρb, proper

peculiar velocity v, and total specific energy E in the proper frame. The relation

between comoving and proper densities is ρ = a3ρproper. In this system, the basic

equations of hydrodynamics include the continuity equation

∂ρb
∂t

= −1

a
∇ · (ρbv), (2.2)

the force-momentum equation

∂aρbv

∂t
= −∇ · (ρbvv)−∇p+ ρbg, (2.3)
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where the pressure p transforms to the proper pressure by the relation p = a3pproper

and g is the gravitational acceleration, and the energy equation

∂a2ρbE

∂t
= −a∇ · (ρbvE + pv) + aρbv · g

+ aȧ[(2− 3(γ − 1))ρbe] + a(Γ− Λ),

(2.4)

where Γ and Λ correspond to the heating and cooling rates, respectively.

From the specific total energy one can obtain the specific internal energy e

in the proper system by subtracting the kinetic energy per unit mass e = E − v2/2.

In Eulerian cosmological simulations where gas often flows supersonically, the above

equations can be supplemented by a dual energy formalism (Bryan et al. 1995) in which

the internal energy is additionally followed. The supplemental internal energy is then

used in cells where the computation of the internal energy from the total energy is

expected to be inaccurate (see §2.2.3 for details).

The evolution of the specific internal energy e is given by

∂a2ρbe

∂t
= −a∇ · (ρbve)− ap∇ · v

+ aȧ[(2− 3(γ − 1))ρbe] + a(Γ− Λ)

(2.5)

The relation between the pressure and the internal energy is given by the equation of

state p = (γ − 1)ρbe.

For simplicity, first we limit the description of the hydrodynamics solver to the

adiabatic case (Γ = Λ = 0), and delay a description of the radiative cooling implemen-

tation to §2.2.6. In the particular case of a γ = 5/3 gas, the adiabatic energy equations
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simplify to

∂a2ρbE

∂t
= −a∇ · (ρbvE + pv) + aρbv · g,

∂a2ρbe

∂t
= −a∇ · (ρbve)− ap∇ · v.

(2.6)

From Equations 2.2, 2.3, and 2.6 it follows that for a uniform expanding universe, the

comoving density ρb will remain constant, the peculiar velocity v will decrease as a−1

and the specific energies E and e will decrease as a−2.

Super-comoving Coordinates

A convenient approach for the implementation of the comoving coordinate

system is to define a new set of coordinates that simplify Equations 2.2, 2.3, and 2.6

such that the scale factor a does not explicitly appear. A detailed description of these

“super-comoving coordinates” can be found in Martel & Shapiro (1998) and are used for

cosmological simulations in the Ramses code by Teyssier (2002). The transformation

to the new system of coordinates is given by

dt̃ ≡ H0
dt

a2
, ṽ ≡ a v

H0
,

Ẽ ≡ a2 E

H2
0

, ẽ ≡ a2 e

H2
0

,

ρ̃b ≡ ρb, p̃ ≡ a2 p

H2
0

= (γ − 1)ρ̃bẽ,

φ̃ ≡ a2 φ

H2
0

, g̃ = −∇φ̃ = a2 g

H2
0

.

(2.7)

Throughout we will denote super-comoving variables with a tilde, e.g., φ̃. After the

transformation to the super-comoving system of coordinates, the equations of adiabatic
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hydrodynamics for a γ = 5/3 gas can be written as

∂ρ̃b

∂t̃
= −∇ · (ρ̃bṽ) (2.8)

∂ρ̃bṽ

∂t̃
= −∇ · (ρ̃bṽṽ)−∇p̃+ ρ̃bg̃ (2.9)

∂ρ̃bẼ

∂t̃
= −∇ · (ρ̃bṽẼ + p̃ṽ) + ρ̃bṽ · g̃ (2.10)

∂ρ̃bẽ

∂t̃
= −∇ · (ρ̃bṽẽ)− p̃∇ · ṽ (2.11)

The set of equations resulting from the transformation are the same as the original

equations of hydrodynamics in a non-expanding system. This formulation allows the

extension of the hydrodynamics solver to an expanding frame system without any sig-

nificant changes to the original solver.

2.2.2 Hydrodynamics Solver

Without the gravitational source terms, Equations 2.8-2.11 correspond to the

conserved form of the Euler equations. A detailed description of the methodology used

for solving the gravity-free fluid dynamics can be found in Schneider & Robertson (2015).

The hydrodynamics solver is a Godunov-based method for which an approximation to

the cell averaged values of the conserved quantities U = [ρ, ρv, ρE, ρe] are evolved using

a numerical discretization of the Euler equations, given by

Un+1
i −Un

i

∆t
+

F
n+1/2
i+1/2 − F

n+1/2
i−1/2

∆x
= 0 (2.12)
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where Un
i denotes the average value of the conserved quantities for cell i at time-step

n. The change of the conserved quantities in cell i is given by the time centered fluxes

across the cell interfaces F
n+1/2
i±1/2 . The flux components F = [ρv, ρvv, (ρE+p)v, ρev] are

computed by solving the Riemann problem at the cell interfaces using the reconstructed

values of the conserved quantities obtained via a Piecewise Parabolic Method (PPM;

Colella & Woodward 1984). The PPM scheme is third-order accurate in space and

second-order accurate in time.

2.2.3 Dual Energy Implementation

Owing to the supersonic flows from structure formation and adiabatic cooling

of gas from universal expansion, regions where the gas kinetic energy is much larger than

the internal energy are common in cosmological simulations. Under these conditions,

calculation of the internal energy E − v2/2 can be affected by numerical errors. These

errors can be ameliorated by using a “dual energy formalism” (Bryan et al. 1995),

where the internal energy is evolved separately via Equation 2.5, or the corresponding

simplified Equation 2.11, and substituted for the internal energy computed from the

total and kinetic energies when appropriate. The two terms on the right side of Equation

2.11 correspond to advection and compression terms, respectively. To reconcile the total

internal energy E with the separately tracked internal energy e, at the end of each time

step a condition is applied on a cell to cell basis to select which value of the internal

energy to employ. We adopt a condition similar to that used in Enzo (Bryan et al. 2014),

where the selection is based on the fraction of the internal energy in a given cell relative

to the maximum of the total energy in a the neighborhood of the cell. Mathematically,
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this condition is given by

ei =


ei, ρi

(
E − v2/2

)
i
/max(ρE)i < η(

E − v2/2
)
i
, otherwise

, (2.13)

where max(ρE)i is the maximum total specific energy in the local and adjacent cells.

In one dimension, max(ρE)i = max [(ρE)i−1, (ρE)i, (ρE)i+1]. At the end of every time

step, after applying Equation 2.13, the total specific energy E is synchronized with the

selected internal energy by setting E = e+ v2/2.

The value of η should be chosen carefully, as setting η too low will allow

spurious heating owing to numerical errors introduced in the total energy evolution.

If η is set to high then shock heating in regions where the gas flows converge could

be suppressed since the advected internal energy e will be preferentially selected over

the conserved internal energy E − v2/2, and Equations 2.5 and 2.11 do not capture

shock heating. To estimate an appropriate value for η in cosmological simulations, we

developed a test to evaluate how the dual energy condition affects the average cosmic

gas temperature, as described below in §2.3.4. Based on the results of this test, we set

η = 0.035.

Another approach on the selection criteria for the internal energy is presented

in Teyssier (2015). Here, the conserved internal energy ρ(E − v2/2) is compared to an

estimate of the numerical truncation error

etrunc '
1

2
ρ(∆v)2, (2.14)
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where ∆v corresponds to the difference of the velocities in the neighboring cells. The

selection condition for this scheme is given by

ei =


(
E − v2/2

)
i
, ρi
(
E − v2/2

)
i
> βetrunc

ei , otherwise

, (2.15)

where β is a numerical parameter with suggested value β = 0.5. We also evaluated this

dual energy condition using the average cosmic temperature test described in §2.3.4. As

we discuss below, we found that Equation 2.15 can be overly restrictive by predominately

selecting the advected internal energy e over the conserved internal energy E − v2/2,

thereby suppressing shock heating inside collapsed halos and significantly lowering the

average cosmic temperature.

2.2.4 Gravity

The gravitational acceleration vector g is computed by differentiating the grav-

itational potential φ. The potential is obtained from the solution of the Poisson equation.

In the comoving coordinates, the Poisson equation is written as

∇2φ =
4πG

a
(ρ− ρ̄), (2.16)

where G is the gravitational constant, ρ = ρDM + ρb is the total dark plus baryonic

matter density, and ρ̄ is the average value of the total density over the entire box.

Integration of Equation 2.16 can be directly performed in Fourier space. In
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k-space, the Poisson equation simplifies to

φ̂(k) = G(k)ρ̂(k), (2.17)

where G(k) is the Greens function, which for a second-order centered two point finite

difference discretization corresponds to (Hockney & Eastwood 1988)

G(k) = −
∆x2

h

sin2 (kx∆xh)
−

∆y2
h

sin2 (ky∆yh)
−

∆z2
h

sin2 (kz∆zh)
. (2.18)

Here ∆xh = ∆x/2, ∆yh = ∆y/2, and ∆zh = ∆z/2, where ∆x, ∆y, and ∆z are the grid

cell dimensions. To compute the three-dimensional fast Fourier transforms (FFTs) we

use PFFT (Pippig 2013), a publicly available library for performing FFTs with a box

domain decomposition.

From the potential φ we compute the gravitational acceleration vector g =

−∇φ. The derivatives along each direction are obtained using a fourth-order centered

four-point finite difference approximation. In one dimension, the derivative is given by

∂φi
∂x

=
1

12∆x
(φi−2 − 8φi−1 + 8φi+1 − φi+2) . (2.19)

The terms corresponding to the gravitational sources, ρ̃bg̃ and ρ̃bṽ · g̃ in Equa-

tions 2.9 and 2.10, are added to the momentum and total energy after the conserved

variables have been updated by the hydro solver (i.e., after Equation 2.12 has been

solved). The numerical implementation for the coupling of the momentum and energy

with gravity is given by
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(ρ̃bṽ)n+1
i = (ρ̃bṽ)n+1∗

i

+
1

2
∆tn

(
ρ̃nb,i + ρ̃n+1

b,i

)
g̃
n+1/2
i ,

(2.20)

(ρ̃bẼ)n+1
i = (ρ̃bẼ)n+1∗

i

+
1

2
∆tn

[
(ρ̃bṽ)ni + (ρ̃bṽ)n+1∗

i

]
g̃
n+1/2
i .

(2.21)

Here the superscript n + 1∗ refers to the value of the conserved quantity after the

hydrodynamics solver update and the time centered value of the gravitational field

g̃
n+1/2
i = −∇φ̃i

n+1/2
. The potential φ̃i

n+1/2
is obtained by extrapolation from φni and

φn−1
i using

φ̃i
n+1/2

=
(an)2

H2
0

[
φni +

∆tn

2∆tn−1
(φni − φn−1

i )

]
. (2.22)

2.2.5 Dark Matter

We represent the cold dark matter as a system of discrete point-mass particles

moving under the influence of gravity. Each dark matter particle is described by its

mass mi, comoving position xi, and peculiar velocity vi. The evolution of the particle

trajectories in a comoving frame is described by

dxi
dt

=
1

a
vi (2.23)

d (avi)

dt
= gi, (2.24)

where gi is the acceleration vector owing to the gravitational field evaluated at the

particle position xi.
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To solve Equation 2.16, we compute the contribution of the dark matter parti-

cles to the density field by interpolating onto the same grid used to evolve the hydrody-

namical quantities. The dark matter density ρDM is calculated via a cloud-in-cell scheme

(Hockney & Eastwood 1988), for which each particle is represented as a cube having the

same size as one grid cell ∆x and uniform density mi/∆x
3. The mass of the particle is

distributed among the grid cells that intersect its volume such that the fraction of the

particle mass δmi deposited on a cell is equal to the fraction of its intersected volume.

In one dimension, the mass contribution of a particle to a cell at position xc

is given by

δmi,c = mi


1− |xi − xc|/∆x, |xi − xc| < ∆x

0, otherwise

. (2.25)

The gravitational acceleration gi evaluated at a particle position xi must be computed

in a manner consistent with the particle density interpolation. For the cloud-in-cell

scheme, to avoid self-forces on the particles each component of g should be interpolated

with the same weights used during the density assignment calculation.

To integrate the particle trajectories we use the kick-drift-kick (KDK) method

(Miniati & Colella 2007), consisting of three steps to update the particles position and

velocity from time-step n to time-step n+ 1. The sequence of variable updates is

v
n+1/2
i =

1

an+1/2

(
anvni +

∆tn

2
gni

)
, (2.26)

xn+1
i = xi +

∆tn

an+1/2
v
n+1/2
i , (2.27)

vn+1
i =

1

an+1

(
an+1/2v

n+1/2
i +

∆tn

2
gn+1
i

)
. (2.28)
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The KDK scheme allows for variable timesteps, as required by cosmological simulations

owing to the variation in gas and particles velocities as the simulation advances. This

sympletic scheme conserves an integral of motion on average, preventing an accumula-

tion of errors and maintaining the phase space trajectory of the particles.

2.2.6 Chemistry and Radiative Cooling

We integrated Cholla with the GRACKLE chemistry and cooling library (Smith

et al. 2017) to solve a non-equilibrium chemical network. Currently, our method only

tracks the atomic chemical species and metals, but it could be extended to include, e.g.,

molecular hydrogen and deuterium.

The chemical species (H I, H II, He I, He II, He III, electrons e−, and met-

als Z) are advected as scalar fields alongside the gas conserved variables via Equation

2.12. For details about the implementation of GRACKLE, we refer the reader to Smith

et al. (2017). During every time step, GRACKLE updates the ionization fractions and

computes the net heating and cooling by sub-cycling the rate equations within one hy-

drodynamic step. The sub-cycling updates the chemical and thermal states of the gas

on timescales smaller than the dynamical timescales. For the atomic H and He chemi-

cal network, GRACKLE directly computes the heating and cooling rates accounting for

collisional excitation and ionization, recombination, free-free emission, Compton scat-

tering from the cosmic microwave background, and photoheating from a metagalactic

UV background. GRACKLE accounts for metals by using precomputed tables for the

metallic cooling and heating rates.

The GRACKLE update routine is applied at the end of each time step, af-
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ter the gas conserved variables have been updated by the hydro solver and additional

gravitational source terms. This routine updates the ionization fraction of the chemical

elements, and also adds the net cooling and heating to the internal energy by setting

(ρe)n+1
i → (ρe)n+1

i + a∆tn(Γ− Λ)ni (2.29)

Finally, the total energy is updated to reflect the change in the internal energy due to

the net cooling as

En+1
i =

1

2
(vn+1
i )2 + en+1

i . (2.30)

2.2.7 UVB Ionization and Heating

The non-equilibrium GRACKLE solver accounts for the ionization of the pri-

mordial chemical species owing to a uniform time-dependent UV background by loading

tables of the redshift dependent photoionization and photoheating rates for H I, He I,

and He II. We compute the photoionization rates from a given redshift dependent spec-

trum as

Γγi(z) =

∫ ∞
νi

4πJ(ν, z)

hν
σi(ν)dν, (2.31)

where J(ν, z) is the intensity of the UV background at frequency ν (in erg s−1 cm−2 sr−1

Hz−1), and νi and σi(ν) are the threshold frequency and cross-section for photoionization

of the species i, taken from Osterbrock (1989). Analogously, the photoheating rates are

computed as

εi(z) =

∫ ∞
νi

4πJ(ν, z)

hν
(hν − hνi)σi(ν)dν. (2.32)
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If metal line cooling is included, the contributions of metals to the heating and

cooling rates are accounted by GRACKLE by loading precomputed density, tempera-

ture and redshift dependent lookup tables that were obtained by providing the UVB

spectrum to the CLOUDY (Ferland et al. 2017) photoionization code (version 17.02).

The tables for metallic heating and cooling rates were generated for solar metallicity

under the assumption of ionization equilibrium and subtracting the contributions of

primordial heating and cooling as described in Smith et al. (2017). The resulting tables

are organized into a Hierarchical Data Format (version 5) file readable by GRACKLE.

2.2.8 Time Step Calculation

The simulation time step ∆t is computed with constraints from the signal

speed of the gas, the motion of the dark matter particles, and the expansion of the

universe. For the gas, the time step is constrained by the gas velocities v and the sound

speed cs as

∆tgas = αgas min

(
a∆x

|vx|+ cs
,

a∆y

|vy|+ cs
,

a∆z

|vz|+ cs

)
, (2.33)

where αgas is the CFL factor specified by the user ( αgas = 0.3 by default) and |v|+ cs

is evaluated over the entire grid for each direction to find the minimum value of ∆tgas.

For the particles, the time step is limited to avoid any displacement larger than the cell

size in each direction using

∆tDM = αDM min

(
a∆x

|vx|
,
a∆y

|vy|
,
a∆z

|vz|

)
, (2.34)
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where αDM is analogous to the CFL factor (αDM = 0.3 by default) and |v| is evaluated

over all the particles for each direction. The time step is also limited by the expansion

of the universe by choosing ∆texp such that the fractional change in the scale factor

does not exceed 1% (∆aexp = 0.01a). The actual time step is selected by taking the

smallest value

∆t = min (∆tgas,∆tDM,∆texp) , (2.35)

guaranteeing that all three limiting conditions described above are satisfied.

The time step ∆t (Eq. 2.35) is applied globally to update all the cells and

particles in the box. When running high resolution simulations, it is possible to have

a situation in which for a single cell ∆tgas,i is extremely small compared to the all the

other cells, resulting in small values for ∆t which significantly slow the entire simulation.

To avoid this situation, when a cell satisfies the condition ∆tgas,i < ∆tDM/50 then the

conserved quantities of that cell (density, momentum, energy, and internal energy) are

replaced with the conserved quantities averaged over the six closest neighboring cells,

resulting in a larger ∆tgas,i for such cell and avoiding extremely small steps. We keep

track of this occurrences during the full run, and for the high resolution simulations

presented in this work this situation happens less than a dozen times per simulation,

ensuring that the dynamics of the gas are not significantly affected by these small

interventions.
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2.2.9 Algorithm Implementation

The complete method to evolve the gas and the dark matter particles from

time-step n to time-step n+ 1 can be summarized by the following algorithm:

Initialization:

1. Load initial conditions for the gas conserved variables and the particle positions

and velocities.

2. Obtain the dark matter density ρDM by interpolating the particle masses onto the

grid via the Cloud-In-Cell method described in §2.2.5.

3. Compute the gravitational potential φ by solving the Poisson equation (Eqn. 2.16),

using the dark matter density ρDM and the gas density ρb as the sources.

4. Calculate the gravitational field g = −∇φ at the centers of the grid cells using a

fourth-order finite difference scheme (Eqn. 2.19) and interpolate the acceleration

vector evaluated at the particles positions gi = g(xi).

Time Step Update:

1. Compute the current time step ∆tn.

2. Obtain the gravitational potential at tn+1/2 by extrapolation using φn and φn−1,

Equation 2.22.

3. Advance the gas conserved quantities by ∆tn using the intercell fluxes Fn+1/2,

Equation 2.12.
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4. Add the gravitational sources to the gas momentum and energy, Equation 2.20.

5. Call GRACKLE to update the ionization states of the chemical network and add

the net cooling and heating to the internal energy, Equation 2.29.

6. Advance the particle velocities by 1
2∆tn and use the updated velocities v

n+1/2
i to

advance the particle positions by ∆tn, Equations 2.26 and 2.27.

7. Obtain the dark matter density ρn+1
DM via the CIC method.

8. Compute the gravitational potential φn+1 by solving Equation 2.16 with ρn+1
DM and

ρn+1
b as sources.

9. Obtain the gravitational field gn+1 at the cell centers and gn+1
i evaluated at the

particle positions.

10. Advance the particle velocities by 1
2∆tn resulting in vn+1

i , Equation 2.28.

Currently, the extensions included into Cholla for cosmological simulations

(the FFT based Poisson solver, the dark matter particles integrator and the chemical

network solver) all are implemented to run in the host CPUs, while the hydrodynamics

solver including the advection of the ionization states of H and He run in the GPUs.

At the time of submission of this work, an entirely GPU based distributed FFT solver

has been recently integrated into Cholla and development to transfer both the particle

integrator and the H+He network solver to the GPUs is ongoing. Potentially, the GPU

implementation of a H+He network solver analogous to GRACKLE could result in

a significant performance increase since currently the GRACKLE call to update the
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chemical network is the slowest step in our implementation. The current version of

Cholla no longer uses GRACKLE. Instead, a GPU implementation H+He solver that

applies the same methodology as GRACKLE has been developed into Cholla.

2.3 Validation

To test the extensions of the Cholla code for cosmological simulations, we

present below a set of validation exercises including comparisons with other publicly

available Eulerian codes. In §2.3.1 we present the standard Zel’Dovich (1970) test. We

then compare in §2.3.2 the matter power spectra of N-body cosmological simulations

performed with Cholla to results from the Nyx (Almgren et al. 2013), Ramses (Teyssier

2002), and Enzo (Bryan et al. 2014) codes using the same initial conditions, and find sub-

percent-level agreement at all spatial scales when simulated with the same resolution.

We extend these tests to adiabatic hydrodynamical cosmological simulations in §2.3.3,

where we find agreement within a few percent. To test the dual energy formalism in

cosmological simulations, we describe a new test that computes the mean gas tempera-

ture with redshift (§2.3.4), and show that our choice of dual energy paramterization and

parameter values recovers model expectations. We validate our cosmological hydrody-

namical simulations including cooling, chemistry, and heating against Enzo simulations

using the same physical prescription, and find good agreement.
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Figure 2.1: Zel’Dovich pancake test at z = 0 for a one dimensional 64 h−1Mpc box
discretized on a 256 uniform grid for a h = 0.5 and ΩM = 1 universe. Shown are
the solutions computed using Enzo (purple) and Cholla (blue). The top, middle, and
bottom main panels correspond to the density (ρb), velocity (v), and temperature (T ),
respectively, the fractional differences for each quantity are shown at the bottom of each
panel (gray lines). The Cholla simulations resolve the central shock and overdensity,
and the results are in excellent agreement with the Enzo simulation. Small differences
< 10% for ρb and T are located at the sharp features of the shock, and differences ∼ 20%
for v at the regions where v ∼ 0 and at the fronts of the shock.
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2.3.1 Zel’Dovich Pancake

The Zel’Dovich (1970) pancake problem encompasses several of the basic com-

ponents of a cosmological hydrodynamical simulation including gas dynamics, self-

gravity, and an expanding frame. For this test, the evolution of a single one dimensional

sinusoidal perturbation is followed to provide a useful representation of the gas evolution

in a three-dimensional simulation by solving the gravitational collapse of a single mode.

The initial conditions for the density, velocity and temperature on a Lagrangian frame

are set as

ρb (xl) = ρ0

[
1− 1 + zs

1 + z
cos (kxl)

]−1

(2.36)

v (xl) = −H0
1 + zs

(1 + z)1/2

sin (kxl)

k
(2.37)

T (xl) = T0

[
ρb (xl)

ρ̄b

]2/3

, (2.38)

where zs is the value of the redshift at which the gravitational collapse results in the

formation of a shock located at the center of the overdensity, z is the initial redshift, λ

is the wavelength of the perturbation , k = 2π/λ is the corresponding wavenumber, and

xl is the position of the Lagrangian mass coordinate. The conversion of the positions

to the Eulerian coordinates x is given by

x = xl −
1 + zs
1 + z

sin (kxl)

k
. (2.39)

For this test we replicate the problem presented in Bryan et al. (2014), a one dimensional
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Figure 2.2: Matter power spectrum Pm(k) from dark matter-only simulations. Shown
are Pm(k) from simulations performed with Cholla (colored lines) compared with anal-
ogous simulations computed with Nyx, Ramses, and Enzo
(left, center, and right panels; dashed lines). The bottom panels show the fractional
difference between the Cholla simulation and each corresponding code for comparison.
For each of the comparison codes, the fractional differences relative to the Cholla results
are < 0.1% compared with Nyx (bottom left), < 1% compared with Ramses (bottom
center), and < 0.3% compared with Enzo (bottom right).

simulation on an L = 64h−1Mpc box with cosmological parameters h = 0.5 and ΩM = 1.

The initial background density and temperature ( ρ0 and T0 ) are set equal to the critical

density ρc = 3H2
0/8πG and 100 K respectively. The redshift at which the shock develops

is set as zs = 1 and the wavelength of the perturbation is set as λ = L = 64h−1Mpc.

The simulation is initialized at z = 20 and runs on an N = 256 cell uniform grid.

Comparing the evolution of the Zel’dovich pancake problem solved using Cholla

and Enzo, we find the results from the Cholla simulation closely resemble the Enzo re-

sults. Both simulations develop a central shock at z = 1 and the central overdensity

grows at the same rate. Figure 2.3.1 compares the density ρb, velocity v and temperature

T fields at z = 0 in the simulations solved with Enzo (purple lines) and Cholla (blue
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lines), additionally, the fractional differences are shown at the bottom of each panel

(gray lines). We measure small differences < 10% for the density and the temperature

only at the sharp features of the shock. For the velocity the differences are ∼ 20% at

the discontinuities located at the front of the shock, and at the regions where v ∼ 0, the

other regions contained by the shock show small differences < 10%. The regions outside

the shock result in differences < 1% for all the fields. The small differences demonstrate

an excellent agreement between the codes.

We note that we also performed the Zel’Dovich pancake test by applying Equa-

tion 2.15 for the internal energy selection in the dual energy scheme. This condition

causes the code to select the advected internal energy e instead of the conserved inter-

nal energy E− v2/2 during the entire simulation. Since Equation 2.5 does not captures

shock heating, the central shock at z = 1 is suppressed and the temperature of the

central region only gradually increases owing to the gas compression. This behavior

results in a significantly different distribution for the density, velocity, and temperature

in the central region. We discuss further ramifications of the dual energy condition in

§2.3.4.

2.3.2 N-body Cosmological Simulations

To validate the results produced by Cholla in a realistic cosmological setting,

first we compare Cholla dark matter-only simulations with calculations using several

other well-established codes. In this test, the simulation domain consists of an L =

50(h−1Mpc)3 box. The standard cosmological parameters are set to ΩM = 0.3111,

ΩΛ = 0.6889, h = 0.6766, and σ8 = 0.8102. Initial conditions were generated at z = 100
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on a uniform resolution grid using the MUSIC software (Hahn & Abel 2011a). For this

test, we evolve 2563 particles on an N = 2563 cell uniform grid, with the particle mass

resolution equal to mp = 6.4345× 108h−1M�.

For our validation test, we measure the matter power spectrum Pm(k) evolved

from identical initial conditions using Cholla, Nyx (Almgren et al. 2013), Ramses (Teyssier

2002), and Enzo (Bryan et al. 2014). To measure the matter power spectrum for each

simulation, we first compute the dark matter density field by interpolating the dark

matter particles onto the N = 2563 uniform grid via the CIC method described in

§2.2.5. The power spectrum is then computed in Fourier space by taking the FFT of

the overdensity field. The density field and power spectrum are computed identically

for all the comparison simulations to ensure that any power spectrum differences arise

solely from differences in the evolved particle distribution.

The results of our comparison are presented in Figure 2.3.1. Each panel in the

upper row shows the matter power spectrum Pm(k) for several redshifts as computed

by Cholla (colored lines), along with an overlay of the results from other codes (dashed

lines). The left panel shows the comparison to the Nyx simulation, the center panel

corresponds to the Ramses comparison, and the right panel shows the comparison to

the Enzo results. The bottom row shows the fractional difference between the power

spectrum of the simulation computed by Cholla and each comparison code. As the left

lower panel shows, the power spectrum measured in the Cholla and Nyx simulations

is in excellent agreement with fractional differences of ≈ 0.05% at small scales, and

even smaller differences of ≈ 0.02% on larger scales. The comparison with Ramses also
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shows remarkable agreement with differences of 0.1% at large scales, with the largest

differences of ∼ 0.7% occurring on small scales by z = 0. Cholla and Enzo also show

excellent agreement, with differences of < 0.1% at large scales and < 0.3% on small

scales.

We note that in the version of Nyx used in this comparison, a second order

scheme was employed to compute the gravitational potential gradient,

∂φi,j,k
∂x

=
1

2∆x
(φi+1,j,k − φi−1,j,k) , (2.40)

instead of the fourth-order method described by Equation 2.19. To have the closest

possible comparison, for the Cholla simulation used to compare to the Nyx results

we used Equation 2.40 to compute the gravitational field. We note that the lower

order scheme used to compute the gradient leads to significant differences on the power

spectrum at small scales of about 15% relative to the same simulation employing the

higher order method.

Additionally, for the comparison with Enzo we used the simpler kernel for the

Greens function G(k) = −k−2 in our solver instead of the kernel for the discretized

Poisson equation given by Equation 2.18. The choice of the kernel results in substantial

differences, changing the small-scale power spectrum by as much as ≈ 28% relative to

Enzo when Cholla employs Equation 2.18.
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2.3.3 Adiabatic Cosmological Hydrodynamical Simulation

In §2.3.1 we showed that Cholla accurately solved the gas dynamics in a sim-

plified one dimensional simulation. To test the evolution of the gas in a realistic cos-

mological evolution, we compared the results of a Cholla adiabatic hydrodynamical run

to a calculation with Ramses using identical initial conditions. The configuration for

the simulation is the same as the one described in §2.3.2, but with the addition of

an Ωb = 0.0486 baryonic component. For the comparison we measure the gas density

fluctuation power spectrum directly from the baryon density field in both simulations.

Figure 2.3.3 shows the results of the comparison, with the power spectrum measured in

the Cholla simulation (colored lines) shown for several redshifts along with the Ram-

ses simulation (dashed lines). The bottom panel shows the fractional difference between

the Cholla and Ramses power spectrum measurement. On large scales the agreement

is excellent (. 1%), and on smaller scales there are some differences up to a maximum

of ≈ 7% at z < 1.

As described in §2.2.3, the dual energy condition used by Ramses (Equation

2.15) can suppress shock heating in regions where the gas is converging. This choice

can have a significant effect on gas falling into dark matter potential wells, resulting in

artificially low gas temperatures. A detailed study of how the dual energy condition

affects cosmological gas properties is provided in §2.3.4, but for this power spectrum test

we used the Ramses dual energy condition (Equation 2.15). We note that the lower gas

temperatures computed using the Ramses dual energy condition result in more power on

small scales relative to calculations that use Equation 2.13. The tests in §2.3.4 illustrate
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Figure 2.3: Redshift-dependent gas density fluctuation power spectra for an adiabatic
cosmological simulation. Shown are the results from our Cholla simulation (solid lines)
compared with simulation evolved using Ramses (dashed lines). The bottom panel
shows the fractional difference between the Cholla and Ramses power spectra. The
agreement is excellent on large scales, and for smaller scales the differences are < 7%.
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Figure 2.4: Fractional differences in the gas density fluctuation power spectra for an
adiabatic cosmological Cholla simulation relative to an analogous Enzo run, the differ-
ences are < 1% for large scales and < 15% for smaller scales.

why we instead use Equation 2.13 in our CHIPS simulation suite.

Additionally we compared the power spectrum of the gas density fluctuations

from a Cholla adiabatic cosmological simulation using Equation 2.13 for the dual energy

formalism to an analogous Enzo run that evolved the same initial conditions. Figure

2.3.3 shows the fractional differences in Pm(k) resulting from the Cholla simulation

relative to the Enzo run. As shown, the agreement is excellent in the large scales

with differences < 1% and the smaller scales present differences < 15%. From the

tests performed we note that the small scale Pm(k) is highly sensible to the numerical

implementation of the hydrodynamics solver and that we are not aware of a robust

comparison of the gas Pm(k) resulting from different codes. We argue that the small

differences obtained do not represent an inaccurate evolution of the gas dynamics.
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2.3.4 Average Cosmic Temperature

In §2.2.3 we discussed the dual energy formalism used when solving hydrody-

namical cosmological simulations. We presented two different approaches for selecting

between the advected internal energy e or the conserved internal energy E−v2/2, these

two methods are given by Equations 2.13 and 2.15 employed by Enzo and Ramses re-

spectively. To test which approach best captures the shock heating of the infalling

gas onto the dark matter halos when implemented in Cholla, we measure the mass

weighted average gas temperature T̄ in an adiabatic cosmological simulation as de-

scribed in §2.3.3, and compare the simulation results to an estimate of the expected gas

temperature computed from averaging the virial temperature of collapsed halos with

the adiabatically-cooling IGM. We used the ROCKSTAR halo finder (Behroozi et al.

2013) to identify dark matter halos in the Cholla simulations, and then computed for

each resolved halo a virial temperature as

Tvir =
mp

3kB

GMvir

Rvir
. (2.41)

where mp is the proton mass, kB is the Boltzmann constant, and Mvir and Rvir are the

virial mass and radius of the halo measured by ROCKSTAR. To compute our reference

estimate of the expected mean cosmic temperature in the simulation, we take the mass

in the IGM as simply total gas mass in the simulated box Mtotal minus the mass in

collapsed halos Mhalos =
∑
Mvir. Then, assuming a uniform baryon fraction, the

fraction of gas mass present int the IGM is simply (Mtotal −Mhalos)/Mtotal, and from

41



100 101 102

1 + z

100

101

102

103

104

105

106

T
[K

]

Ramses
Cholla β= 0.50

Enzo
Cholla η= 0.035

Virial Temperature (T̄vir)
Adiabatic Expansion

Figure 2.5: Evolution of the mass weighted average cosmic temperature T̄ as a func-
tion of redshift for an adiabatic cosmological simulation. Shown as solid lines are the
simulation results using Ramses (purple), Enzo (green), and Cholla simulations where
Equations 2.13 (dark blue) or 2.15 (light blue) were used for the internal energy se-
lection criteria in the dual energy formalism. The dashed lines show estimates of the
temperature T expected from the viral temperature of halos (yellow) and the T ∝ a−2

dependence owing to the adiabatic expansion of the universe (black).

this we can compute the mass weighted average temperature as

T̄vir =
∑
halos

Mvir

Mtotal
Tvir +

(
Mtotal −Mhalos

Mtotal

)(a0

a

)2
T0, (2.42)

where the first term corresponds to the mass weighted virial temperature of the gas

present in collapsed halos and the second term corresponds to the mass weighted tem-

perature of the gas in the IGM. The IGM temperature is taken to be the initial tem-

perature T0 scaled by the a−2 factor owing to the adiabatic expansion of the universe.

The results of this comparison are shown in Figure 2.3.4, where we plot the

mass-weighted average temperature of the gas simulations evolved with Ramses (purple
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implementation. The condition set by Eqn. 2.15 maintains colder gas for 1 . z . 15,
resulting in larger power at small scales. The differences range from 30% to 80% at
0 . z . 6.

line) or Enzo (green line). For Cholla we ran two simulations with different dual energy

conditions, using a criteria similar to Ramses (Equation 2.15, light blue line) or similar

to Enzo (Equation 2.13, dark blue line).

All simulations start from the same initial temperature T0 = 230 K at z = 100.

Afterward, the gas cools as T ∝ a−2 owing to universal expansion until the first halos

collapse. The temperature of the infalling gas increases owing to shock heating, causing

the global average temperature to increase. As Figure 2.3.4 shows, the temperature

increase happens at roughly two different times for the different simulations. In the

Enzo calculation and corresponding Cholla simulation that uses Equation 2.13 for the

dual energy condition, shock heating in the halos becomes significant at z ∼ 15 (green
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Figure 2.7: Comparison of simulations (2563 grid and L = 50h−1Mpc) evolved with
Cholla (top panels) and Enzo (bottom panels). From left to right the columns cor-
respond to projections of dark matter density ρDM, gas density ρb, neutral hydrogen
density ρHI, and gas temperature T , all at redshift z = 0.

Figure 2.8: Comparison of the density-temperature (∆ = ρb/ρ̄b) distribution at redshift
z = 0 for analogous simulations (2563 grid and L = 50h−1Mpc) evolved with Enzo (left)
and Cholla (right) using the HM12 photoheating and photoionzation rates. The dis-
tribution of the gas in both simulations is remarkably similar and the differences for
the parameters T0 and γ are < 1%, demonstrating an excellent agreement for the gas
distribution in the IGM between the codes. (The parameters T0 and γ are defined in
§2.5.)
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and dark blue lines). In the Ramses simulation and the Cholla calculation using the

condition given by Equation 2.15 (purple and light blue lines), the gas continues cooling

owing to expansion until z ∼ 6.

The delayed gas heating in calculations using the dual energy condition given

by Eqn. 2.15 results from the advected internal energy e being dominantly selected

over the conserved internal energy E − v2/2 for the gas infalling into halos. In this

case, the evolution of the advected internal energy e is given by Equation 2.5 that

does not capture shock heating, and consequently the heating of the gas in the halos is

suppressed.

In contrast, if Equation 2.13 is used for the dual energy condition in the

Cholla and Enzo simulations, the resulting mean cosmic temperature closely follows

the virial temperature estimate at z < 6. We found that for Cholla, adopting the pa-

rameter value η = 0.035 in Equation 2.13 results in a temperature increase that begins

at z ≈ 12, similar to our model estimate.

We note that the mean cosmic gas temperature measured in the Cholla adi-

abatic simulation and our T̄vir estimate (Eq. 2.42) computed from the halo properties

(Figure 5, dark blue and yellow lines respectively) display a sharp transition at z ≈ 12,

when the temperature suddenly increases. We argue that this behavior is a consequence

of the limited resolution in our test simulation, as most of the low mass halos that would

form at early times (z > 12) are not resolved and the heating of gas during their virial-

ization is not captured. We verify this by computing an estimate of T̄vir including early,

low-mass halos predicted by an analytical mass function (Sheth & Tormen 1999). This
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analytical estimate shows an earlier and more gradual increase in the mean temperature,

starting at z ∼ 20. If instead we limit the minimum halo mass used for the analytical

estimate to the minimum resolved halo mass in the test simulations, the estimate fol-

lows closely the temperature evolution from the Cholla simulation including the sharp

increase at z ≈ 12, strongly suggesting that the missing unresolved halos explain the

sharp feature in the temperature evolution.

Additionally, we measured the effect on the gas overdensity power spectrum of

temperature differences arising from the choice of the dual energy condition. Figure 2.6

shows the fractional difference of the power spectrum measured in the simulation where

Equation 2.15 was used for the dual energy selection relative to the power spectrum

measured in the simulation that instead employed Equation 2.13. The comparison

shows that the power spectrum in the simulation using condition set by Eqn. 2.15,

where the gas remains colder for longer, is ∼ 50% higher on small scales by z ∼ 5. By

z ∼ 2 differences on small scales reach ∼ 80%. Afterward, the two simulations reach

similar average temperatures and the differences decrease to ∼ 30% by z = 0.

We note that the truncation error etrunc (Eq. 2.14) is resolution dependent,

and the suppressed shock heating presented in this comparison might be reduced in

high resolution AMR simulations. Studying the behavior of condition 2.15 in such

simulations is beyond the scope of this work.

2.3.5 Cosmological Simulation: Chemistry and UV Background

To validate our integration of the chemical network (solved by GRACKLE and

advected by the hydrodynamics solver), we ran identical hydrodynamical simulations
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Figure 2.9: Projection of the gas density at redshift z = 2 from the CHIPS.P19 sim-
ulation (20483 grid, L = 50h−1Mpc, and 1.5h−1Mpc projected). The zoom-in region
shows the dark matter density ρDM, gas density ρb, gas temperature T , and neutral
hydrogen density ρHI from top to bottom. A skewer crossing the center of the zoom-in
region is marked over the neutral hydrogen distribution, and the Lyman-α transmitted
flux along the skewer is shown in the bottom panel. The scale labels refer to proper
distances.

solved with Enzo and Cholla following the configuration described in §2.3.3 but including

the non-equilibrium H and He network plus metals in the presence of a spatially-uniform,

time-dependent UV background given by the standard HM12 (Haardt & Madau 2012)

photoheating and photoionization rates. Figure 2.7 shows a comparison of projected

gas quantities at z = 0 computed by the two codes, with Cholla on top and Enzo on the

bottom. From left to right the panels show projections of dark matter density (ρDM),

gas density (ρb), neutral hydrogen density (ρHI), and gas temperature (T ). Figure 2.7
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shows qualitatively a remarkable agreement between the results from the two codes.

For a more detailed comparison, we measured the density-temperature distri-

bution from both simulations. Figure 2.8 shows the results from the Enzo (left) and

Cholla (right) runs at z = 0. As shown, the distribution of the gas in the simulations is

remarkably similar. Additionally the parameters T0 and γ which model the distribution

of the diffuse gas in the IGM (see §2.5 for details) differ by less than 1% showing an

excellent agreement between these simulations.

2.4 Simulation Suite

In this section we present the CHIPS (CHolla IGM Phothoheating Simulations)

simulation suite, a set of high resolution simulations performed using the newly extended

version of the Cholla code described above. The suite consists of a series of simulations

run with a fiducial resolution of N = 20483 cells, varying the cosmic photoheating and

photoionization rates from evolving UV background radiation fields and with a range of

cosmological parameters. All the CHIPS simulations evolve a primordial gas composi-

tion (X = 0.76, Y = 0.24), without the inclusion of metal line cooling as star formation

is not accounted for in the simulations.
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Table 2.1 details the properties our initial CHIPS simulations. The primary

simulations for our initial analysis of the Lyman-α forest are CHIPS.HM12 and

CHIPS.P19, which use the Planck Collaboration et al. (2020) cosmological parameters

and the Haardt & Madau (2012) and Puchwein et al. (2019) photoionization and photo-

heating rates, respectively, in an L = 50 h−1Mpc box. The Puchwein et al. (2019) model

adopts the most recent determinations of the ionizing emissivity due to stars and AGN,

as well as of the H I absorber column density distribution. Another major improvement

is a new treatment of the IGM opacity for ionizing radiation that is able to consistently

capture the transition from a neutral to ionized IGM. For these fiducial runs, we output

150 snapshots over the redshift range z = [16, 2], spacing the time between snapshots at

∆a = 1.83× 10−3 intervals. In each snapshot, we record the conserved fluid quantities

(ρ, ρvx, ρvy, ρvz, E), the gas internal energy u, the neutral hydrogen H I, neutral he-

lium He I, singly-ionized helium He II, and electron ne densities, and the gravitational

potential φ on the simulation grid. We also record all the dark matter particle positions

and velocities. The detailed analyses performed on the simulation outputs are described

in §2.5.

We complement the fiducial models with four additional simulations

(CHIPS.P19.[A1-A4]) that use the Puchwein et al. (2019) photoionization and photo-

heating rates but vary the cosmological parameters h, Ωm, Ωb, σ8, and ns within the

uncertainties reported by Planck Collaboration et al. (2020). For each simulation, a flat

cosmology is assumed and we set ΩΛ = 1− Ωm.

Table 2.1 also lists properties of the additional N = 10243 (CHIPS.P19.R1)
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and N = 5123 (CHIPS.P19.R2) simulations used in our resolution study to demonstrate

the numerical convergence of our results (see Appendix 2.8).

The CHIPS simulation suite was run on the Summit system (Oak Ridge Lead-

ership Computing Facility at the Oak Ridge National Laboratory), each of the 20483

simulations ran in 512 GPUs for ∼11 hours costing ∼1000 node-hours. As described in

§2.2.9, the slowest component of the simulation is the GRACKLE update step, consum-

ing about half of the computational time for these runs. This motivates the ongoing

development of a H+He network solver implemented to run in the GPUs which will

potentially reduce this bottleneck. The subsequent analysis of the simulation output

data was performed using the lux supercomputer at UC Santa Cruz.

2.5 Evolution of the IGM for Two Photoheating Histories

Redshift-dependent photoionization and photoheating rates of intergalactic

gas substantially affect IGM properties. By comparing the CHIPS.HM12 with the

CHIPS.P19 simulation, we can learn about how detailed differences in photoheating

history lead to observable differences in the Lyman-α forest and potentially discriminate

between them by further comparisons with data. We first compare the thermal history

of the diffuse IGM between the simulations (§2.5.1). The redshift-dependent thermal

properties of the IGM in the models provide a context for interpreting measurements of

the simulated forest. We discuss our methods for generating mock Lyman-α absorption

spectra in §2.5.2. These simulated spectra then provide estimates of the Lyman-α forest

optical depth (§2.5.3) and transmitted flux power spectra (§2.5.4).
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Figure 2.10: Volume-weighted density-temperature distribution of gas at redshift z = 5
in our two fiducial simulations (CHIPS.HM12, left; CHIPS.P19, right). The low density
gas (∆ < 10) is colder for the Haardt & Madau (2012) model owing to H reionization
ending earlier. Dashed lines show the best fit power-law ∆-T relation for the parameters
T0 and γ.

2.5.1 Thermal History of the Diffuse IGM

The gas in the diffuse IGM comprises most of the baryons in the universe

and follows a well defined density-temperature power-law relation (Hui & Gnedin 1997;

McQuinn 2016; Puchwein et al. 2015) given by

T (∆) = T0∆γ−1, (2.43)

where ∆ = ρb/ρ̄b is the gas overdensity, T0 is the temperature at the mean cosmic density

ρ̄b, and γ − 1 corresponds to the power-law index of the relation. The time evolution

of the parameters T0 and γ is determined by the photoheating from to hydrogen and

helium ionization, cooling owing to the expansion of the universe, and inverse Compton

cooling, recombination, and collisional processes.
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Figure 2.11: Redshift evolution of the gas temperature T0 at mean density and the index
γ of the density-temperature relation. Shown are results from our reference simulations
CHIPS.HM12 (blue lines) and CHIPS.P19 (green lines). H I reionization ends earlier
(z ∼ 13) for the HM12 model, compared with z ∼ 6 for the P19 model, allowing more
time for the low density gas to cool. He II reionization begins at z ∼ 4.5 in both models,
but the lower He II photoionization rates for the P19 model result in He II being fully
ionized at a later time (z ∼ 3) compared with z ∼ 3.8 for the HM12 run.

Figure 2.10 shows the density-temperature distribution of the gas in our sim-

ulations at redshift z = 5, with CHIPS.HM12 shown on the left and CHIPS.P19 shown

on the right. The distributions resulting from the two UVB models are similar for gas

collapsed into resolved structures (∆ > 10), but for low density gas (∆ < 10) the tem-

peratures in the HM12 model are significantly lower owing to the earlier completion

of hydrogen reionization (z ∼ 13). The gas temperature in this model has had subse-

quently more time to decrease owing to cooling processes and adiabatic expansion. For

the P19 model, where reionization ends at z ∼ 6, there has been less time to cool by

z = 5, resulting in a higher T0 and lower γ at this epoch.

For each snapshot of the simulation, we determined the parameters T0 and γ

by fitting Equation 3.7 to the low density (−1 < log10 ∆ < 1) region of the density-

temperature distribution. We divided the selected interval into fifty equal bins in
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Figure 2.12: Redshift evolution of the density-temperature parameters T0 and γ from
the CHIPS.HM12 (blue) and CHIPS.P19 (green) simulations. The shaded regions show
the uncertainty resulting from the power-law fitting procedure. Points show the ob-
servational results from Hiss et al. (2018), Bolton et al. (2014), Walther et al. (2019),
Boera et al. (2019), Gaikwad et al. (2020), and Gaikwad et al. (2021).

log10(∆), and for each bin i the maximum of the marginal temperature distribution

P (T |∆i) and the temperature range containing the 68% highest probability density was

used to define the bin temperature Ti and its corresponding uncertainty δTi. The coor-

dinates (∆i, Ti) and uncertainty values δTi were used as input to a Monte Carlo Markov

Chain that sampled the parameters T0 and γ, initialized from uniform prior distribu-

tions, and returned posterior distributions for the thermal parameters that best match

the density-temperature relation measured from the simulations. From the posterior

distributions we extracted best-fit values for T0 and γ and corresponding parameter

uncertainties δT0 and δγ.

The redshift evolution of the parameters T0 and γ for the two UVB models is

shown in Figure 2.11, where the effects of the two ionization histories on the thermal

structure of the diffuse IGM are illustrated. The evolution of the IGM follows several

phases. First, before H I reionization is complete, the photoheating owing to hydrogen
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ionization increases the temperature to an early local maximum. After all the H I is

ionized, the diffuse IGM cools by adiabatic expansion and inverse Compton cooling until

the onset of He II reionization reheats the IGM to a global maximum. Once He II is

fully ionized, the IGM again cools adiabatically to the present day.

The HM12 UVB (blue line) causes a quick H I reionization around redshift

z ∼ 14 and cools afterward. In the interval between z ∼ 6 − 10, the temperature at

mean density T0 plateaus at T ∼ 8× 103 K while underdensities (∆ < 1) keep cooling,

mostly due to adiabatic expansion, this results in an increasing γ until z ∼ 5.

For z ≤ 15 the ionization rates for the late-reionization P19 model are signifi-

cantly lower until z ∼ 6.5, resulting in a gradual heating of the IGM. The IGM remains

close to isothermal (γ ∼ 1) until H I reionization completes at z ∼ 6.2. Intergalactic gas

then cools just for short period before He II reheating, resulting in a higher T0 than in

the HM12 model.

While in both runs helium reheating starts around z ∼ 4.5, the reionization

of He II is completed earlier in CHIPS.HM12. At z < 3, the residual heating from

photoionization of recombining atoms is inefficient, and the IGM continues to cool all

the way down to z = 0, decreasing T0 and increasing γ.

Figure 2.12 shows a comparison between the thermal parameters T0(z) and

γ(z) from our simulations and previous observational inferences (Bolton et al. 2014;

Hiss et al. 2018; Boera et al. 2019; Walther et al. 2019; Gaikwad et al. 2020, 2021). The

shaded regions correspond to the uncertainty in T0 and γ resulting from our power-

law fitting procedure. For the observations, the values of T0 and γ are determined in
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different ways.

Walther et al. (2019) and Boera et al. (2019) both follow a similar approach by

generating Lyman-α flux power spectra from simulations evolved with different thermal

histories, resulting in multiple trajectories of T0 and γ. For each simulation snapshot,

they determine the best fit T0, γ, and mean transmitted flux F̄ by performing Bayesian

inference comparing the generated flux power spectra from the different simulations to

observations.

Hiss et al. (2018) and Bolton et al. (2014) measure the b-NHI distribution

obtained from decomposing the Lyman-α forest spectra into a collection of Voigt pro-

files, and then infer thermal parameters by matching the b-NHI distribution from their

simulations to the observed distribution. Gaikwad et al. (2021) follows an analogous

approach by comparing simulation results to Voigt profiles fitted to transmission spikes

in the inverse transmitted flux 1 − F in z > 5 spectra. In a recent analysis, Gaikwad

et al. (2020) report more precise results by inferring T0 and γ from combined constraints

obtained through a comparison between simulated and observed Lyman-α forest flux

power spectra, b-NHI distributions, wavelet statistics, and curvature statistics.

During the epoch of He II reionization and afterward, Hiss et al. (2018) infer

a peak in T0 (z ∼ 2.8) that is significantly higher than the results from all the other

analysis, while the measurements from Gaikwad et al. (2020) are mostly higher than

those obtained by Walther et al. (2019) and Bolton et al. (2014) their results still are

consistent within 1σ of each other. Compared to the simulations, both the P19 and

HM12 models result in a increase of T0 due to He II photoheating that begins too
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early (z ∼ 4.2) to be consistent with the measurements from Gaikwad et al. (2020)

and Walther et al. (2019) simultaneously. The heating from He II reionization could

be delayed in the P19 model by decreasing the He II photoheating and photoionization

rates, effectively also slightly decreasing the peak of T0 at z ∼ 2.8, this would produce

a trajectory for T0 at z . 4 that better matches the results from Gaikwad et al. (2020)

and Walther et al. (2019).

For z > 4, the results from Walther et al. (2019) and Boera et al. (2019)

measure temperatures lower than those produced by the Puchwein et al. (2019) model.

In particular, at z ≥ 5 Walther et al. (2019) find remarkably low temperatures, which

may be related to the strong correlation between T0 and F̄ in their analysis.

The γ values inferred by Walther et al. (2019) are overall higher than all

the other data sets. In the redshift range 2.6 . z ≤ 5, both our CHIPS.HM12 and

CHIPS.P19 simulations produce γ(z) consistent with the measurements from Hiss et al.

(2018) and Boera et al. (2019), within their respective uncertainties. Additionally both

models result in γ(z) consistent with the results from Gaikwad et al. (2020) only for z .

3.3 as their observational inference results in higher values (γ ∼ 1.5) at z ∼ 3.8 compared

to γ ∼ 1.3 produced in both simulations at this redshift. Delaying the heating from

He II reionization would allow more time for the diffuse gas to cool after H I reionization,

effectively increasing γ produced by the models at z ∼ 4, to be in better agreement with

the results from Gaikwad et al. (2020).

The CHIPS.P19 results are consistent with constraints on T0 and γ for z > 5.3

from Gaikwad et al. (2021), likely because H I reionization ends at z ∼ 6 in the Puchwein

58



0 10 20 30 40 50

0

1

2

3

4

5

6

ρ
H

I 
z= 2.5

x [h−1Mpc ]

0 1000 2000 3000 4000 5000

1011

1013

N
H

I
[c

m
−

2
] 

0 1000 2000 3000 4000 5000

10-2

10-1

100

101

τ 

Redshift Space
Real Space

0 1000 2000 3000 4000 5000
v [ km s−1 ]

0.00

0.25

0.50

0.75

1.00

F
 

Figure 2.13: Elements for the calculation of the transmitted flux along a single skewer
crossing the CHIPS.P19 simulation box at redshift z = 2.5. Shown in the panels from
top to bottom are the neutral hydrogen density ρHI in a region surrounding the skewer,
neutral hydrogen column density NHI along the skewer, optical depth τ computed via
Equation 2.48, and transmitted flux F = exp(−τ) along the line of sight.

et al. (2019) photoionization and photoheating model. Although, reconciling the high

γ ∼ 1.5 at z ∼ 3.8 from Gaikwad et al. (2020) with the low γ ∼ 1.2 at z ∼ 5.5 inferred

by Gaikwad et al. (2021) could require the low density gas to cool faster than physically

possible in a spatially-uniform UV background model. However, near H I reionization a

non-uniform UV background may be required for the simulations to model accurately

the effects of a “patchy” reionization (Keating et al. 2020).

59



2.5.2 Synthetic Lyman-α Forest Spectra

The Lyman-α forest is a sensitive probe of the diffuse baryons in the IGM, as

the amplitude and width of the absorption lines in the forest trace the neutral hydrogen

density and the gas temperature. The observed Lyman-α forest global statistics, such

as the effective optical depth and the transmitted flux power spectra, constrain the

thermal state of the IGM. To compare directly with the observed effective optical depth

and the transmitted flux power spectra, we compute synthetic Lyman-α forest spectra

from our high resolution simulations. In total we drew 60000 skewers through the

simulation volume, located in random positions and aligned parallel with the three box

axes (20000 skewers for each axis). Along each skewer, the neutral hydrogen density, gas

temperature, and the component of the velocity parallel to the line of sight are sampled

at the native resolution of the simulation, rendering 2048 uniformly distributed pixels

for each skewer. The optical depth as a function of frequency τν along the skewer

is computed by integrating the Lyman-α interaction cross section σν and the neutral

hydrogen number density nHI along the line of sight, following

τν =

∫
nHIσνdr, (2.44)

where dr is the physical length of the path element. Assuming a Doppler profile for the

absorption line, the optical depth at frequency ν0 is given by

τν0 =
πe2

mec
f12

∫
nHI√
π∆νD

exp

[
−
(
ν − ν0

∆νD

)2
]
dr, (2.45)
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where f12 is the Lyman-α transition upward oscillator strength, ∆νD = (b/c)ν0 is the

absorption width owing to Doppler shifts and b =
√

2kBT/mH corresponds to the

thermal velocity of the gas. The shift in the frequency of absorption along the skewer

is given by the Doppler shift from the change in the gas velocity along the line of sight,

ν = ν0

(
1− u− u0

c

)
. (2.46)

Applying a variable transformation from frequency to velocity space and the expansion

relation du = Hdr, the optical depth as a function of velocity is expressed as

τu0 =
πe2λ0

mecH
f12

∫
nHI√
πb

exp

[
−
(
u− u0

b

)2
]
du. (2.47)

Following the method described by Lukić et al. (2015), we solved the Gaussian integral

analytically and computed the optical depth along the discretized line of sight using

τj =
πe2λ0f12

mecH

∑
i

1

2
nHI,i

[
erf
(
yj+1/2,i

)
− erf

(
yj−1/2,i

)]
, (2.48)

where the argument to the error function is

yj±1/2,i =
(
vH,j±1/2 − vH,i − vLOS,i

)
/bi. (2.49)

The term vH,j±1/2 corresponds to the Hubble flow velocity at the interfaces of cell j

and the terms vH,i and vLOS,i represent the centered values of Hubble velocity and the

line of sight component of the peculiar velocity of the gas at cell i. Note that the
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factor of 1/2 in Equation 2.48 comes from the definition used for the error function,

erf(x) = 1/
√
π
∫ x
−x exp(−t2)dt.

The calculation of the optical depth τ and the transmitted flux for a single

skewer spanning across the length of the CHIPS.P19 box at redshift z = 2.5 is illustrated

in Figure 2.13. The figure panels from top to bottom show the distribution of the neutral

hydrogen density in the neighborhood of the skewer (ρHI), the 1D neutral hydrogen

column density integrated over the length of the cell across the skewer (NHI), the optical

depth τ in redshift space computed via Equation 2.48 (blue line) and ignoring the shift of

of the absorption lines due to peculiar real space velocities (green), and the transmitted

flux F = exp(−τ) along the skewer in both redshift (blue) and real (green) space.

2.5.3 Evolution of the Lyman-α Effective Optical Depth

The Lyman-α effective optical depth τeff is a measure of the overall H I content

of the gas in the IGM. Hence, τeff tracks the ionization state of hydrogen and the

intensity of the ionizing UV background. To compare with observational measurements

of τeff , we computed synthetic Lyman-α absorption spectra from all the outputs of our

two simulations using the method described in §2.5.2. From the large sample of skewers,

the effective optical depth is computed as τeff = − log(F̄ ), where F̄ is the transmitted

flux averaged over all skewers.

The redshift evolution of the effective optical depth τeff for our two simulations

is shown as colored lines in Figure 2.14 (blue and green for the HM12 and P19 models,

respectively) and the shaded region shows the variability of τeff measured over the

different skewers. For each redshift the shaded interval corresponds to the optical depth
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Figure 2.14: Redshift evolution of the effective optical depth τeff . Shown are our
simulated measurements from CHIPS.HM12 (blue) and CHIPS.P19 (green), compared
to data from Becker et al. (2013a), Boera et al. (2019) and Bosman et al. (2018) (data
points). Measurements of τeff from the HM12 model match the observations at 2.5 .
z . 4.2, but display higher amounts of H I for z & 4.2 owing to the low temperatures
at those redshifts. The P19 model produces values of τeff slightly lower than the
observations for 2.5 . z . 4, suggesting that He II reionization is overheating the
IGM at these epochs. For 5 < z < 5.8 the P19 model results in measurements of
τeff significantly lower than the observations. This discrepancy could result from the
relatively hot IGM produced by the P19 model at this epoch and may be addressed by
introducing a non-uniform UVB in the simulations.
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computed from the highest probability interval that encloses 68% of the distribution of

the transmitted flux averaged over individual skewers.

The effective optical depth resulting from the HM12 UVB model (blue) shows

good agreement with the observed data (Becker et al. 2013a) for z < 4, but underes-

timates the ionization fraction at z > 4. At the higher redshifts, the model produces

an excess of neutral hydrogen, likely because the early H I reionization renders the gas

too cold, this results in an effective optical depth higher than estimated by Boera et al.

(2019) and measured by Bosman et al. (2018).

The P19 model (green) has too high an ionization fraction, resulting in an

optical depth that is slightly lower than the observations. In the redshift range 2.5 .

z . 4, He II reionization in the P19 model is overheating the IGM. For 5 < z < 5.8, the

P19 model produces τeff that are 10 to 25% lower than the observations, suggesting that

the temperatures of the IGM in this model at z ∼ 5.2 are higher than those in reality.

At these high redshifts (z & 5.4), a non-uniform UV background may be required to

accurately represent the effects of a “patchy” reionization in τeff (Keating et al. 2020),

and the inclusion of a non-uniform UVB could reduce the discrepancies between the

data and the P19 model at these times.

2.5.4 Lyman-α Transmitted Flux Power Spectrum

On scales of a few Mpc, the Lyman-α flux power spectrum (FPS) is an excellent

probe of the thermal properties of the photoionized IGM and can constrain the IGM

temperature at various epochs. On scales below ∼ 100kpc, the FPS exhibits a cutoff

beyond which the Lyman-α forest has suppressed structure owing to both the pressure
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Figure 2.15: One dimensional power spectra of the Lyman-α transmitted flux fluctu-
ations (FPS) from our two simulations CHIPS.HM12 (blue) and CHIPS.P19 (green),
compared with the observational measurements from Walther et al. (2018), Boera et al.
(2019) and Viel et al. (2013a) (data points). The colored lines show the FPS averaged
over all the skewers, and the shaded regions show the σ(k)/

√
Nind region where σ(k) is

the standard deviation of the distribution P (∆2
F ) obtained from the FPS of the all the

individual skewers and Nind(k) is the number of independent skewers that can be drawn
from the simulation grid for each axis. For k & 0.01 s km−1 the agreement between
CHIPS.P19 and the observational measurement of P (k) for 2 . z . 4.5 is relatively
good (time-averaged 〈χ2

ν〉 ∼ 2), as compared with CHIPS.HM12 (〈χ2
ν〉 ∼ 8). For z & 5

the amplitude of P (k) for the P19 UVB model is lower than the data, reflecting the lower
estimate of τeff from the P19 model relative to the observations. For k . 0.01 s km−1

the resulting FPS from the HM12 model is in better agreement with the data from
Walther et al. (2018) at z . 3 (〈χ2

ν〉 ∼ 1) in contrast to the P19 model (〈χ2
ν〉 ∼ 3).
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Figure 2.16: One dimensional power spectra of the Lyman-α transmitted flux fluctu-
ations (FPS) from our two simulations CHIPS.HM12 (blue) and CHIPS.P19 (green),
compared with the large scale power spectra data from the eBOSS experiment (Cha-
banier et al. 2019b). The colored lines show the FPS averaged over all the skewers, and
the shaded regions show the σ(k)/

√
Nind region where σ(k) is the standard deviation

of the distribution P (∆2
F ) obtained from the FPS of the all the individual skewers and

Nind(k) is the number of independent skewers that can be drawn from the simulation
grid for each axis. From z = 2.2 to z = 4.6 the amplitude of P (k) for the models
increases faster than the data, and for the range 2.6 . z . 4.2 the data lie in between
the models. The P19 and HM12 models result in P (k) that match the data at z = 4.6
and z = 2.2, respectively.
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smoothing of the gas distribution (which sets the pressure smoothing scale λP ) as well as

the thermal Doppler broadening of the absorption lines. To compare the FPS produced

by the UVB models in the simulations with observation, we measured the Lyman-

α transmitted flux power spectra from the large sample of skewers computed as described

in §2.5.2. The FPS as a function of velocity u is obtained from the flux fluctuations as

δF (u) ≡ F (u)− F̄
F̄

, (2.50)

where F (u) if the transmitted flux along the skewer over the velocity interval [0, umax]

and F̄ = exp(−τeff ) is the transmitted flux averaged over all the skewers. The FPS is

commonly expressed in terms of the dimensionless quantity ∆2
F , defined as

∆2
F (k) =

1

π
kP (k). (2.51)

The transmitted flux power spectrum P (k) is computed as

P (k) = umax

〈∣∣∣δ̃F (k)
∣∣∣2〉 (2.52)

δ̃F (k) =
1

umax

∫ umax

0
e−ikuδF (u)du, (2.53)

where k = 2π/u corresponds to the wavenumber associated to the velocity u and

has units of s km−1 and umax is the Hubble flow velocity for the box length umax =

HL/(1 + z). From our simulations, we measured the FPS resulting from both UVB

models and compared with the analogous observational measurements. Our results are
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shown in Figures 2.15 and 2.16, where the lines show the FPS averaged over all the

skewers and the shaded bars show the σ(k)/
√
Nind(k) region. Here σ(k) corresponds

to the standard deviation from the distribution of P (k) measured over all individual

skewers and Nind(k) = (2π)−2(kumax)2 is the number of independent skewers that can

be drawn from the simulation grid for each axis. Applying the Central Limit Theorem,

σ(k)/
√
Nind(k) is analogous to the standard deviation σs(k) of the distribution that

results from sampling the mean FPS (P (k)) over all the possible groups of independent

skewers, therefore σs(k) ' σ(k)/
√
Nind(k) provides the uncertainty in the mean FPS

measured from the simulation grid.

The flux power spectrum on scales of 0.004 < k < 0.2 s km−1 is presented

in Figure 2.15, as shown, the uncertainty bars in the in the power spectrum from the

simulations are larger for smaller k values as the number of independent skewers that

can be drawn from the grid decreases as the size of the probed fluctuation increases. We

compare the simulation results against observational measurements from Walther et al.

(2018) at 2 < z < 3.4, and higher redshift measurements from Boera et al. (2019) and

Hiss et al. (2018) for 4 . z ≤ 5.4. To assess the performance of both photoionization

and photoheating models to reproduce the observed FPS, we quantify the differences in

P (k) with the statistic χ2
ν = χ2/N , where

χ2 =

N∑
i

[
P (ki)

obs − P (ki)
model

σobs
i

]2

, (2.54)

and N is the number of observed data points measured at the wavenumbers ki and

having uncertainties σi. We will use χ2 to denote the statistic computed by Equation
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2.54 for multiple scales at the same redshift, and 〈χ2〉 to denote a “time-averaged”

statistic when using multiple scales over multiple redshifts.

For k & 0.01 s km−1, the agreement between the CHIPS.P19 simulation (green)

and the observational measurement of P (k) for 2 . z . 4.5 is relatively good as the

time-averaged differences are 〈χ2
ν〉 ∼ 2, compared to 〈χ2

ν〉 ∼ 8 for CHIPS.HM12 (blue).

At high redshifts (z & 5), the observational data lie between the predictions from the

two models. This result is consistent with the behavior of τeff in Figure 2.14, since

the normalization of the transmitted flux fluctuations δF is determined by F̄ and an

underestimate of τeff will result in a lower normalization in P (k). For k . 0.01 s km−1,

the HM12 UVB model produces FPS that agree better with the data from Walther et al.

(2018) at z . 3 (〈χ2
ν〉 ∼ 1) than the P19 model (〈χ2

ν〉 ∼ 3). At high redshift (z & 4.6),

the HM12 model results in a FPS higher than the observations, and this discrepancy is

again consistent with the higher values of τeff produced by the model compared with

the observations, as shown in Figure 2.14.

For larger scales 0.002 < k < 0.02 s km−1, the flux power spectrum shown in

Figure 2.16 is compared with the observational measurements from the eBOSS exper-

iment presented in Chabanier et al. (2019b). The evolution of P (k) in CHIPS.HM12

(blue) and CHIPS.P19 (green) differs from the observed data, with the amplitude of

P (k) in the models increasing faster than the data at z = 2.2 − 4.6. Figure 2.16

shows that at higher redshift (z ∼ 4.6) the P19 model P (k) matches the observations

(χ2
ν = 1.4), while for the redshift range 2.6 . z . 4.2 the data lies in between the mod-

els. For z . 2.4, the HM12 model agrees better with the data measured by the eBOSS
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experiment but the small uncertainties in the observational measurements result in large

values of χ2
ν regardless. Since the temperature of the IGM at z . 4 is primarily set

by He II reionization, we argue that the discrepancies between the P19 results and the

observed data could be alleviated by changing the He II photoheating rate associated

with active galactic nuclei to reduce the IGM temperature at z ∼ 3.

Comparing Lyman-α flux power spectrum between simulations and observa-

tion offers a direct way to assess the performance of the chosen photoionization and

photoheating rates in reconstructing the thermal history of the IGM. Figures 2.15 and

2.16 show that both photoionization and photoheating models used for this work, Haardt

& Madau (2012) and Puchwein et al. (2019), fail to recover the observed P (k) on scales

of 0.002 < k < 0.2 s km−1 over the redshift range 2 . z . 5. The observed Lyman-

α forest statistics τeff and P (k) lie in between the results produced by the two models.

This tension motivates further studies using cosmological simulations with modified pho-

toionization and photoheating rates that result in lower IGM temperatures at 2 < z . 3

and increase the amplitude of the FPS on large scales (e.g., 0.002 . k . 0.02 s km−1)

to match better the observations.

2.6 Discussion

By comparing the results of our simulations with observations, we have demon-

strated the broad properties of the forest are reproduced by models using either the

Haardt & Madau (2012) or Puchwein et al. (2019) photoheating and photoionization

rates. The Puchwein et al. (2019) rates in particular lead to realistic small-scale struc-
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ture in the forest over a range in redshift. However, both models fail to recover the

detailed shape of the transmitted flux P (k) or the magnitude of the optical depth at

all redshifts or spatial scales. The physical reasons for these inadequacies likely also

depend on redshift and spatial scale, and are discussed below.

2.6.1 What is the IGM Photoheating History?

As Figures 2.11 and 2.12 illustrate, the observational inferences on the evo-

lution of the IGM mean temperature and density-temperature relation are currently

widely-varying (Hiss et al. 2018; Bolton et al. 2014; Walther et al. 2018; Boera et al.

2019; Gaikwad et al. 2020, 2021). Deriving these observed properties requires assistance

from simulations, for instance by generating model spectra or aiding the interpretation

of transmission spikes. As a result, discriminating between early-reionization (Haardt

& Madau 2012) and late-reionization (Puchwein et al. 2019) based on T0(z) and γ(z)

remains hazardous. The Lyman-α optical depth and P (k) evolution show that the ob-

servations mostly reside in between the model predictions. At redshifts z ∼ 2 − 3 the

Puchwein et al. (2019) rates produce structure in the forest that agrees better with the

data on small scales, but on larger scales Haardt & Madau (2012) performs better. The

IGM structure at these redshifts is heavily influenced by He II photoheating powered

by active galactic nuclei, and both the relative spectral slopes of the AGN spectral en-

ergy distribution and the difference in emissivity with redshift in these models could

affect their scale-dependent relative agreement. Finding the He II photoheating and

photoionization rates that result in agreement across all scales at these redshifts will

require future work and more simulations.
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Close to the hydrogen reionization era, in simulations using the Haardt &

Madau (2012) rates the Lyman-α P (k) amplitude increases more rapidly with redshift

than in the Puchwein et al. (2019) model. Reionization occurs very early in the Haardt

& Madau (2012) UVB, and the P (k) amplitude evolution reflects the progressively

colder IGM in this scenario. The hydrogen ionization and temperature states of the

IGM in the Puchwein et al. (2019) model are apparently too high, and produce a lower

P (k) than seen in the observation. Balancing the high temperature resulting from the

late reionization in this model and the larger P (k) may require a patchy reionization

process, as noted previously (Keating et al. 2020).

2.6.2 IGM Thermal History vs. Instantaneous Properties

The importance of developing self-consistent histories for IGM properties, in-

cluding the phase structure, flux power spectra, and Lyman-α optical depth, cannot

be overstated for interpreting observations. The power of the Lyman-α forest for con-

straining the small-scale physics of structure formation, including the possible presence

of warm dark matter (e.g., Viel et al. 2013a; Iršič et al. 2017a) and the importance of

neutrinos (e.g., Chabanier et al. 2019b), is limited by the imprecisely known thermal

properties that can impact such scales. These uncertainties on the thermal properties,

often characterized by the temperature T0 at the mean density and the slope γ of the

IGM temperature-density relation, have frequently been treated as nuisance parameters

when developing cosmological parameter constraints from the Lyman-α forest. Anal-

yses typically marginalize over the uncertainties in the thermal structure of the forest

to arrive at, e.g., the possible contribution of warm dark matter to the suppression of
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small-scale power.

One complication with these analyses that our simulations highlight is how the

history and evolution of the thermal properties influence the structure of the forest. The

characteristics of the forest at one redshift cannot be disentangled entirely from its prop-

erties at similar redshifts. The response of the forest, in terms of both its thermal and

ionization structure, depends on the evolving photoheating and photoionization rates,

and the values of both T0 and γ change along tracks with redshift. These properties are

not independent, and have redshift correlations that cannot be ignored by separately

marginalizing over their properties independently at an array of redshifts. Instead, when

marginalizing over the thermal structure of the forest to infer constraints from P (k), full

simulated histories of the forest properties are required with marginalization occurring

simultaneously over the forest structure at all redshifts where observations are available.

For instance, synthesizing the results shown in Figures 2.11, 2.12, 2.15, we find that the

consistently lower P (k) amplitude of the forest at z = [4.2, 4.6, 5.0, 5.4] when using the

Puchwein et al. (2019) rates results from the hotter IGM induced by the late global

reionization in this model. The temperature at these times is not independent across

redshift, and varying models over a range of IGM temperature and Lyman-α P (k) at a

given redshift amounts to direct assumptions on those properties at adjacent redshifts

where the dominant photoheating mechanisms are the same.

Addressing this issue requires a potentially large number of hydrodynamical

simulations of cosmological structure formation that capture various photoheating his-

tories and manage to resolve the Lyman-α forest structure robustly on small scales.
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Our CHIPS simulations represent a first step in this direction, and the computational

efficiency of the Cholla code will enable us to realize the required number of simulations

with moderate additional effort.

2.7 Summary

Motivated by new observational efforts that will provide unprecedented detail

on the properties of the Lyman-α forest (e.g., DESI Collaboration et al. 2016a), we

have initiated the CHIPS series of hydrodynamical simulations of cosmological struc-

ture formation. Our simulations use the GPU-native Cholla code to maintain exquisite

spatial resolution in the low-density intergalactic medium throughout cosmological vol-

umes. In this first paper, we conduct N = 20483 resolution simulations to compare

the thermal history and physical properties of the Lyman-α forest using two models

for the photoheating and photoionization rates induced by an evolving ultraviolet back-

ground (Haardt & Madau 2012; Puchwein et al. 2019). A summary of our efforts and

conclusions follows.

• We extended the Cholla code to perform cosmological simulations by engineering

gas self-gravity, a Fourier-space Poisson solver, a particle integrator, a comoving

coordinate scheme, and a coupling to the GRACKLE heating and cooling library

(Smith et al. 2017).

• We provided extensive tests of our cosmological simulations, including the

Zel’Dovich (1970) pancake test and comparisons with the results of other cosmo-

logical simulation codes. Cholla agrees with Nyx (Almgren et al. 2013), Ram-
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ses (Teyssier 2002), and Enzo (Bryan et al. 2014) to sub-percent accuracy on

all spatial scales for N-body cosmological simulations, and matches Ramses and

Enzo results to within a few percent for adiabatic hydrodynamical simulations.

• We provide a new method for testing the dual energy formalism (Bryan et al.

1995) of Eulerian hydrodynamical codes for cosmological simulations by match-

ing the mean cosmic gas temperature in adiabatic simulations, and show that

Cholla recovers the expected results.

• In accordance with prior results (e.g., Puchwein et al. 2019), we find that after

hydrogen reionization, simulations using the Haardt & Madau (2012) photoheating

rates predict a cooler IGM temperature than the Puchwein et al. (2019) UVB

model. At redshfits z ∼ 4 − 6, the Puchwein et al. (2019) model is hotter owing

to hydrogen reionization completing later than in the Haardt & Madau (2012)

scenario. At redshifts z . 4, the IGM is hotter in the Puchwein et al. (2019)

model owing to the He II photoheating rates powered by active galactic nuclei.

• We compare the Lyman-α transmitted flux power spectra P (k) computed for

these simulations with observations. We find that at redshifts 2 . z . 5.5 the

performance of the models varies with scale. Using the Puchwein et al. (2019)

photoheating rates results in good agreement with the observed P (k) on k &

0.01 s km−1 at 2 . z . 4.5.

• On larger scales, the amplitude of the observed P (k) increases faster from z ∼ 2.2

to z ∼ 4.6 than the structure in the simulated forest. The observations appear
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intermediate between the simulation results using the Haardt & Madau (2012)

and Puchwein et al. (2019) photoheating rates at 2.2 . z . 4.6 for k ≈ 0.002 −

0.01 s km−1.

• At higher redshifts z & 4.5, as the epoch of hydrogen reionization is approached,

the P (k) amplitude in the simulations increase at rates that bracket the observed

flux P (k). The observed Lyman-α optical depth also lies in between the model

predictions at these redshifts.

• We show that our results are insensitive to small changes in the cosmological pa-

rameters comparable to the Planck Collaboration et al. (2020) uncertainties, and

demonstrate our results for the flux power spectra have converged with resolution

studies.

These initial CHIPS simulations demonstrate that commonly used models for

the photoheating and photionization rates (Haardt & Madau 2012; Puchwein et al. 2019)

broadly reproduce the observed thermal history and transmitted flux power spectra of

the Lyman-α forest. However, in detail the agreement with the observations can be

improved, including better recovering the redshift- and scale-dependence of the the flux

P (k) and the evolution in the Lyman-α optical depth. Matching these observations more

completely will require changing the photoionization and photoheating rates for both

hydrogen and helium. We will explore these improvements using additional large-scale

cosmological simulations in future work.
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2.8 Resolution Convergence Analysis

To assess the numerical convergence of our results, we performed runs with

different resolutions. Each simulation was run with the same box size (L = 50h−1Mpc)

and identical cosmological parameters (Planck Collaboration et al. 2020), but with

differing resolutions of N = 5123, N = 10243, and N = 20483 cells and dark matter

particles. These simulations have comoving spatial resolutions of ∆x = 98, 49, and 24

h−1 kpc, respectively. The initial conditions were generated to preserve the large-scale

modes in common to each simulation, such that the properties of the simulations could

be compared directly on shared spatial scales. We measured the Lyman-α effective

optical depth and transmitted flux power spectrum at each resolution.

The left panel of Figure 3.17 shows the convergence of the Lyman-α transmit-

ted flux power spectra with resolution. As the resolution increases, the large-scale P (k)

decreases while the small-scale power increases. This progression reflects the structure

of the forest becoming better resolved as the number of cells increases. The N = 10243

and N = 20483 simulations agree well over most spatial scales, with little evidence that

the N = 20483 simulation requires further refinement on scales k & 0.007 s km−1.

The right panel of Figure 3.17 details the redshift evolution of the Lyman-

α optical depth measured in the convergence study. As the structure of the forest

becomes better resolved, the optical depth lowers. This decline reflects the decrease in

large-scale power as the resolution improves, as illustrated in the left panel of Figure

2.19. As with the P (k) analysis, the N = 10243 and N = 20483 simulations agree well

in their Lyman-α optical depth evolution. The large-scale structure of the forest also
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Figure 2.17: Lyman-α forest statistics measured for similar simulations with different
spatial resolutions ∆x = 98, 49 and 24 h−1kpc (comoving). All simulations have L =
50h−1Mpc and use the Puchwein et al. (2019) UVB model and Planck Collaboration
et al. (2020) cosmological parameters. The transmitted flux power spectrum ∆2

F at
z = 5 is shown in the left panel and the redshift evolution of the effective optical depth
τeff is shown on the right. Both measurements demonstrate that the relevant statistics
of the Lyman-α forest have converged for the high resolution simulations used in this
work.

agrees well between these simulations, demonstrating that the N = 20483 simulations

have converged on scales that most contribute to the optical depth.

2.9 Cosmological Parameter Study

The relative difference in the Lyman-α forest properties between simulations

using the Haardt & Madau (2012) or Puchwein et al. (2019) rates is substantial, but

understanding whether these differences are large compared differences in the forest re-

sulting from cosmological parameter variations requires further simulation. To answer

this question we repeated our highest resolution simulation using the Puchwein et al.

(2019) rates with a range of cosmological parameters, varying over the reported un-
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Table 2.2: Mean Gas Density Comparison for Alternative Cosmologies

Simulation Mean baryon density ∆ρ̄b/ρ̄b
ρ̄b [ M�kpc−3 ] [×10−2]

CHIPS.P19 6.315

CHIPS.P19.A1 6.275 -0.62
CHIPS.P19.A2 6.334 0.31
CHIPS.P19.A3 6.394 1.25
CHIPS.P19.A4 6.449 2.12
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Figure 2.18: Redshift-dependent fractional difference of the effective optical depth
τeff in the alternative cosmology simulations, measured with respect to the fiducial
CHIPS.P19 simulation that evolves a Planck Collaboration et al. (2020) cosmology.
The variations in τeff reflect differences in the mean baryonic density ρ̄b for the alter-
native cosmologies shown in Table 2.2.
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Figure 2.19: Fractional differences in the flux power spectra ∆2
F of the alternative

cosmology simulations. The differences are measured with respect to the fiducial
CHIPS.P19 simulation that evolves a Planck Collaboration et al. (2020) cosmology
(shown for redshifts z = [2, 3, 4, 5.4]). The differences are scale dependent, and the
overall variations in normalization reflect the differences in τeff shown in Figure 2.18.

certainty in the Planck Collaboration et al. (2020) analysis. We ran four simulations

where we varied the Hubble parameter H0, matter density Ωm, baryon density Ωb, RMS

fluctuations on 8 h−1Mpc scales σ8, and the spectral slope of initial perturbations ns.

The chosen numerical values of the cosmological parameters are reported in Table 2.1.

Table 2.2 shows the mean comoving baryonic density ρ̄b for the reference sim-

ulation CHIPS.P19 and the simulations with alternative cosmologies. Additionally, for

the alternative cosmologies the fractional difference of the average density ∆ρ̄b/ρ̄b rela-

tive to the reference CHIPS.P19 is shown in the second column. The differences in the

mean gas density are approximately a few percent and reflect differences in the mean

optical depth measured in the alternative cosmology simulations with respect to the

CHIPS.P19 simulation. The differences in the effective optical depth D[τeff ] relative

to CHIPS.P19 as a function of redshift are shown in Figure 2.18. The differences in

τeff range from -2% to 6%, exhibit little evolution with redshift, and cannot, e.g., ac-
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count for the deviations of τeff resulting from the Puchwein et al. (2019) model and the

observational measurements shown in Figure 2.14.

Figure 2.19 shows the resulting variation in the transmitted flux P (k) induced

by the small variations introduced in the cosmological parameters. The differences in

the power spectrum D[∆2
F ] relative to the reference CHIPS.P19 are shown for four

snapshots at redshifts between z = 2.0 and z = 5.4. The differences in P (k) are scale

dependent, but are consistent with the differences shown in Figure 2.18 for τeff as the

mean transmitted flux F̄ sets the normalization of P (k). To disentangle the effect that

varying each cosmological parameter has on the Lyman-α statistics a more extensive

study would have to be performed, but we conclude the overall effect of the cosmological

variations is small and as Figure 2.19 demonstrates, the difference in physical structure

between simulations conducted with the Haardt & Madau (2012) or Puchwein et al.

(2019) rates cannot be easily mimicked with cosmological parameter variations allowed

by experimental constraints. This result also emphasizes the need to account for the

IGM thermal history when inferring cosmological properties from the forest.

We also compared the evolution of the thermal parameters T0 and γ from the

alternative cosmology simulations to the reference CHIPS.P19 simulation, and found

that the differences in T0 and γ relative to the Planck Collaboration et al. (2020) cos-

mology were . 3%. Since these differences are of the order of the uncertainties resulting

from modeling the density-temperature distribution as a power-law relation (Equation

3.7), we do not report any significant variation in the thermal history of the IGM owing

to small variations of the cosmological parameters.
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Chapter 3

Inferring the Thermal History of

the Intergalactic Medium from

the Properties of the Hydrogen

and Helium Lyman-α Forest

3.1 Introduction

The neutral hydrogen and singly-ionized helium components of gas near the

cosmic mean density trace the distribution of matter in between galaxies and produce

a “forest” of detectable Lyman-α absorption features in the spectra of distant quasars

(e.g., Hernquist et al. 1996; Croft et al. 1998a; Meiksin 2009a; Slosar et al. 2011; Mc-

Quinn 2016; Worseck et al. 2019). The depth, shape, and location of absorption lines
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in the Lyman-α forest depend on the ionization degree and thermal state of this inter-

galactic medium (IGM), which are controlled by the uncertain UV radiation background

produced by star-forming galaxies and active galactic nuclei (AGNs) (e.g., Haardt &

Madau 2012; Robertson et al. 2015; Madau & Haardt 2015; Faucher-Giguère 2020), and

on its density and peculiar velocity fields shaped by gravity (Cen et al. 1994). Dark

matter provides the backbone of large-scale structure in the Universe, a web-like pattern

present in embryonic form in the overdensity motif of the initial fluctuation field and

sharpened by non-linear gravitational dynamics (Bond et al. 1996). The Lyman-α forest

traces this underlying “cosmic web” on scales and at redshifts that cannot be probed

by any other observable. Because of its long cooling time, low-density gas at z ∼ 2–5

that traces the underlying matter distribution retains some memory of when and how

it was reheated and reionized at z & 6 (Miralda-Escudé & Rees 1994). The physics

that governs the properties of the IGM throughout these epochs remain similar, as the

evolving cosmic UV emissivity and the transfer of that radiation through a medium

made clumpy by gravity determine both the details of the reionization process and the

thermodynamics of the forest.

Understanding how reionization occurred, the nature of the early sources that

drove it, the thermal history and fine-grained properties of hydrogen gas in the cosmic

web, and how to extract crucial information on the cosmological model from observa-

tions of Lyman-α absorption are among the most important open questions in cosmology

and key science drivers for numerous major new instruments and facilities. The promise

of the Lyman-α forest for constraining cosmological physics including the nature of dark
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matter and dark energy has motivated in part the construction of the Dark Energy Spec-

troscopic Instrument (DESI Collaboration et al. 2016a), which measures absorption line

spectra backlit by nearly a million quasars at z > 2, and the WEAVE survey (Pieri et al.

2016) which will observe more than 400,000 high-redshift quasars at z > 2. Interpreting

such observations requires detailed cosmological hydrodynamical simulations that cover

an extensive range of uncertain photoionization and photoheating histories and consis-

tently maintain high resolution throughout a statistically representative sub-volume of

the Universe.

This paper extends research efforts directly focused on advancing the state-

of-the-art in modeling the IGM physical structure in cosmological simulations while

still achieving high computational efficiency, thereby providing higher fidelity physical

models for interpreting Lyman-α forest data. In Villasenor et al. (2021a) we introduced

the Cholla IGM Photoheating Simulations (CHIPS) to investigate how different photo-

heating histories and cosmological parameters impact the structure of the forest. Here,

we use a massive suite of more than 400 CHIPS simulations to study the IGM at a

resolution of 49h−1 ckpc maintained over (50h−1 cMpc)3 volumes. Performed with the

GPU-native MPI-parallelized code Cholla (Schneider & Robertson 2015), these simula-

tions span different amplitudes and peak redshifts of the H I and He II photoionization

and photoheating rates.

To anticipate the results of our likelihood analysis constrained by the 1D flux

power spectra P (k) measured in eBOSS, Keck, and VLT data and the observed He II

Lyman-α forest, we find that scenarios where hydrogen in the cosmic web was fully
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reionized by star-forming galaxies by redshift zR ≈ 6.0 and the double reionization

of helium was completed by quasar sources about 1.2 billion years later are strongly

favored by the data. Models that reionize hydrogen or helium at earlier or later cosmic

times produce too much or too little cold gas, and appear to be inconsistent with the

observed P (k) and He II Lyman-α opacity. Our approach differs from previous work in

this field in the following aspects:

1. The simulation grid captures a wide range of possible thermal histories via a four-

parameter scaling of the amplitude and timing of the (spatially uniform) meta-

galactic UVB responsible for determining the ionization states and temperatures

of the IGM (cf. Nasir et al. 2016b; Oñorbe et al. 2017a). We use the physically-

motivated model of Puchwein et al. (2019) as a template, and vary the strength

and redshift-timing of their ionization and heating rates.

2. We do not modify, in post-processing, the mean transmitted flux 〈F 〉 in the forest

by recalibrating the Lyman-α optical depth, nor do we assume or rescale an instan-

taneous gas temperature-density relation (cf. Viel et al. 2013a; Iršič et al. 2017a;

Boera et al. 2019; Walther et al. 2021). Indeed, we find from our simulations

that the often assumed perfect power-law relationship between the temperature

and density of the IGM does not provide a good approximation over the relevant

density and redshift intervals.

3. Our likelihood analysis evaluates the performance of a given model in matching the

observations over the complete self-consistently evolved reionization and thermal

history of the IGM, i.e. over the full redshift range 2.2 ≤ z ≤ 5.0 for the observed
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1D flux power spectrum of hydrogen and over the redshift range 2.4 < z < 2.9

for the Lyman-α opacity of He II. Since the properties of the gas at one redshift

cannot be disentangled from its properties at previous epochs and the thermal

and ionization structure of the IGM evolve with cosmic time along continuous

trajectories, the marginalization over the parameter posterior distributions should

not be performed independently at each redshift (cf. Bolton et al. 2014; Nasir et al.

2016b; Hiss et al. 2018; Boera et al. 2019; Walther et al. 2019; Gaikwad et al. 2021).

This paper aims to find the optimal photoionization and photoheating rates

that reproduce the observed properties of the hydrogen and helium Lyman-α forest.

In Section 3.2 we describe the simulations used for this work, how we apply transfor-

mations to the UV background (UVB) model from Puchwein et al. 2019 to generate

our range of photoionization and photoheating rates, and the impact of the different

UVB models on the statistics of the forest and the properties of the IGM. We follow by

presenting the observational data and the methodology for the Bayesian Markov Chain

Monte Carlo (MCMC) inference used to constrain the model. Section 3.3 presents our

result for the best-fit model and the comparison of the resulting properties of the forest

and the thermal evolution of the IGM to the observational determinations and previous

inferences. We summarize our results and conclusions in §3.4. In Appendix 3.5 we

discuss resolution effects on the Lyman-α power spectrum P (k) from our simulations.

A quantitative study of the impact on P (k) from rescaling the effective optical of the

skewer sample is presented in Appendix 3.6. In Appendix 3.7 we show the variation

in the covariance matrix of the Lyman-α power spectrum from our simulations. We
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discuss in Appendix 3.8 how possible alterations to our model can modify the predicted

temperature history of the IGM. Finally, Appendix 3.9 analyzes the accuracy of as-

suming a power-law relation for the density-temperature distribution of the gas in our

simulations.

3.2 Methodology

For the study presented here, we compare the observed statistics of the Lyman-α

forest to simulations that apply different models for the metagalactic UVB. In this sec-

tion we briefly describe our simulation code and the method to extract Lyman-α spec-

tra from the simulations. We then describe our simulation grid and the effects that

the different UVB models have on the properties of the IGM. Finally we present the

observational measurements and the inference method used to constrain our model for

the UVB photoionization and photoheating rates.

3.2.1 Simulations

The simulations used for this work were run with the cosmological hydrody-

namics code Cholla (Schneider & Robertson 2015; Villasenor et al. 2021a). Cholla evolves

the equations of hydrodynamics on a uniform Cartesian grid using a finite volume ap-

proach with a second-order Godunov scheme (Colella & Woodward 1984). The simula-

tions track the ionization states of hydrogen and helium given by the photoionization

from the UVB, recombination with free electrons and collisional ionization. The non-

equilibrium H+He chemical network is evolved simultaneously with the hydrodynamics
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using the GRACKLE library (Smith et al. 2017). We assume a spatially uniform, time-

dependent UVB in the form of redshift-dependent photoionization rates per ion Γ and

photoheating rates per ion H for neutral hydrogen H I, neutral helium He I, and singly

ionized helium He II. For a detailed description of the simulation code we refer the

reader to the methodology section presented in Villasenor et al. (2021a).

The initial conditions for our simulations were generated using the MUSIC

code (Hahn & Abel 2011b) for a flat ΛCDM cosmology with parameters H0 = 67.66 km

s−1, Ωm = 0.3111, ΩΛ = 0.6889, Ωb = 0.0497, σ8 = 0.8102, and ns = 0.9665, consistent

with the constraints from Planck Collaboration et al. (2020). In future work, we plan

to extend our analysis and include variation of the cosmological parameters (Bird et al.

2019; Ho et al. 2022). Unless otherwise stated the volume and numerical size of our

simulations correspond to L = 50 h−1Mpc and N = 2×10243 cells and particles. The

initial conditions for all runs were generated from identical random number seeds to

preserve the same amplitude and phase for all initial Fourier modes across the simulation

suite.

3.2.2 Synthetic Lyman-α Spectra

The Lyman-α forest sensitively probes the state of the baryons in the IGM,

and absorption lines from the forest reflect the H I content and the temperature of the

gas in the medium. To compare the properties of the IGM in our simulations directly to

observations, we extract synthetic hydrogen Lyman-α forest spectra from the simulated

boxes by measuring the H I density, temperature, and peculiar velocity of the gas along

12,228 skewers through the simulation volume, using 4096 skewers along each axis of the
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Figure 3.1: Large-scale distribution of gas density (top) from one of our highest-
resolution cosmological simulations (L=50 h−1Mpc, N=2×20483 cells and particles)
at redshift z=2 and a set of skewers crossing the simulated box (yellow lines). The
bottom panels show the density of the gas surrounding a selected line of sight and the
Lyman-α transmitted flux along the skewer. Absorption lines in the forest probe the
H I column density, the peculiar velocity, and the temperature of the gas along the line
of sight.
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box. The optical depth τ as a function of velocity u along each skewer is computed by

integrating the product of the Lyman-α scattering cross section and the number density

of neutral hydrogen along the line of sight as described in Villasenor et al. (2021a).

The transmitted flux F is computed from the optical depth τ along the skew-

ers according to F = exp(−τ). The power spectrum of the transmitted flux P (k) is

calculated as the average amplitude of the one-dimensional Fourier transform of the flux

fluctuations δF (u),

δF (u) ≡ F (u)− 〈F 〉
〈F 〉

, (3.1)

where 〈F 〉is the average transmitted flux over the skewer sample at a given redshift

(see §5.4 from Villasenor et al. 2021a for a detailed description). Similarly, we extract

the flux FHeII transmitted through the He II Lyman-α forest from the simulations, and

compute the He II effective optical depth as τeff,HeII = − ln 〈FHeII〉.

Figure 3.1 (top) shows the gas density distribution at redshift z = 2 from a

section taken from one of our highest-resolution (L=50 h−1Mpc, N = 2×20483 cells and

particles) simulations, where several skewers crossing the simulated box are shown as

yellow lines. The bottom panels show the gas density surrounding a selected line of sight

and the transmitted hydrogen Lyman-α flux along the skewer. The absorption lines in

the forest probe the H I column density, the peculiar velocity, and the temperature of

the gas along the line of sight.
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3.2.3 Photoionization and Photoheating Rates

The ionization and thermal evolution of the IGM is primarily determined by

the radiation emitted by star-forming galaxies and AGNs over cosmic history (McQuinn

2016; Upton Sanderbeck et al. 2016; Oñorbe et al. 2017a). The photoionization and

photoheating rates adopted in our simulations are computed from the intensity of the

background radiation field, which is in turn determined by the emissivity of the radiating

sources and the opacity of the IGM to ionizing photons. Recent models of the UVB

(Puchwein et al. 2019; Khaire et al. 2019; Faucher-Giguère 2020), when applied to

cosmological simulations, result in a hydrogen reionization era that completes by z ∼ 6–

8 in agreement with observational constraints (Davies et al. 2018b; Planck Collaboration

et al. 2020).

The updated model for the photoheating and photoionizing background pre-

sented in Puchwein et al. (2019, hereafter P19) adopts an improved treatment of the

IGM opacity to ionizing radiation that consistently captures the transition from a neu-

tral to an ionized IGM. To compute the intensity of the background radiation, the P19

model employs recent determinations of the ionizing emissivity due to stars and AGNs

and of the H I absorber column density distribution, and assumes an evolving escape

fraction of ionizing radiation from galaxies into the IGM that reaches 18%. When the

P19 model is applied in cosmological simulations, hydrogen reionization completes at

z ∼ 6 consistently with recent measurements (Becker et al. 2001; Bosman et al. 2018;

Becker et al. 2021; Qin et al. 2021). However, the subsequent evolution of the Lyman-α

forest spectra measured in simulations that use the P19 model fail to reproduce the
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Figure 3.2: Photoionization (Γ, top) and photoheating (H, bottom) rates for neutral
hydrogen (H I, left), neutral helium (He I, center) and singly ionized helium (He II,
right) from the reference P19 model (Puchwein et al. 2019) (red line) along with the
photoionization and photoheating rates (blue lines) used for the 400 simulations of the
CHIPS grid. The modified rates are generated by rescaling and shifting the reference
P19 model as described in §3.2.4.

observed properties of the forest (Villasenor et al. 2021a) and, in particular, do not

agree with the observed power spectrum of the Lyman-α transmitted flux over the red-

shift range 2.2 ≤ z ≤ 5.0. This work aims to present a new model photoionization and

photoheating rates that result in an evolution of the IGM consistent with the observa-

tional measurements of the Lyman-α flux power spectrum and the He II effective optical

depth.

3.2.4 Simulation Grid

To determine ionization and heating histories that result in properties of the

IGM consistent with the observed Lyman-α flux power spectrum and He II effective
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opacity, we perform an unprecedented grid consisting of 400 cosmological simulations as

a direct extension of the Cholla IGM Photoheating Simulations (CHIPS) suite originally

presented in Villasenor et al. (2021a). Each simulation in the CHIPS grid applies

different photoionization and photoheating rates to model a variety of reionization and

thermal histories, and thereby produce different statistical properties for the Lyman-α

forest. To generate different representations of the UVB, we modify the reference model

from Puchwein et al. (2019) by rescaling the photoionization and photoheating rates (Γ

and H respectively) by a constant factor β and shifting the redshift dependence of the

rates by an offset ∆z. The two transformations are expressed as

Γ(z)→ β ΓP19 (z −∆z),

H(z)→ βHP19(z −∆z).

(3.2)

Since the photoionization and photoheating rates for both H I and He I are dominated

by the same sources, namely star-forming galaxies at z & 5 and AGNs at lower redshifts,

and the radiation that ionizes both species is absorbed by intergalactic hydrogen, we

modify the H I and He I photoionization and photoheating rates jointly by applying

the transformations described by Eqs. (4.14), scaling and shifting by the parameters βH

and ∆zH respectively. He II is reionized later in cosmic history primarily by the extreme

UV radiation emitted by AGNs, and we rescale and redshift-offset the photoionization

and photoheating rates associated with He II by a second set of parameters βHe and

∆zHe. Hence, each modified UVB model is characterized by the parameter vector

θ = {βH, ∆zH, βHe, ∆zHe}. The different photoionization and photoheating histories

93



span all the combinations of the parameter values presented in Table 3.1.

The rescaling parameters βH and βHe control the intensity of the background

radiation, determine the efficiency with which H I and He II become ionized, and govern

energy input into the IGM in the form of photoheating during the epochs of non-

equilibrium reionization for hydrogen and helium. After reionization completes and the

gas reaches photoionization equilibrium, the balance between ionizations from the back-

ground radiation and recombinations with free electrons determines the ionization state

of H I and He II. At equilibrium, the ionized fraction of H I and He II is proportional to

the photoionization rates ΓHI and ΓHeII respectively, and inversely proportional to the

temperature-dependent radiative recombination rates αHII(T ) and αHeIII(T ). Therefore,

by rescaling the photoionization and photoheating rates, we modify the evolution of the

temperature and the ionization state of the gas in the IGM during and after H I and

He II reionization.

The parameters ∆zH and ∆zHe shift the redshift dependence of the photoion-

ization and photoheating rates by a constant offset, affecting the timing of H I and He II

reionization. In general, an offset of ∆zH > 0 or ∆zHe > 0 moves H I or He II reion-

ization to higher redshift and earlier cosmic time relative to the reference P19 model.

Negative values of ∆zH or ∆zHe shift reionization to lower redshift and later cosmic

times. The offset in redshift of the models also affect the properties of the IGM after

H I and He II reionization complete, as the photoheating and photoionization rates at a

given redshift are generally modified when ∆zH 6= 0 or ∆zHe 6= 0.

Figure 3.2 shows the photoionization and photoheating rates from the reference
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Table 3.1: CHIPS Simulation Grid

Parameter Parameter Values

βH 0.60, 0.73, 0.86, 1.00
∆zH -0.6, -0.4, -0.2, 0.0, 0.2
βHe 0.10, 0.30, 0.53, 0.76, 1.00

∆zHe -0.1, 0.2, 0.5, 0.8

Note. — The parameters βH and ∆zH

determine the amplitude and redshift off-
set of the H I and He I photoionization and
photoheating rates, while βHe and ∆zHe

rescale and offset the He II rates.

model by Puchwein et al. (2019) together with the modified rates adopted in the 400

simulations of the CHIPS grid. In Villasenor et al. (2021a), we presented a comparison

of the statistical properties of the Lyman-α forest and the thermal history of the IGM

that result from a high-resolution simulation using the UVB model from Puchwein et al.

(2019). We concluded that, in general, the gas in the simulation was too highly ionized

after hydrogen reionization and possibly too hot during the epoch of helium reionization

to be compatible with the observed statistics of the forest and other inferences of the

thermal state of the IGM. We therefore do not include values of βH > 1 or βHe > 1 in our

grid, as such models would result in overall higher ionization fractions and temperatures

of the IGM compared with the P19 case.

The simulations were run on the Summit system (Oak Ridge Leadership Com-

puting Facility at the Oak Ridge National Laboratory). Each simulation was performed

on 128 GPUs and completed in less than two wall clock hours. The cost of the entire

grid of computations was only ∼16,000 node hours. This work demonstrates that by
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taking advantage of an efficient code like Cholla and a capable system like Summit,

future studies of the IGM using thousands of cosmological simulations are now possible.

3.2.5 Effects of UVB Models on the IGM Properties

The different photoionization and photoheating histories adopted in our sim-

ulations affect the ionization state of hydrogen and helium and the temperature of the

IGM. Figure 3.3 shows the redshift evolution of the global properties of the IGM for

each of the simulated histories. The top panels show the temperature of gas at mean

density T0 (left) and the index γ (right) of the power-law density-temperature relation

T (∆) = T0∆γ−1, where ∆ = ρgas/ρ̄. The bottom panels show the volume weighted

average fraction of neutral hydrogen xHI (left) and singly ionized helium xHeII (right).

As hydrogen becomes ionized at z & 5.5 the gas in the IGM experiences a

monotonic increase of T0 while showing a close to isothermal distribution γ ∼ 1. After

hydrogen reionization ends at z ∼ 5.5–6.5, the gas cools primarily through the adiabatic

expansion of the Universe. During this period the low-density gas cools faster and γ

increases. This first epoch of cooling ends with the onset of helium (He II) reioniza-

tion from the extreme UV radiation emitted by AGNs at z . 4 − 5 which reheats the

IGM, increasing T0 and decreasing γ. After the double reionization of helium completes

(z ∼ 2.5–3.5) the IGM cools monotonically by adiabatic expansion increasing γ for

a second time. Because of these two distinct photoheating epochs, the thermal state

of the IGM in our simulations is more sensitive to variations in the hydrogen photo-

heating/photoionization parameters βH and ∆zH at z & 5, and more sensitive to the

parameters βHe and ∆zHe at z . 5 during the epoch of helium reionization.
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Figure 3.3: Evolution of global properties of the IGM computed form the 400 CHIPS
simulations. The simulations evolve under different photoionization and photoheating
rates resulting in a large variety of ionization and thermal histories of the IGM. The
top panels show the the temperature, T0, of intergalactic gas at the mean density (left)
and the index γ from the power-law density-temperature relation T (∆) = T0∆γ−1

(right). The bottom panels show the volume-weighted average of the neutral hydrogen
fraction xHI (left) and the singly ionized helium fraction xHeII (right). The amplitude
and timing of the rates impact the thermal state of the IGM during H I and He II

reionization. Simulations with higher values of βHe result in a higher temperature peak
during He II reionization (2.5 . z . 3.8) and for simulations with ∆zHe > 0 the epoch
of He II reionization is shifted to earlier epochs. Analogously, negative values of ∆zH

move the timing of H I reionization to later epochs and simulations with different βH

show a different temperature peak during H I reionization at z ∼ 5.6− 6.3.
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Figure 3.4: Gas temperature from a slice through the IGM at z = 3.6 in a subset of 20
simulations with different He II reionization scenarios. An increase in the parameters βHe

and ∆zHe corresponds to higher He II photoheating and a shift of the He II reionization
epoch to earlier cosmic times (closer to z ∼ 3.6) respectively. Either effect increases the
temperature of the IGM at z ∼ 3.6.
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For simulations with ∆zH < 0 the temperature peak from hydrogen reioniza-

tion is shifted to later times (lower redshift) and the amplitude of the temperature peak

depends on the value of βH. Analogously, the parameters βHe and ∆zHe determine the

amplitude and timing of the second peak in T0 caused by helium reionization. Positive

values of ∆zHe move helium reionization to higher redshifts compared with the refer-

ence P19 model, and higher values of βHe produce a higher peak in T0 during the epoch

2.5 . z . 3.8.

Variation in the timing of H and He reionization changes the cooling periods

during which the power-law index γ increases. The different tracks of γ in our simulation

grid then arise primarily from the different values of ∆zH and ∆zHe adopted. In future

work we plan to expand the flexibility of our simulations to sample the thermal state

of the IGM by introducing density dependent photoheating rates which will allow for

larger variation in the evolution of γ.

The effects on the temperature of the IGM from the different helium reioniza-

tion scenarios in our simulations are illustrated in Figure 3.4. The image displays the

gas temperature of a slice through the IGM at z = 3.6 generated from a subset of 20

simulations that vary the parameters βHe and ∆zHe controlling the He II photoioniza-

tion and photoheating rates. Increases in βHe and ∆zHe correspond to a larger extreme

UV background from AGNs and to a shift of the epoch of helium reionization to earlier

cosmic times, respectively. Either effect causes the temperature of the IGM to increase

at z ∼ 3.6. Decreasing the He II photoheating rates or shifting helium reionization to

later cosmic times (toward z ∼ 2.8) decreases the temperature of IGM gas at z ∼ 3.6.
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Figure 3.5: Sensitivity of the Lyman-α flux power spectrum P (k) to independent vari-
ations of the parameters θ = {βH, ∆zH, βHe, ∆zHe} for redshifts z = 3 (top) and z = 4
(bottom). Independent changes of each parameter have different effects on the redshift-
dependent P (k). After hydrogen reionization completes, differences in the power spec-
trum at z . 5.5 arise from changes in the ionization state and temperature of the IGM.
Variation of the parameters βH and ∆zH mostly affect the ionization state of hydrogen
and therefore the overall normalization of P (k). Changes in the parameters βHe and
∆zHe impact P (k) through their effect on the temperature of the gas during and after
helium reionization, as variations in the thermal state of the IGM control the ionization
fraction of hydrogen by its effect on the recombination rate αHII(T ), and lead to the
Doppler broadening of absorption lines and the smoothing of density fluctuations that
suppress small-scale power (k & 0.02 s km−1).
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Figure 3.6: The transmitted flux power spectrum P (k) from observations by eBOSS
(Chabanier et al. 2019c), Keck Observatory and the Very Large Telescope (Iršič et al.
2017b; Boera et al. 2019) used to constrain models of the cosmic photoionization and
photoheating history. The best-fit evolution of P (k) marginalized over the posterior
distribution of the parameters θ = {βH, ∆zH, βHe, ∆zHe} is shown with black curves,
along with 95% confidence intervals (shaded bands). The fractional differences from
the observations and the best-fit model are shown in the bottom part of each panel.
Overall, the best-fit P (k) is in good agreement with the large-scale power spectrum
from eBOSS for 2.4 ≤ z ≤ 4.2, and with the intermediate scales data from Iršič et al.
(2017b) at 3.0 ≤ z ≤ 4.2. Our best-fit results also agree with the measurements from
Boera et al. (2019) at 4.2 ≤ z ≤ 5.0, showing 10–30% differences mostly on the smallest
scales (0.1− 0.2 s km−1) and suggesting that the temperature of the IGM at this epoch
could be slightly overestimated by the model. We also show the P (k) determinations by
Walther et al. (2018) for comparison. Owing to discrepancies with the eBOSS results on
large scales, we have not included the Walther et al. (2018) data points in our MCMC
analysis.
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Figure 3.7: Evolution of the singly ionized helium (He II) effective optical depth
τeff,HeII from our simulation grid (blue lines), along with the best-fit model (black line)
and the 95% confidence interval (gray area) obtained from our MCMC marginalization.
The orange points show the observational measurements of τeff,HeII (Worseck et al. 2019).
While only data in the redshift range 2.4 . z . 2.9 were used as constraints for our
statistical analysis, the observed lower limits at z > 3 are consistent with the model
results.
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3.2.6 Effects of UVB Models on the Lyman-α Forest Power Spectrum

The statistical properties of the Lyman-α forest provide insight into the state

of the baryons in the IGM. The effective optical of the forest τeff,H = − ln 〈F 〉 provides

a global measurement of the overall H I content of the gas in the IGM, probes the

hydrogen ionization fraction, and allows for estimates of the intensity of the ionizing

background radiation. The power spectrum P (k) of the flux transmitted through the

forest contains more information encoded across different spatial scales. On scales larger

than a few Mpc the P (k) is sensitive to the ionization fraction of hydrogen in the IGM

and provides information similar to τeff,H. This connection makes P (k) and τeff,H a

dependent pair of measurements, and §3.6 presents a detailed analysis about the effects

that variations in τeff,H induce in P (k). On scales smaller than a few comoving Mpc,

structure in the forest is suppressed by pressure smoothing of the gas density fluctuations

as well as Doppler broadening of the absorption lines. These effects cause a cutoff in

the dimensionless power spectrum ∆2(k) = π−1kP (k) for k & 0.02 s km−1, making the

flux power spectrum at intermediate and small scales a sensitive probe of the thermal

state of IGM gas.

The different ionization and thermal histories produced by the range of pho-

toionization and photoheating rates adopted in our simulations manifest as variations

in the flux power spectrum of the Lyman-α forest. The effects on P (k) from changing

each of the four parameters βH, ∆zH, βHe, or ∆zHe independently is shown in Figure

3.5 for redshifts z = 3 (top) and z = 4 (bottom). The variation in P (k) measured

from our simulation grid over the redshift range 2 . z . 5 can be attributed mainly to
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three physical effects. First, since hydrogen is in photoionization equilibrium after H I

reionization, changes to the photoionization rate ΓHI from rescaling by βH or applying

a shift ∆zH alter the ionization fraction of hydrogen. This alteration globally affects

the hydrogen effective optical depth τeff,H and, as a result, the overall normalization

of P (k) changes. Second, changes in the temperature of the IGM from the different

hydrogen and helium reionization scenarios alter the recombination coefficient αHII(T )

in the IGM. In turn, changes to the recombination rate adjust the ionization fraction

of hydrogen in the IGM and thereby the normalization of P (k). Third, the different

thermal histories of the IGM affect P (k) on small scales through Doppler broadening of

the absorption lines and the pressure smoothing of the density fluctuations. As shown

in Figure 3.5, the parameters βH and ∆zH mainly influence the normalization of P (k)

by changing the overall ionization fraction in the IGM, while the parameters βHe and

∆zHe change the temperature of the IGM and thereby affect both the normalization

and small-scale shape of P (k).

3.2.7 Observational Data

For comparison with our simulations, we use the observational determina-

tions of the flux power spectrum measured by the extended Baryon Oscillation Spec-

troscopy Survey (eBOSS; Chabanier et al. 2019c) and separate measurements with the

Keck Observatory and the Very Large Telescope (Iršič et al. 2017b; Boera et al. 2019).

The power spectrum estimates from Chabanier et al. (2019c) probe mostly large scales

(0.001 . k . 0.02 s km−1) in the redshift range 2.2 < z < 4.6. The determinations from

Iršič et al. (2017b) overlap with the eBOSS measurements on the large scales, albeit
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with lower precision, and extend to intermediate scales (0.003 . k . 0.06 s km−1) for

redshifts 3.0 < z < 4.2. The data from Boera et al. (2019) cover intermediate to small

scales (0.006 . k . 0.2 s km−1) over the redshift range 4.2 < z < 5.0. The combined

data set spans a large redshift range from z = 2.2 to z = 5.0 and a wide range of scales,

and is shown along with our best-fit model P (k) in Figure 3.6.

Figure 3.6 also shows the observational measurements of P (k) presented by

Walther et al. (2018, purple empty points) for the redshift range 3.0 ≤ z ≤ 3.4. We

find that, in the overlapping range of scales (0.003 . k . 0.02 s km−1) and redshift

(2.2 . z . 3.4), the estimates from Walther et al. (2018) show significant differences

with those from eBOSS (Chabanier et al. 2019c). The normalization and, in some cases,

the shape of the large-scale P (k) appear to be inconsistent between the two datasets.

For several redshift bins (e.g. z = 2.4 and z = 3.2), a simple renormalization applied

to the Walther et al. (2018) power spectrum would not be sufficient to match the large-

scale measurements from eBOSS. Because of this discrepancy, we have not included the

Walther et al. (2018) P (k) determinations in our MCMC analysis, and we show them

in Figure 3.6 only for comparison with our modeling and other data sets.

To obtain a better determination of the He II photoionization and photoheating

rates, we complement the power spectrum comparison with observational measurements

of the helium effective optical depth τeff,HeII (Worseck et al. 2019) over the redshift range

2.4 . z . 2.9 as additional constraints on our model. The data are shown in Figure

3.7 along with the corresponding evolution of τeff,HeII from our simulation grid and the

best-fit model from our analysis. We do not include the observational lower limits at
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z > 3 as constraints in our MCMC analysis, but our best-fit model is consistent with

those limits.

3.2.8 Systematic Uncertainties

When comparing models to observations, we include systematic uncertainties

owing to cosmological parameter variations and possible resolution limitations of the

simulations. In Villasenor et al. (2021a), we performed a study of the changes in the

Lyman-α flux power spectrum P (k) induced by small variations of the cosmological

parameters within the constraints from Planck Collaboration et al. (2020). Our results

suggested that uncertainties in the cosmological parameters could cause a fractional

change of . 5% on the hydrogen effective optical depth in the redshift range 2 . z . 5

and a similar . 5% effect in P (k) for scales 0.002 . k . 0.2 s km−1 and redshifts

2 . z . 5. For this reason, we include here an additional systematic uncertainty σcosmo

of 5% to the observational determinations of the Lyman-α power spectrum. For the

He II effective optical depth, we estimate similar variations of ∼ 5% at 2 . z . 3 from

differences in the mean baryonic density of different cosmologies. We therefore include

a σcosmo = 5% to the measurements of τeff,HeII as well.

In Appendix 3.5 we present a resolution convergence study where we compare

the forest flux power spectrum from three simulations performed with the same cosmo-

logical parameters and photoionization and photoheating histories. The initial condi-

tions used for the runs were generated to preserve the large-scale modes in common to

each simulation, such that the properties of the simulations could be compared directly

on shared spatial scales. The three simulations model a box of size L = 50h−1Mpc and

106



N = 5123, N = 10243, or N = 20483 cells and particles. The corresponding spatial

resolutions are ∆x ' 98h−1Mpc, ∆x ' 49h−1Mpc, and ∆x ' 24h−1Mpc, respectively.

In comparing the moderate resolution (∆x ' 49h−1Mpc) and high resolution (∆x '

24h−1Mpc) simulations, we measure small fractional differences ∆P (z, k)/P (z, k) of

. 5% for the large scales k . 0.02 s km−1. On small scales, 0.02 . k . 0.2 s km−1, the

fractional differences are slightly larger (. 12%).

To approximate resolution effects from the grid of simulations used for our

analysis (N = 10243, ∆x ' 49h−1Mpc), we add an additional systematic uncertainty

σres to the observational determinations of the flux power spectrum and the He II ef-

fective optical depth. For P (k), the additional uncertainty σres(z, k) = ∆P (z, k) is set

equal to the difference between P (k) from the N = 10243 and N = 20483 reference sim-

ulations used for our resolution study. For the He II effective optical depth the impact

of resolution is a small increase of . 3% from the N = 10243 box to the N = 20483

run at z < 3; we then add an uncertainty of σres(z) = 3% to the estimate of τeff,HeII .

We note that the systematic errors added to τeff,HeII are significantly smaller than the

observational uncertainties σobs ∼ 12− 45% of Worseck et al. (2019).

The total uncertainty applied to the observational determinations of P (k) and

τeff,HeII is finally given by the quadrature sum of the errors as

σtotal =
√
σ2

obs + σ2
cosmo + σ2

res (3.3)

where σobs is the reported observational uncertainty in the flux power spectrum or

helium opacity respectively.
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In their study, Wolfson et al. (2021) showed the importance of using the co-

variance matrix when inferring the temperature of the IGM from measurements of the

Lyman-α power spectrum and wavelet statistics. For our MCMC analysis we use the

covariance matrices of P (k) in the likelihood calculation (see §3.2.9). To reflect the

increased uncertainty from Eq. 3.3, we rescale the elements of the covariance matrices

according to

C[i, j] = Cobs[i, j]
σtotal,i σtotal,j

σobs,i σobs,j
, (3.4)

where Cobs is the reported covariance matrix of P (k) taken from the published obser-

vational datasets used for our analysis.

3.2.9 Inference of the UVB Model

To find the photoionization and photoheating rates that best reproduce the

properties of the IGM encoded in the flux power spectrum of the Lyman-α forest P (k)

and the helium effective optical depth τeff,HeII , we apply an MCMC sampler to compare

the simulated P (k) and τeff,HeII to the observational measurements over the redshift and

frequency range where data are available. The likelihood function for the model given

by the parameters θ = {βH, ∆zH, βHe, ∆zHe} is evaluated as:

lnL(θ) = −1

2

∑
z

[(
τobs(z)− τ(z|θ)

στ (z)

)2

+ ln
(
2πστ (z)2

)]

− 1

2

∑
datasets

∑
z

[
∆TC−1∆ + ln det(C) +N ln 2π

]
,

(3.5)
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Figure 3.8: Results from the Bayesian inference procedure, showing one- and
two-dimensional projections of the posterior distributions for the parameters θ =
{βH, ∆zH, βHe, ∆zHe}. The parameter constraints were obtained by fitting the ob-
served flux power spectrum of the Lyman-α forest and the He II effective optical depth
(Chabanier et al. 2019c; Boera et al. 2019; Worseck et al. 2019; Iršič et al. 2017b) with
a grid of CHIPS simulations. The posterior distribution shows a clear global maximum,
and while other local maxima are present their peak likelihoods are significantly lower
than the global maximum. The resulting best-fit parameters and their 95% confidence
intervals are shown in the top right corner.
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where the first term compares the He II effective optical depth measured from our sim-

ulations τ(z|θ) for a given photoionization and photoheating model represented by the

vector θ to the observational measurement τobs(z) from Worseck et al. (2019) with

total (observational + systematic) uncertainty στ (z). The second term compares the

Lyman-α power spectrum, with ∆ denoting the difference vector between the observa-

tions and the model ∆ = Pobs(z, k)− P (z, k|θ). Here, C corresponds to the covariance

matrix of size N × N associated with the observational determination, where N is

the number of points of each measurement. To compute P (z, k|θ) and τ(z|θ) for ar-

bitrary values of the parameters θ not directly simulated by our grid, we perform a

four-dimensional linear interpolation of the sixteen neighboring simulations in parame-

ter space.

As described in §3.2.7, we employ the datasets from Chabanier et al. (2019c)

(2.2 ≤ z ≤ 4.6), Iršič et al. (2017b) (3.0 ≤ z ≤ 4.2), and Boera et al. (2019) (4.2 ≤ z ≤

5.0) for the observational measurements of the power spectrum used in our analysis.

While there is some overlap in the measurements from the datasets, in general their

determinations are consistent with each other. For this reason we include all the data

points from each dataset for the likelihood calculation. The only significant discrepancy

is at z = 4.6 where P (k) from Chabanier et al. (2019c) is lower to the determination from

Boera et al. (2019). We repeated our the analysis excluding the z = 4.6 measurement

from Chabanier et al. (2019c) and obtained similar posterior distributions. We conclude

that this difference does not impact our result.

The contribution from each redshift bin to the total log likelihood lnL (Eq.
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Table 3.2: Redshift Bin Contribution to the Likelihood

Type z −∆ lnL Type z −∆ lnL

P (k) 2.2 330.6 P (k) 4.2 489.2
P (k) 2.4 363.3 P (k) 4.4 135.7
P (k) 2.6 229.2 P (k) 4.6 190.2
P (k) 2.8 297.0 P (k) 5.0 40.0
P (k) 3.0 215.1 τeff,HeII 2.30 0.5
P (k) 3.2 134.4 τeff,HeII 2.54 0.2
P (k) 3.4 113.8 τeff,HeII 2.66 0.3
P (k) 3.6 84.1 τeff,HeII 2.74 1.0
P (k) 3.8 137.1 τeff,HeII 2.82 2.3
P (k) 4.0 180.3

4.15) from P (k) and τeff,HeII in our analysis is presented in Table 3.2.9. The quantity

∆ lnL is evaluated as the first and second terms of Eq. 4.15 for τeff,HeII and P (k), re-

spectively, for each redshift bin. The power spectrum mostly strongly influences the log

likelihood, with data from redshifts z = 2.4 and z = 4.2 inducing the largest fractional

changes in the likelihood.

The covariance matrices of P (k) are taken from the published observations.

We note that Iršič et al. (2017b) provides the complete covariance of P (k) across the

seven redshift bins of their measurement. For this dataset we employ the reported full

covariance and the residual vector ∆ consists of the P (k) difference from the model and

observation concatenated over the seven redshift bins.

While our likelihood analysis uses the reported covariance matrices from the

observations, in Appendix 3.7 we present the covariance of P (k) measured from a subset

of our simulations to quantify the differences induced by variation of our four model

parameters. We show that the structure of the covariance is mantained across our

simulations and we measure relatively small variations between the different models.
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We emphasize that our approach differs from previous studies of the ther-

mal history of the IGM (e.g., Bolton et al. 2014; Nasir et al. 2016b; Hiss et al. 2018;

Boera et al. 2019; Walther et al. 2019; Gaikwad et al. 2021) in an important aspect.

Typically, the method adopted to infer the thermal state of the IGM from observa-

tions of the Lyman-α forest involves marginalizing over the thermal parameters T0 and

γ in the approximate power-law density-temperature relation (Hui & Gnedin 1997)

T (∆) = T0∆γ−1, where ∆ = ρgas/ρ̄ is the gas overdensity. This marginalization is often

performed independently for each redshift. Instead, our approach to find the optimal

photoionization and photoheating rates that best reproduce the observational measure-

ments is to compare the simulated P (k) and τeff,HeII to the observations over the full

redshift range where data is available, namely 2.2 ≤ z ≤ 5.0 for P (k) and 2.2 < z < 3.0

for τeff,HeII.

In our approach, the performance for a given UVB model to match the obser-

vations is evaluated over the complete self-consistently evolved reionization and thermal

history of the IGM that results from that model. Since the properties of the gas at one

redshift cannot be disentangled from its properties at previous epochs, the thermal and

ionization structure of the forest depends on the time-dependent photoheating and pho-

toionization rate. Both T0 and γ evolve along continuous trajectories with redshift, and

we therefore marginalize over the full simulated histories of IGM properties.

Our simulations span a wide range of reionization histories for hydrogen in

the IGM. Instead of following the common practice of rescaling the optical depth of

the simulated skewers in post-processing to match the observed mean transmission of
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the forest, our method self-consistently follows the ionization evolution of hydrogen and

the effective optical depth τeff,H encoded in the redshift-dependent power spectrum of

the transmitted flux. Furthermore, during our inference procedure, we do not assume a

power-law approximation for the density-temperature distribution of IGM gas or apply

a post-processing procedure that artificially modifies the temperature of the gas in the

simulations. Instead, our synthetic Lyman-α spectra reflect the real ρgas−T distribution

from the simulations. This improvement proves relevant, as we find that a single power

law is not a good fit over the full range of gas densities responsible for the bulk of the

Lyman-α absorption signal (see Appendix 3.9).

The posterior distribution for our parameters θ = {βH, ∆zH, βHe, ∆zHe} re-

sulting from the Bayesian inference procedure is shown in Figure 3.8. A clear global

maximum of the posterior distribution is observed, and while the posterior shows other

local maxima their likelihoods are significantly lower than the global peak. The four

model parameters are well constrained and show only small correlations that arise from

the weak degeneracies in the resulting ionization and thermal histories produced by

the different photoionization and photoheating rates. Our best-fit parameters and their

95% confidence limits are

βH = 0.81+0.04
−0.03 ∆zH = −0.09+0.14

−0.24

βHe = 0.47+0.13
−0.09 ∆zHe = 0.25+0.09

−0.07.

(3.6)

To measure the properties of the IGM that result from our best-fit distribution, we

sample P (k), τeff,H, and τeff,HeII, together with the thermal parameters T0 and γ, over
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Figure 3.9: Best-Fit (black lines) and 95% confidence intervals (grey bands) for the
photoionization (Γ, top) and photoheating (H, bottom) rates for neutral hydrogen (H I,
left), neutral helium (He I, center), and singly ionized helium (He II, right) obtained from
our MCMC analysis. The modified H I and He I photoionization and photoheating rates
(dashed blue lines) are identical to the reference best-fit model except for the redshift
range 4.8 ≤ z ≤ 6.1 where they have been modified to produce an evolution of the
hydrogen effective optical depth consistent with the observational determinations of
Bosman et al. (2018) for z > 5 (see §3.3.4 and §3.3.5 for details). For reference, we also
show the models from Puchwein et al. (2019) (red) and Haardt & Madau (2012) (cyan).

the posterior distribution of the parameter vector θ, resulting in determinations of

the highest-likelihood and 95% confidence interval for the forest statistics and thermal

history. When necessary, we interpolate results for values of θ not directly simulated by

our grid.
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Figure 3.10: Redshift evolution of the gas temperature from a high-resolution simula-
tion (L = 50h−1Mpc, N = 20483 cells and particles) that employed our best-fit model
for the photoheating and photoionization rates. The image displays the monotonic in-
crease in the temperature of the IGM due to hydrogen reionization for z & 6.0 followed
by an epoch of cooling of the IGM due to cosmic expansion. The onset of helium reion-
ization (z ∼ 4.5) initiates a second epoch of heating of the IGM that ends at z ∼ 3 when
He II reionization completes. A second epoch of cooling due to cosmic expansion then
follows. The temperature increase of gas collapsing into the filamentary cosmic web as
large-scale structure develops is also visible in the image.

3.3 Results and Discussion

By comparing the flux power spectrum and the He II effective opacity in our

CHIPS simulation grid to observational determinations, we can infer a set of photoion-

ization and photoheating histories that, when input in cosmological hydrodynamical

simulations, result in statistical properties of the Lyman-α forest that are consistent

with observations. In this section, we present the best-fit rates obtained from our in-

ference procedure, as well as the Lyman-α forest statistics and thermal evolution of the

IGM produced by our best-fit UVB model. We compare our results to previous work

and finalize our discussion by describing the limitations of our method.
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3.3.1 Best-Fit Photoionization and Photoheating Rates

Figure 3.9 shows our best-fit model for the photoionization and photoheating

rates along with the corresponding 95% confidence interval that results from our MCMC

marginalization of the UVB rates over the posterior distribution of the model parameters

obtained from our MCMC analysis. We note that the transformations applied in this

work to generate new photoionization and photoheating rates from the reference model

(Puchwein et al. 2019) are relatively simple and preserve the functional form of the P19

model. While we allow for orders of magnitude variations in the rates, the flexibility of

the ionization and thermal histories sampled here is limited by the fixed shape of the

UVB model employed in our simulation grid. A study that allows for more flexibility in

the photoionization and photoheating rates of hydrogen and helium will be the scope

of future work.

3.3.2 P (k) Model Comparison with the Data

Figure 3.6 shows the evolution of the best-fit flux power spectrum and 95%

confidence intervals over the redshift range 2.2 ≤ z ≤ 5.0 that result from marginalizing

P (k) over the posterior distribution of model parameters θ = {βH, ∆zH, βHe, ∆zHe}.

Our best-fit synthetic power spectrum shows good agreement with the large scale P (k)

measured by the eBOSS experiment (Chabanier et al. 2019c) in the range 2.4 . z .

4.2, suggesting that the mean transmission 〈F 〉of the forest inferred by our analysis

is consistent with the measurements by Chabanier et al. (2019c). Only for z = 2.2

and z = 4.4 − 4.6 do our results show significant differences with the eBOSS data set.
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At z = 2.2, the P (k) from eBOSS is higher than our results by ∼ 8 − 20% on scales

0.008 . k . 0.02 s km−1. This modest tension may suggest that the hydrogen opacity

τeff,H is underestimated by ∼ 10% in our modeling relative to eBOSS. At z = 4.4 and

z = 4.6 the opposite is true, and our best-fit P (k) on large scales is ∼ 15% and ∼ 25%

higher than the eBOSS measurements, respectively. These small discrepancies could be

alleviated, e.g., by a small 15% decrease of the H I photoionization rate at z = 2.2 and

by a comparable small increase in the same quantity at z = 4.4− 4.6 by ∼ 10− 20%.

Our results also agree on large and intermediate scales (0.003 . k . 0.06 s km−1)

with the estimates of Iršič et al. (2017b). The best-fit model reproduces the turnover

in the observed dimensionless power spectrum ∆2(k) = π−1kP (k) at k ∼ 0.02 −

0.03 s km−1, and generally lies within the observational uncertainties at intermediate

scales 0.01 . k . 0.06 s km−1. Only at redshift z = 3.4 and z = 3.8 the P (k) measure-

ments show some differences relative to the model. At z = 3.4 the data are higher than

the model by ∼ 5− 20%. A similar discrepancy is observed when comparing Iršič et al.

(2017b) with the determinations by eBOSS at the same redshift, suggestive of a slightly

higher H I opacity τeff,H in the former sample. Differences with the model are more

significant at z = 3.8, where on intermediate scales (k & 0.2 s km−1) the measurements

of Iršič et al. (2017b) are lower than the model by ∼ 10 − 20%, while on large scales

(k . 0.2 s km−1) their estimates are higher than both the model and the determinations

by eBOSS by ∼ 5− 30%.

Our model is in good agreement with the high-redshift measurements of P (k)

by Boera et al. (2019), with minor differences that could be addressed by small modifi-
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Figure 3.11: Redshift evolution of the parameters T0 and γ [Eq. (3.7)] from the best-fit
model (black lines) and 95% confidence interval (gray band) obtained from our MCMC
analysis. The data points show the values of T0 and γ inferred from observations of the
Lyman-α forest by Bolton et al. (2014); Hiss et al. (2018); Boera et al. (2019); Walther
et al. (2019); Gaikwad et al. (2020, 2021). Our results reveal two peaks in the evolution
of T0 due to hydrogen reionization at z ∼ 6 and helium reionization at z ∼ 3, and are
consistent with previous measurements from Gaikwad et al. (2020, 2021).

cations to the early photoheating history. At z = 4.2, z = 4.6, and z = 5.0, our best-fit

P (k) is consistent with their data points on large scales k . 0.02 s km−1, suggesting that

our inferred IGM H I opacity matches that measured by Boera et al. (2019). The model

also reproduces the cutoff in ∆2(k) at k ∼ 0.02− 0.03 s km−1 and the consistency with

the observations extends to small scales k . 0.1 s km−1. Discrepancies appear only on

the smallest scales 0.1 . k . 0.2 s km−1 where the model has less power (∼ 10− 30%)

than Boera et al. (2019). This may suggest that the temperature of the IGM has been

overestimated by the model in the redshift range 4 . z . 5 (see §3.3.3 for a discussion

of this issue).
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3.3.3 Evolution of the IGM Temperature

The flux power spectrum and helium opacity tightly constrain the

time-dependent photoionization and photoheating rates, which in turn determine the

IGM ionization and thermal history. The redshift evolution of the gas temperature is

illustrated in Figure 3.10 which is generated from a slice through a high-resolution simu-

lation (L = 50h−1Mpc, N = 20483 cells and particles) using our best-fit photoionization

and photoheating rates. The figure shows the monotonic increase in the temperature of

the IGM during hydrogen reionization at z & 6. After hydrogen reionization completes

by z ∼ 6, the input of energy into the IGM falls dramatically, and the gas then cools

primarily through adiabatic expansion. This first epoch of IGM cooling lasts until the

onset of helium reionization (z ∼ 4.5) when extreme UV radiation from AGNs ionizes

He II atoms and drives a second epoch of reheating that completes by z ∼ 3 and is

followed by a second epoch of adiabatic cooling.

The thermal state of diffuse IGM gas is often modeled with the power-law

relation (Hui & Gnedin 1997; Puchwein et al. 2015; McQuinn 2016)

T (∆) = T0∆γ−1. (3.7)

We fit the power law relation to the gas density-temperature distribution in each of

the simulations from the CHIPS grid and at multiple epochs, 2 ≤ z ≤ 9, following the

procedure presented in Villasenor et al. (2021a). We restrict the fit to the overdensity

range 0 ≤ log10 ∆ ≤ 1, as we find that in our simulations a single power law does not

accurately describe the wider range −1 ≤ log10 ∆ ≤ 1 (see Appendix 3.9).
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Figure 3.11 shows the redshift evolution of the parameters T0 and γ from our

best-fit model and the 95% confidence interval that results from our MCMC marginal-

ization over the posterior distribution of the photoionization and photoheating rates.

For comparison, we also depict the data points for these parameters inferred from the

properties of the Lyman-α forest by Bolton et al. (2014), Hiss et al. (2018), Boera et al.

(2019), Walther et al. (2019), Gaikwad et al. (2020), and Gaikwad et al. (2021).

The inference from Boera et al. (2019) and Walther et al. (2019) follow similar

methodologies. They generate flux power spectra from simulations run with different

thermal histories, resulting in multiples trajectories for the evolution of T0 and γ. For

each redshift bin they determine the best-fit T0, γ, and mean transmitted flux 〈F 〉by

performing Bayesian inference and comparing the simulated flux power spectra to obser-

vations of the Lyman-α forest P (k). Bolton et al. (2014) and Hiss et al. (2018) measure

a set of values for the Doppler parameter b and H I column density NHI directly from the

forest by decomposing the absorption spectra into a collection of Voigt profiles. They

infer the parameters T0 and γ by comparing simulations with different b−NHI distribu-

tions to the observed one. Gaikwad et al. (2020) follow a similar approach by comparing

simulated Lyman-α forest spectra to Voigt profiles fitted to the observed transmission

spikes in the inverse transmitted flux 1−F at z > 5. Gaikwad et al. (2021) report more

precise determinations by inferring T0 and γ from the combined constraints obtained

through a comparison of simulated Lyman-α forest absorption with the observed flux

power spectra, b−NHI distributions, wavelet statistics, and curvature statistics.

As shown in Figure 3.11, the temperature evolution from our best-fit model
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presents a first peak (T0 ' 1.3 × 104 K) at the end of hydrogen reionization (z ∼ 6.0)

followed by an epoch of adiabatic cooling from cosmic expansion. Our results agree well

with the high redshift measurements of T0 and γ at 5.4 ≤ z ≤ 5.8 from Gaikwad et al.

(2020). We note that their estimates also suggest a period of cooling at these epochs,

and from their result it is possible to infer a peak in T0 from H reionization sometime

at redshift z & 5.8.

In our model, the IGM continues to cool until the onset of helium reionization,

and the temperature reaches a local minimum of T0(z ∼ 4.5) ' 9.5 × 103 K. Evidence

of this transition can also be seen in the measurements from Boera et al. (2019), where

T0 shows little evolution from z = 5.0 to z = 4.6 and then a slight increase to z = 4.2.

Nevertheless, there are significant differences between T0 from the model at 4 . z . 5

and the measurements from Boera et al. (2019), as the temperature predicted by our

model is higher than their inferred values of T0 ∼ 7.4 × 103 K and T0 ∼ 8.1 × 103 K at

z = 4.6 − 5 and z = 4.2, respectively. The higher temperatures in our model reflect a

suppressed power spectrum of the Lyman-α flux on small scales (0.1 . k . 0.2 s km−1)

compared to the P (k) measurement from Boera et al. (2019) at 4.2 ≤ z ≤ 5.0 (see

Figure 3.6). Decreasing the photoheating from the UVB during z & 4 would decrease

the temperature of the IGM at this epoch and potentially alleviate this discrepancy.

In Appendix 3.8 we present scenarios were the mid-redshift IGM is set to be

colder compared to our model by decreasing the best-fit H I and He I photoheating rates

at 4.2 ≤ z ≤ 6.2. We find that reducing HHI and HHeI by ∼ 80% at z ∼ 6 decreases

the IGM temperature T0 by ∼ 20% making it consistent with the estimates from Boera
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et al. (2019) at 4.2 ≤ z ≤ 5.0 with minimal impact in T0 at z . 3.5 (see Figure 3.21).

Nevertheless, we find that such colder evolution of T0 is in conflict with the z ∼ 5.4

estimate from Gaikwad et al. (2020) (see Figure 3.21). This conflict indicates some

degree of tension between the higher T0 = 1.10± 0.16× 104 K at z ∼ 5.4 from Gaikwad

et al. (2020) and the low T0 = 7.37+1.13
−1.39 × 103 K at z ∼ 5.0 from Boera et al. (2019).

After z ∼ 4.5, radiation from AGN ionizes He II atoms in the Universe and

heats the IGM for a second time. Our model predicts that T0 increases monotonically

until He II reionization completes at z ∼ 3, resulting in a second peak in the temperature

(T0 ' 1.4× 104 K) followed by a second epoch of cooling due to cosmic expansion. Our

results for the evolution of T0 during z . 4.5 are consistent with the determinations

from Gaikwad et al. (2021) and Walther et al. (2019) that show a similar T0 history

within the uncertainties during and after He II reionization, as both show a peak in T0

at z ∼ 2.8 − 3.0. Our T0(z) results are higher yet consistent within the uncertainties

from the measurement by Bolton et al. (2014) at z = 2.4. The results presented by Hiss

et al. (2018) also show the effects of He II reionization on the temperature of the IGM

in the form a peak in the temperature at z ∼ 2.8, but their peak value of T0 ∼ 2×104 K

is significantly higher than our result and the measurements from Gaikwad et al. (2020)

and Walther et al. (2019).

The right panel of Figure 3.11 shows our result for the evolution of the density-

temperature power-law index γ (black line and shaded 95% confidence interval). At the

end of hydrogen reionization, the gas in the IGM is mostly isothermal (γ ∼ 1). As

the IGM cools and the low-density gas cools more efficiently, the index γ increases in

122



the interval 4.5 . z . 6. During the reheating of the IGM from He II reionization,

low-density gas heats faster and γ decreases until helium reionization completes. After

helium reionization cooling from cosmic expansion causes an increase on γ for a second

time.

The evolution of the power-law index in our model is consistent with measure-

ments from Hiss et al. (2018), Boera et al. (2019), Gaikwad et al. (2020), and Gaikwad

et al. (2021), and shows deviations only for a few redshift bins after He II reionization

completes. The transition in γ after He II reionization in our model is not as pronounced

as the determinations from Gaikwad et al. (2021) and Hiss et al. (2018).

The results from Walther et al. (2019) show significantly higher values of γ

compared to all the other measurements. We have evaluated the plausibility of a steep

density-temperature relation (γ > 1.6) by simulating the extreme case in which all pho-

toheating and photoionization from the UVB stops after hydrogen reionization com-

pletes, i.e. Γ = 0 and H = 0 for z > 6. We find that in the absence of external heating,

as the IGM cools by adiabatic expansion, the overdensities cool down at a slower rate

from compression by gravitational collapse. Here γ tends to increase with decreasing

redshift at a roughly constant rate of ∆γ/|∆z| ∼ 0.18. Starting from an isothermal dis-

tribution of the gas in the IGM when H reionization finishes (γ = 1), it takes a change

in redshift |∆z| ∼ 3− 3.5 for the gas distribution to steepen to γ ∼ 1.6. Hence, we can

reproduce values of γ > 1.6 at z ∼ 5 only if hydrogen reionization completes very early

at z > 8.
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Figure 3.12: Redshift evolution of the hydrogen effective optical depth τeff,H from
our best-fit determination of the photoheating and photoionization rates (black line)
and the corresponding 95% confidence interval. Data points show the observational
measurements of τeff from Fan et al. (2006), Becker et al. (2013b), Bosman et al. (2018),
Eilers et al. (2018), Boera et al. (2019), and Yang et al. (2020a). The model results show
consistency with the measurement from Becker et al. (2013b) (yellow) for 2.5 . z . 4.2
and are in good agreement with the determination from Boera et al. (2019) (green)
for 4.2 . z . 5.0. At high redshift (z > 5) the results from Yang et al. (2020a) lie
significantly higher than those from Eilers et al. (2018) and Bosman et al. (2018) by
∼ 10− 30%. In the redshift range 5 . z . 5.8, the model shows lower τeff,H compared
with the observations. By modifying the best-fit H I photoionization rate ΓHI as shown
in §3.3.7, we can obtain a high-z evolution of τeff,H (dashed blue) consistent with the
measurement from Bosman et al. (2018) and Fan et al. (2006).
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3.3.4 Evolution of the Hydrogen Effective Optical Depth

The H I effective optical depth τeff,H = − ln〈F 〉 measured from the Lyman-α

forest reflects the overall H I content of the gas in the IGM. Hence, τeff,H probes the

ionization state of hydrogen in the medium and can be used to constrain the intensity

of the ionizing UVB. In our work, constraints obtained for the H I photoionization rate

ΓHI derive from the power spectrum of the Lyman-α transmitted flux itself as we do

not include the observational determinations of τeff,H as constraints in our inference

procedure.

The power spectrum P (k) of the flux fluctuations [Eq. (3.1)] is itself sensitive

to the hydrogen effective optical depth. Because of the non-linear relation F = exp(−τ),

the normalization of P (k) on most scales relevant to this work (0.002 . k . 0.1 s km−1)

is affected by the value of τeff,H obtained from the skewer sample used for the mea-

surement. Thus, including the effective optical depth of the forest does not provide

additional independent information for constraining the model. See Appendix 3.6 for a

discussion on the impact that H I τeff has on the Lyman-α flux power spectrum.

Figure 3.12 shows the redshift dependence of τeff,H from our best-fit determi-

nation of the photoheating and photoionization rates (black line) and the corresponding

95% confidence interval. Data points in the figure show the observational measurements

of τeff,H reported by Fan et al. (2006), Becker et al. (2013b), Bosman et al. (2018), Eilers

et al. (2018), Boera et al. (2019), and Yang et al. (2020a). Our results are consistent

with the evolution of H I τeff measured by Becker et al. (2013b) (yellow points) for the

redshift range 2.5 . z . 4.2. Our model results in a more opaque IGM compared to
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their measurements at lower redshifts 2.2 . z . 2.5 and higher redshifts 4.2 . z . 4.8.

Our model agrees well with the determination from Boera et al. (2019) (green points)

during the redshift range 4.2 . z . 5.0.

At high redshift (z > 5), the measurements of the H I effective optical depth

from Bosman et al. (2018) (red points), Eilers et al. (2018) (cyan points), and Fan et al.

(2006) (orange points) are similar, with only small differences (< 12%) toward higher

τeff,H from Eilers et al. (2018) compared with Bosman et al. (2018). The measurements

by Yang et al. (2020a) (purple points) suggest a more opaque IGM with a τeff,H that

is significantly higher (∼ 20 − 30%) compared to the measurements by Bosman et al.

(2018).

Shortly after hydrogen reionization completes (5 . z . 5.8), our best-fit

UVB model significantly underestimates τeff,H compared with the observational mea-

surements, suggesting that the hydrogen in the IGM is overly ionized in our model at

these redshifts. To address this possible discrepancy, we can modify our best-fit re-

sult for the H I photoionization rate such that ΓHI is reduced only in the redshift range

4.8 < z < 5.8 and increased for 5.8 < z < 6.1 (see §3.3.5 and §3.3.7). As shown in Figure

3.12, the high redshift evolution (z > 5) of τeff,H from the modified model (dashed blue

line) is consistent with the measurements from Bosman et al. (2018). The subsequent

evolution at redshifts z < 4.8 remains virtually unchanged from the best-fit model as

hydrogen is in photoionization equilibrium at these times and the ionization fraction

is therefore determined by the instantaneous amplitude of the H I photoionization rate

ΓHI. We refer the reader to §3.3.7 for a discussion on the effect that the modified UVB
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Figure 3.13: Evolution of the hydrogen photoionization rate ΓHI from our best-fit
determination and the 95% confidence interval (black line and shaded region). Data
show observationally inferred photoionization rates measured by Calverley et al. (2011),
Wyithe & Bolton (2011), Becker & Bolton (2013), Gaikwad et al. (2017),D’Aloisio
et al. (2018), and Gallego et al. (2021). A modified model for ΓHI designed to match
the observational measurements of τeff,H from Bosman et al. (2018, see Figure 3.12) is
shown as the dashed blue line. Our models agree well with the observationally-inferred
results, except for visible differences with the estimate from Becker & Bolton (2013)
during 4 . z . 5. These differences in ΓHI reflect small differences between our best-fit
model predictions for τeff,H and the observational τeff,H measurement by Becker et al.
(2013b) over this redshift range.

model has on the properties of the gas in the IGM.

By providing a simple modification to our best-fit UVB model that allows to

change the high-redshift evolution of the hydrogen effective optical depth to achieve

consistency with the observation and with minimal impact on the subsequent evolution

of the properties of the IGM for z . 5.0, we show that the high-z discrepancy of

the observed τeff,H and the model is not a significant challenge to our results and the

conclusions of this work.
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Figure 3.14: Redshift evolution of the volume-weighted neutral fraction of hydrogen
for our best-fit model and the corresponding 95% confidence interval (black line and
shaded region). Data points show the observational estimates reported in Fan et al.
(2006), McGreer et al. (2011, 2015), Greig et al. (2017, 2019), Mason et al. (2018,
2019), Hoag et al. (2019), Jung et al. (2020), Yang et al. (2020b), and Wang et al.
(2020). For z & 7 the observational estimates show a wide range of xHI , from xHI ∼ 0.2
to xHI ∼ 0.8. Our models result in a z ∼ 7 − 8 neutral fraction of xHI ∼ 0.4 − 0.5,
consistent with the results from Greig et al. (2017), Jung et al. (2020), and Yang et al.
(2020b). After hydrogen reionization completes at z . 6.0, our best-fit model shows an
evolution of xHI below the measurement by Fan et al. (2006). By modifying our best-fit
photoionization rates to better match τeff,H (see Figure 3.12), we can also better match
the xHI data from Fan et al. (2006) (dashed blue line).
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3.3.5 Hydrogen Photoionization Rate

Our best-fit model results for the hydrogen photoionization rate ΓHI provide

several opportunities for comparisons with observations, even though observationally

inferred ΓHI measurements are not used to constrain our model. There are observa-

tional determinations of ΓHI informed by simulations where the photoionization rate is

rescaled to match the observational 〈F 〉(Becker & Bolton 2013; D’Aloisio et al. 2018).

Our results can also be compared to estimates of ΓHI from the quasar proximity effect

and the size of the near-zone of high Lyman-α transmission around quasars (Calverley

et al. 2011; Wyithe & Bolton 2011). Observations have measured ΓHI by detecting the

florescent Lyman-α emission produced by the Lyman limit systems (LLS) illuminated

by background radiation (Gallego et al. 2021). Finally, there are ΓHI determinations

from combining the PDF and power spectrum of the Lyman-α transmitted flux from

observations with simulations that apply different photoionization rates ΓHI (Gaikwad

et al. 2017).

Figure 3.13 shows our result for the HI photoionization rate with the corre-

sponding 95% confidence limits (black line and shaded band) along with the observa-

tional inferences of ΓHI mentioned above. Our result is consistent with the previous

observational determinations that show a rapid evolution in ΓHI for z & 5.6, followed

by a gradual increase during 2 . z . 5.6 and a rapid decrease at z < 2. The only

visible differences with Becker & Bolton (2013) occur in the redshift range 4 . z . 4.8.

Their measurement was obtained by tuning the photoionization rate ΓHI in simulations

such that the Lyα effective optical depth τeff,H was consistent with the observational
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measurement from Becker et al. (2013b). The higher estimate of ΓHI from their re-

sult reflects the lower τeff,H from Becker et al. (2013b) compared with the evolution of

τeff,H from our model for the redshift range 4.2 . z . 4.8, as shown in Figure 3.12.

As described in §3.3.4, shortly after hydrogen reionization completes our best-

fit model significantly underestimates the Lyman-α effective optical depth τeff,H com-

pared with the observations in the redshift range 5 . z . 5.8. To address this discrep-

ancy, we presented an alternative model where the sharp transition in ΓHI at z ∼ 5.6

from the original best-fit model is replaced by a softer increase that extends over the

redshift range 4.8 < z < 5.8 (dashed blue line in Figure 3.13). Decreasing ΓHI during

this epoch increases the neutral fraction of hydrogen in the IGM in photoionization equi-

librium, thereby increasing τeff . Our modified model for ΓHI was chosen such that the

resulting evolution of τeff,H is consistent with the observational measurement presented

by Bosman et al. (2018)(dashed blue line in Figure 3.12), and the altered transition

of ΓHI from our modified model is still within the uncertainties of the observational

inference by D’Aloisio et al. (2018) in the redshift interval 4.8 . z . 5.8.

3.3.6 Ionization History

We present the redshift evolution of the volume-weighted neutral fraction of

hydrogen xHI resulting from our best-fit determination of the UVB model and the

corresponding 95% confidence limits (black line and shaded band) in Figure 3.14. For

comparison we show several observational estimates. We show constraints from the

optical depth of the Lyman-α, Lyman-β, and Lyman-γ transitions in the forest (Fan

et al. 2006). We also show constraints on the IGM neutrality from properties of Lyman-α
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Figure 3.15: Thomson optical depth from electron-scattering of the CMB τe from the
best-fit model and the 95% confidence limit (black line and shaded bar) and our modified
model to match the z > 5 τeff,H (dashed blue line). Also shown are the observational
measurements from the Planck satellite presented in Planck Collaboration et al. (2020)
and the constraint from de Belsunce et al. (2021). Our model results for τe lie within
the Planck limits.
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emission from galaxies at high redshift (Hoag et al. 2019; Mason et al. 2018, 2019) and

the damping wing absorption in the spectra of z & 7 quasars (Greig et al. 2017, 2019;

Jung et al. 2020; Yang et al. 2020b; Wang et al. 2020). Finally, we show constraints

from the covering fraction of dark pixels in the Lyα/β forest of high-z quasars (McGreer

et al. 2011, 2015).

Our model results in a prolonged hydrogen reionization history, extending from

xHI ∼ 0.9 at z ∼ 11 to xHI ∼ 0.1 at z ∼ 6.5. The duration results in part from the

gradually increasing ionization rate ΓHI < 1 × 10−15 s−1 at z > 6.5 associated with

radiation emitted by early star-forming galaxies.

For 7 . z . 8, the observational estimates display a wide range of xHI, from a

highly ionized (xHI ∼ 0.8) to a mostly neutral (xHI ∼ 0.2) IGM. Our model lies within

this range, and at z = 7 our result is in agreement with the xHI ∼ 0.4 estimates from

Greig et al. (2017) and Yang et al. (2020b) as well as with the xHI ∼ 0.5 estimate from

Jung et al. (2020) at z ∼ 7.6.

The redshift at which hydrogen reionization completes zR, defined as the red-

shift at which xHI ≤ 1× 10−3 for the first time, is z ∼ 6.0 for our best-fit model. After

hydrogen reionization completes, our best-fit model results in an ionization fraction

that falls below the estimate from Fan et al. (2006) (reflected by the lower optical depth

τeff in Figure 3.12). Nevertheless, our modified model (dashed blue line) shows better

consistency with their estimate.

Later in cosmic history, high energy radiation emitted by AGNs leads to the

ionization of singly ionized helium (He II). For our best-fit model He II reionization starts
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at z ∼ 5 and completes at z ∼ 3.0 when the He II fraction reaches xHeII ≤ 1× 10−3 for

the first time. As the He II effective optical depth from our model is consistent with the

observation from Worseck et al. (2019) for 2.4 . z . 2.9, we argue that the end of He II

reionization by z ∼ 2.9 is suggested by their measurement.

Thomson scattering of the CMB by the free electrons in the IGM provides

another diagnostic of the reionization history of the IGM. From the evolution of the

electron density ne given by the ionization state of hydrogen and helium from our

models, we can compute the electron scattering optical depth τe as

τe(z) =

∫ z

0

cσTne(z)

(1 + z)H(z)
dz (3.8)

where σT represents the Thomson scattering cross section. Figure 3.15 shows the elec-

tron scattering optical depth τe from our best-fit model (black line and shaded region

shows the 95% confidence limit). Also shown are constraints from the Planck satellite

(Planck Collaboration et al. 2020) and the recent constraint from de Belsunce et al.

(2021). Our result for τe = 0.60 lies within the upper limit of the τe = 0.0540± 0.0074

constraint from Planck Collaboration et al. (2020) and in good agreement with the

determination of τe = 0.0627+0.0050
−0.0058 from de Belsunce et al. (2021).

3.3.7 Modified UVB Rates for Matching the Observed High-Redshift

Hydrogen Effective Optical Depth

In §3.3.4 and §3.3.5 we discuss how the IGM from our best-fit model is possibly

too highly ionized after hydrogen reionization completes. The hydrogen effective optical
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Figure 3.16: Power spectrum of the Lyman-α transmitted flux P (k) at z = 5 from our
best-fit model (black) and from our alternative model of the UVB (dashed blue) where
the H I and He I photoionization and photoheating rates are modified in the redshift
range 4.8 . z . 6.1 such that τeff,H is consistent with the observation from Bosman
et al. (2018). The effect on the power spectrum from the modified model is to increase
P (k) by a roughly constant factor of ∼ 12% compared with the best-fit model due to
the ∼ 6% increase in the H I opacity at z = 5. Both models are consistent with the
observation from Boera et al. (2019) for k . 0.1
s km−1.
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depth τeff,H from the model is significantly lower compared with observations in the

redshift range 5 . z . 5.8 (see Figure 3.12). We can address this issue by decreasing

the H I photoionization rate ΓHI such that the sharp transition at z ∼ 5.8 from the

best-fit model is replaced by a more gradual increase of ΓHI during the redshift range

4.8 . z . 6.0 (dashed blue line in Figure 3.13). This alternative transition in ΓHI was

chosen such that the resulting evolution of H I τeff,H is consistent with the observations

from Bosman et al. (2018).

Assuming that changes made to the photoionization rate ΓHI correspond to

a change of the mean-free-path of ionizing photons λmfp, then the He Iphotoionization

rate ΓHeI should also reflect the modification applied to ΓHI . Correspondingly, we

rescale the helium photoionization rate ΓHeI such that the ratio ΓHI(z)/ΓHeI(z) from

the modified model matches the best-fit model.

Changing λmfp would also affect the photoheating rates HHI and HHeI. As-

suming that the average energy of the ionizing photons remains the same in the mod-

ified model, we rescale the photoheating rates such that the ratios HHI(z)/ΓHI(z) and

HHeI(z)/ΓHeI(z) match the best-fit model. Results from our modified model for photo-

heating and photoionization rates are shown in Figure 3.9 as dashed blue lines.

After hydrogen reionization completes at z . 6.0, hydrogen in the IGM is

in photoionization equilibrium. During this epoch, decreasing the H I and He I pho-

toionization rates effectively increases the the neutral fraction of hydrogen and helium.

Consequently the opacity of the IGM, quantified as the optical depth τeff , also increases

during redshift range. The temperature of the gas in the IGM is not strongly affected
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by the modified photoionization and photoheating rates, because, in equilibrium, the

gas temperature T (z) ∝ H(z)/Γ(z) and this ratio is unchanged from the best-fit model.

The modified model only changes the photoionization and photoheating rates

during the redshift range 4.8 ≤ z ≤ 6.1. These changes result in an increase of τeff,H dur-

ing 4.8 ≤ z ≤ 5.8 and a decrease during 5.8 < z ≤ 6.1 but do not strongly affect the

evolution of the gas temperature. For redshifts z < 4.8, the ionization fraction of hy-

drogen in the IGM in photoionization equilibrium is determined by the ratio of the

photoionization rate to the recombination rate xHII(z) ∝ ΓHI(z)/αHII(z, T ). Since the

thermal evolution resulting from the modified and best-fit models are very similar and

the rates Γ and H at z < 4.8 are the same. Thereby, the evolution of the neutral fraction

xHI, the effective optical depth τeff,H , and the Lyman-α power spectrum P (k) result-

ing from the modified model is nearly unchanged from the best-fit model at redshifts

z < 4.8.

The increase in the hydrogen effective optical depth τeff,H during the redshift

range 4.8 ≤ z ≤ 5.8 in the modified model influences the Lyman-α power spectrum at

this epoch. Given the available data, this modification only affects comparisons with

the observed P (k) at z = 5.0. Figure 3.16 shows P (k) from the modified (dashed blue)

and best-fit model (black) at z = 5. Relative to the best-fit model, using the modified

model results in a small increase (∼ 12%) in P (k) owing to the small increase (∼ 6%) in

τeff,H . Either model shows consistency with the observational P (k) measurement from

Boera et al. (2019).
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3.3.8 Limitations of the Model

For this work, we have modeled the evolution of the properties of the IGM

using a spatially homogeneous ionizing background. Simulations of a more realistic,

spatially inhomogeneous hydrogen reionization process show that spatial fluctuations in

the temperature–density relation of the post-reionization IGM have a minor effect on the

flux power spectrum (Keating et al. 2018) at z ≤ 5 while the inhomogeneous UVB allows

large islands of neutral hydrogen to persist up to redshift z ≤ 5.5 and can reproduce the

observed distribution of Lyman-α opacity (Kulkarni et al. 2019). Similarly, radiative

transfers simulations of He II reionization show that the fluctuations in the ionization

state of helium have a minor effect on observations of the hydrogen Lyman-α forest (La

Plante et al. 2017; Upton Sanderbeck & Bird 2020). Not including the impact of galactic

winds or AGN-feedback on the forest is a conservative approach for simulations aimed

at constraining effects that suppress small-scale power. AGN feedback in the form of

heating or mass redistribution from small to large scales is also expected to suppress the

1D power spectrum on large scales, and to have an increased effect at low redshifts (Viel

et al. 2013b). Ignoring the impact of AGN feedback may lead to a few percent bias in

the determination of cosmological and astrophysical parameters (Chabanier et al. 2020).

This model uncertainty is comparable to the statistical uncertainties of the eBOSS data

used in this work.

Another limitation of our method results from the UVB photoionization and

photoheating rates used for our simulation grid being constructed from simple transfor-

mations of a template set of rates. We therefore do not probe the full range of ionization
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and thermal histories that could be allowed by the observations of the Lyman-α forest.

However, our model produces statistical properties of the Lyman-α forest that agree

with a wide range of observations and a thermal evolution of the IGM consistent with

previous inferences. These features of our work represent a significant achievement en-

abled by the ability to explore a wide range of models for the UVB from self-consistently

evolved simulations. We emphasize that with our computational capabilities, performing

a very large number of simulations (e.g., thousands) is now a possibility. We therefore

defer more flexible explorations of models for the heating and ionization from the UVB

to future work.

In the approach used for this work, we modify the photoionization and pho-

toheating jointly. This joint variation results in another important limitation of our

study. The large scales of the power spectrum of the forest are sensitive to the ioniza-

tion state of H I which, in equilibrium, is set by the balance between photoionization

and recombination. The large-scales of P (k) depend on the temperature of the gas

through the recombination coefficient α(T ) ∝ T−0.72 but are mostly determined by the

intensity of the photoionization rate ΓHI. Since a large fraction of the dataset used for

our inference probes the large-scale P (k) the best-fit photoheating rates are influenced

by the determination of the best-fit photoionization rates. We have shown that the pho-

toheating from our best-fit model is consistent with other estimates of the thermal state

of the IGM determined independently. Nevertheless, the relatively small uncertainty in

the thermal state parameters T0 and γ from this work is in part a consequence of the

of the well-constrained determination of the photoionization rate from the large-scale
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P (k). In future work we will explore a more flexible approach in which the photoheat-

ing has some degree of freedom with respect to the photoionization rate, such as using

density-dependent UVB rates to better model a inhomogeneous reionization.

3.4 Summary

With the objective of finding a photoionization and photoheating history that

results in properties of the IGM consistent with observations of the hydrogen and helium

Lyman-α forest, we have used the GPU-native Cholla code to perform an unprecedented

grid of more than 400 cosmological simulations spanning a variety of ionization and ther-

mal histories of the IGM. These calculations extend our CHIPS suite of hydrodynamical

simulations initially presented in Villasenor et al. (2021a). We compare the properties

of the Lyman-α forest from our simulations to several observational measurements to

determine via a likelihood analysis the best-fit model for the photoionization and photo-

heating rates. From our best-fit model we have inferred the thermal history of the IGM,

and demonstrate consistency with recent estimates obtained from the properties of the

Lyman-α forest. A summary of the efforts and conclusions from this work follows.

• We present a direct extension of the CHIPS suite (Villasenor et al. 2021a) con-

sisting of a grid of 400 simulations (L = 50h−1Mpc, N = 10243) that vary the

spatially-uniform photoionization and photoheating rates from the metagalactic

UVB. The UVB rates applied for our grid use the Puchwein et al. (2019) model

as a template, and use four parameters that control a rescaling of the amplitude

and redshift-timing of the hydrogen and helium photoionization and photoheating
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rates.

• The CHIPS simulations self-consistently evolve a wide range of ionization and

thermal histories of the IGM. We compare the properties of the Lyman-α forest

in the form of the power spectrum P (k) of the hydrogen Lyman-α transmitted

flux and the helium (He II) effective optical depth τeff,HeII from our simulations to

several observational measurements covering the redshift range 2.2 ≤ z ≤ 5.0 for

P (k) (Iršič et al. 2017b; Boera et al. 2019; Chabanier et al. 2019c) and 2.4 . z .

2.9 for τeff,HeII (Worseck et al. 2016).

• We perform a Bayesian MCMC marginalization to determine the best-fit UVB

model. The performance of each model in reproducing the observations is evalu-

ated over the entire redshift evolution instead of comparing for each redshift bin

independently. Additionally, our simulation grid naturally probes a large range

of ionization histories that we match directly to evolution of the ionization state

of hydrogen encoded in the power spectrum of the Lyman-α forest. We thereby

avoid any need to rescale the optical depth from the simulations in post-processing

to match the observed mean transmission of the forest, which is a common short-

coming of previous analyses.

• Our approach does not require an assumption of a power-law relation for the

density-temperature distribution of the gas, as the Lyman-α spectra is constructed

from our self-consistently evolved simulations. We find that a single power law

does not accurately describe the ρgas − T distribution of the gas in the density

range relevant to generating the signal of the Lyman-α forest.
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• From our analysis, we infer the evolution of the thermal state of the IGM. The

temperature history of the IGM shows a first temperature peak (T0 ' 1.3×104K)

due to hydrogen reionization at z ' 6. This peak is followed by an epoch of cooling

due to adiabatic expansion of the Universe until the onset of helium reionization

from radiation emitted by AGNs. The ionization of helium leads to a second in-

crease of the temperature until He II is fully ionized (z ' 3), resulting in a second

peak of T0 ' 1.4 × 104K. The second peak is followed by a second period of

cooling from cosmic expansion. Our result is consistent with previous estimates

from Gaikwad et al. (2020) and Gaikwad et al. (2021). We note that the method

employed in this work where we modify the UVB photoionization and photoheat-

ing rates by rescaling and shifting the model from Puchwein et al. (2019) limits

the variation on the evolution of the thermal history of the IGM in our simula-

tions. In future work we will allow for more flexibility in the photoheating history

which will result in a more complete sample of the IGM density-temperature dis-

tribution. The improved flexibility of the models may permit a better inference

of the thermal history of the IGM, as for now our low-redshift (z < 4) constraints

are largely informed by the ionization state of hydrogen which likely results in a

underestimated uncertainty in our T0 − γ evolution.

• We compare the evolution of the hydrogen effective optical depth τeff,H from our

best-fit model to several observational determinations. We find that after hydrogen

reionization completes (5 . z . 6), the H I effective optical depth resulting from

the model may underestimate the observations. We provide a modification to

141



our best-fit model where the photoionization and photoheating rates are reduced

during this epoch such that the evolution of τeff,H is consistent with measurements

by Bosman et al. (2018). Additionally, the neutral fraction of hydrogen from the

modified model shows consistency with the measurements by Fan et al. (2006)

during this redshift interval.

• The model for the photoionization and photoheating rates from the UVB obtained

from our analysis shows consistency with the observations of the Lyman-α power

spectrum and the effective optical depth from both hydrogen and helium (He II),

the optical depth from the CMB probed by Planck Collaboration et al. (2020), and

previous inferences of the thermal state of the IGM. This model can be applied

in future cosmological simulations that aim to reproduce properties of the IGM

consistent with the observed Lyman-α forest.

Our work shows that an exploration of the IGM properties from hundreds of

self-consistently evolved models for the astrophysical processes that impact the gas in the

medium is now possible by exploiting modern computational techniques on the world’s

largest supercomputers. Using our efficient GPU-based code Cholla with Summit, we

are able to run hundreds of cosmological simulations in just a few days using a small

fraction of the system. We anticipate that when combined with the exquisite picture of

the Lyman-α forest that experiments like DESI Collaboration et al. (2016a) will provide,

this capability will revolutionize future studies of the properties of the IGM. We can

leverage next-generation exascale systems and simulate large volumes (L ∼ 50h−1Mpc)

at high resolution (N = 20483) for thousands of models describing the various the
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astrophysical processes that affect the IGM with a range of cosmological parameters,

and study different models for the nature of dark matter and the mass hierarchy of

neutrinos based on their impact on the small-scale power spectrum of the Lyman-α

forest.

3.5 Resolution Convergence Analysis

To assess the possible impact of the simulation spatial resolution on our results,

we compare the Lyman-α transmitted flux power spectrum measured from simulations

with different resolutions. Each run was performed using the same box size (L =

50h−1cMpc) for identical cosmological parameters (Planck Collaboration et al. 2020)

and our best-fit determination for the photoionization and photoheating rates, and

differ only in their grid resolution. Our comparison is made between three runs with

resolutions N = 5123, N = 10243, and N = 20483 cells and dark matter particles, with

comoving spatial resolutions of ∆x ' 98, 49, and 24 h−1kpc, respectively. The initial

conditions for the runs were generated to preserve common large-scale modes, such that

the results from the simulations could be compared directly over shared spatial scales.

Figure 3.17 shows the power spectrum of the Lyman-α flux measured for

our three simulations at redshifts z =2, 3, 4, and 5. As shown, the structure of the

Lyman-α forest becomes better resolved as the number of cells increase. The lower pan-

els present the fractional difference ∆P (k)/P (k) of the power spectrum measured from

the N = 5123 and N = 10243 simulations compared with the N = 20483 simulation

on overlapping spatial scales. Our comparison shows that the effect of the decreased
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Figure 3.17: Power spectrum of the Lyman-α transmitted flux P (k) measured from
simulations with different comoving spatial resolutions of ∆x ' 98, 49, and 24 h−1kpc.
The three simulations model a L = 50h−1Mpc box with the Planck Collaboration
et al. (2020) cosmology and apply our best-fit determination for the photoionization
and photoheating rates. The bottom panels show the fractional difference in the power
spectrum ∆P (k)/P (k) between the N = 5123 and N = 10243 runs and the N =
20483 simulation. Low-resolution simulations show increased power on large scales (k .
0.03 s km−1) and suppressed structure in the small scales relative to higher resolution
simulations. For the intermediate-resolution simulation N = 10243, which corresponds
to our fiducial CHIPS grid resolution, the differences in P (k) with respect to the N =
20483 simulation are . 7% on the large scales and . 10− 25% on the small scales. We
account for this resolution effect during our inference procedure by adding a systematic
error to the observational measurements of P (k) in the form of σres = ∆P (k, z), where
∆P (k, z) is the redshift- and scale-dependent difference in the power spectrum measured
from the N = 10243 run compared with the N = 20483 simulation.
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resolution is to increase the power on large scales (k . 0.02 s km−1) while the small-

scale power is suppressed. For the low-resolution simulation (N = 5123) the differences

are significant, and on large scales the power spectrum is overestimated by ∼ 50% at

redshift z = 5. As the redshift decreases the differences also decrease to ∼ 13% by

z = 2. On small scales, the power spectrum is suppressed by 20− 60%.

Our fiducial resolution for the CHIPS simulations was N = 10243. At this

resolution we measure only small differences in the Lyman-α structure compared with

the N = 20483 simulation, as on large spatial scales the power spectrum is overestimated

by . 7%, and for small scales (0.03 . k . 0.2 s km−1) we measure a suppression on P (k)

of . 10− 25%. To account for the effect of resolution on simulations used to constrain

the UVB model, we include a systematic uncertainty of the form σres = ∆P (k, z), where

∆P (k, z) is the redshift- and scale-dependent difference in the power spectrum measured

between the N = 10243 and N = 20483 simulations.

3.6 Effect of Rescaling the H I Effective Optical Depth on

the Lyman-α Flux Power Spectrum

The power spectrum of the Lyman-α transmitted flux P (k) is computed from

flux fluctuations δF = (F − 〈F 〉)/〈F 〉. The power spectrum is sensitive to changes on

the ionization state of hydrogen in the IGM, which in turn changes the effective optical

depth τeff,H and the mean transmitted flux 〈F 〉 = exp(−τeff). To estimate how changes

in the overall ionization state of the IGM affect the power spectrum of the Lyman-α

flux, we can rescale the optical depth of the simulated skewers and re-measure P (k). We
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Figure 3.18: Consequences of rescaling the effective optical depth for the power spectrum
of the Lyman-α transmitted flux at redshifts z =2, 3, 4, and 5. Shown is the fractional
difference ∆P (k)/P (k) after rescaling the optical depth along the skewer sample from
our simulations by a constant factor such that τ̃eff,H = (1 +α)τeff for α in the range [-3,
3]. Rescaling the optical depth along the skewers such that τeff,H increases (decreases)
has the effect of increasing (decreasing) P (k). On scales in the range 0.002 . k .
0.1 s km−1 the change induced on P (k) is almost uniform, while for the smallest scales
k & 0.1 s km−1 the effect is redshift- and scale-dependent.

rescale by a constant factor tuned such that the effective optical depth measured from

the rescaled skewers follows τ̃eff,H = (1 + α)τeff,H, where τeff,H is the original effective

optical depth obtained from the simulated skewers. From the rescaled skewers, we

compute the corresponding fluctuations of the transmitted flux δ̃F = (F̃ − 〈F̃ 〉)/〈F̃ 〉,

where 〈F̃ 〉 = exp(−τ̃eff,H). Finally, from δ̃F we compute the mean flux power spectrum

P̃ (k) for the rescaled sample.

Figure 3.18 shows the fractional difference of the flux power spectrum

∆P (k)/P (k) = P̃ (k)/P (k)− 1 measured between the rescaled skewers and the original

sample for several values in the range α ∈ [−0.3, 0.3]. Because of the non-linear relation
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between the optical depth τ and the transmitted flux F = exp(−τ), rescaling the

effective optical depth τeff,H in the skewer sample to higher values α > 0 has the effect

of increasing the overall normalization of P (k) on most of the scales relevant for this

work, namely 0.002 . k . 0.1 s km−1. On a similar way, decreasing τeff,H decreases the

normalization of P (k) at these scales. For smaller scales k > 0.1 s km−1 the effects are

redshift dependent and we find that increasing (decreasing) τeff,H tends to also increase

(decrease) P (k) for z & 3.5, while it has the opposite effect for z . 3.5 as P (k) decreases

(increases) when τeff,H is increased (decreased).

This study shows that the Lyman-α power spectrum itself is sensitive to the

hydrogen effective optical depth, and for this reason we do not include the observational

measurements of τeff,H for our inference of the UVB model presented in this work.

3.7 Covariance Matrices of the Transmitted Flux Power

Spectrum from the Simulations

In Section 3.2.9 we present the likelihood function employed for our MCMC

analysis (Eq. 4.15). When comparing the power spectrum of the Lyman-α transmitted

flux from the simulations to the observational measurements we employ the covariance

matrices of P (k) reported by the observational works (Chabanier et al. 2019c; Iršič et al.

2017b; Boera et al. 2019). In this section, we quantify the effect on the covariance of

the simulated P (k) from variations in our model parameters.

Figure 3.19 shows the normalized covariance of P (k) at z = 4.6 for simulations

with different values for the parameters βH (top panels) and ∆zH (bottom panels).
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Figure 3.19: Normalized covariance matrix of the Lyman-α transmitted flux power
spectrum at z = 4.6 measured from simulations that vary the parameters βH (top panels)
and ∆zH (bottom panels) independently. The structure of the covariance is maintained
across the simulations. Decreasing the parameter βH increases the normalization of
P (k) and its covariance on roughly all scales. We measure small elementwise differences
< 0.1 in the normalized covariance across simulations with different βH. The effect of
changing ∆zH is minimal with elementwise differences < 0.03.
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Figure 3.20: Normalized covariance matrix of the Lyman-α transmitted flux power
spectrum at z = 3.0 measured from simulations that vary the parameters βHe (top
panels) and ∆zHe (bottom panels) independently. The structure of the covariance is
maintained across the simulations. Changes in βHe and ∆zHe cause small variation in
the normalized covariance matrix, we measure only small elementwise differences < 0.05
over these simulations.

Decreasing the parameter βH increases the Lyman-α opacity of the IGM, which increases

the normalization of P (k) (see §3.6). The increase of P (k) also increases its covariance

on roughly all scales. We measure small elementwise differences < 0.1 in the normalized

covariance matrices across simulations that vary βH, while for simulations with different

∆zH the impact is minimal and results in only < 0.03 elementwise differences. Figure

3.20 presents the covariance matrix of P (k) at z = 3.0 for simulations that vary the

parameters βHe (top panels) and ∆zHe (bottom panels). Here we also measure the

impact to be small with differences < 0.05.
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3.8 Colder Mid-redshift IGM From Reduced Photoheat-

ing

In §3.3.3 we discuss how our best-fit model results in a warmer IGM compared

to the estimates from Boera et al. (2019) during the interval 4.2 . z . 5.0 as the temper-

ature T0 from our model is ∼ 1σ higher compared to their result. We explore scenarios

where the mid-redshift IGM is cooled relative to our best-fit model by decreasing the

H I and He I photoheating rates in the redshift range 4.2 . z . 6.2. The modified

photoheating rates are shown in Figure 3.21 (middle and center panels) along with the

fractional differences relative to the best-fit model shown in the respective bottom pan-

els. To compute the history of T0 for the reduced photoheating models, we integrate the

evolution of the temperature of a single-cell at ρgas = ρ̄ following the method from Hui

& Gnedin (1997) (see Section 2 of their work for a detailed description). The resulting

evolution of T0 for the different models is presented in the left panel of Figure 3.21. We

show that reducing the H I and He I photoheating rates by ∼ 80% at z ∼ 6 results in

a colder IGM where T0 is reduced by ∼ 20% at z ∼ 5 such that T0 ∼ 8 × 103 K for

4.2 . z . 5.0 agrees well with the estimate from Boera et al. (2019). However, we find

that for such a scenario T0 at z ∼ 5.4 is lower than the inference from Gaikwad et al.

(2020). This conflict exhibits some degree of tension between the estimates at z ∼ 5.0

and z ∼ 5.4 from Boera et al. (2019) and Gaikwad et al. (2020) respectively.

The photoheating H and the photoionization Γ rate from the UVB are given

by the intensity of the background radiation J(ν, z) as
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Figure 3.21: Evolution of the IGM temperature T0 (left panel) from models of the
UVB where the H I and He I photoheating rates have been reduced in the interval
4.2 ≤ z ≤ 6.2 relative to our best-fit model (center and right panel). The fractional
differences of T0 and the heating rates HHI and HHeI with respect to the best-fit model
are shown in the bottom panels. The reduced photoheating rates decrease T0 for z < 6.2
but the change is most significant for 3.5 . z . 6.0. At z . 3.5 the impact on T0 is
minimal as heating from He II reionization dominates. A reduction of ∼ 80% in the
photoheating rates at z ∼ 6.0 causes a decrease in T0 of ∼ 20% at z ∼ 5.0. For z . 3.5
the reduced photoheating has a minimal impact on T0 of . 5%.

Γ(z) =

∫ ∞
ν0

4πJ(ν, z)

hν
σ(ν)dν, H(z) =

∫ ∞
ν0

4πJ(ν, z)

hν
(hν − hν0)σ(ν)dν (3.9)

where ν0 and σ(ν) are the threshold frequency and photoionization cross-section, re-

spectively. Consider power-law models for the cross-section and the intensity of the

radiation at wavelengths λ > 912 Å, which can be written as σ(ν) = σ0(ν/ν0)φ and

J(ν) = (ν/ν0)α, with indices φ < 0 and α < 0. Physically, reducing the photoheat-

ing rate relative to the photoionization rate can be achieved by changing the spectral

index of the ionizing radiation α. By solving the integrals in Eqs 4.2 assuming these

power-law models and evaluating the fractional change in the photoionization ∆Γ/Γ

and photoheating ∆H/H for a change in the spectral index ∆α, we find the following
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relation is satisfied

∆α = (1 + α+ φ)
∆Γ
Γ −

∆H
H

1 + ∆H
H

(3.10)

Equation 3.10 relates the change of the spectral index of the radiation necessary to pro-

duce some variation of the photoionization and photoheating from a given UVB model.

By applying Eq. 3.10, we can modify the photoheating relative to the photoionization

of a UVB model within a physically-plausible range for the index α. In future work,

we will explore which variations in the IGM temperature T0 from changes of the photo-

heating rate match the observed hydrogen effective optical depth at z > 5 while using

physically-plausible source populations.

3.9 Accuracy of the Power-Law fit to the

Density-Temperature Distribution of the Gas in Our

Simulations.

A common method to infer the thermal state of the IGM from observations

of the Lyman-α forest involves marginalizing over the thermal properties T0 and γ in

the approximate power-law density-temperature relation T = T0 (ρgas/ρ̄)γ−1 (Bolton

et al. 2014; Nasir et al. 2016b; Hiss et al. 2018; Boera et al. 2019; Walther et al. 2019;

Gaikwad et al. 2021). The density of the IGM gas that contributes to the majority of the

Lyman-α forest signal lies in the range −1 ≤ log10(ρgas/ρ̄) ≤ 1. From our simulations

we find that a single power law fails to reproduce the density-temperature distribution
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of the gas over this density interval. The left panels of Figure 3.22 show the density-

temperature distribution of the gas in one of our simulations and the corresponding

power-law fit to the distribution over the density range −1 ≤ log10(ρgas/ρ̄) ≤ 1 at

redshift z = 3 (top) and z = 4 (bottom). The deviations of the gas temperature in

the simulation relative to the power-law fits are presented in the right panels, showing

that the fractional differences ∆T/T from the density-temperature distribution in the

simulation with respect to the power-law fit can be as large as ∼ 15%.
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Figure 3.22: Density-temperature distribution of the IGM gas (left column) from one
of our simulations at redshift z = 3 (top) and z = 4 (bottom). A power law fit of the
form T = T0 (ρgas/ρ̄)γ−1 over the range −1 ≤ log10(ρgas/ρ̄) ≤ 1 is shown (black dashed
lines). The right columns shows deviations of the density-temperature distribution with
respect to the power-law fit over the fitted range. The blue region corresponds to
the 68% highest probability interval for the temperature as function of the overdensity
ρgas/ρ̄. The differences between the distribution of the gas relative to the power-law fit
can be as large as ∼ 15%.
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Chapter 4

New Constraints on Warm Dark

Matter from the Lyman-α Forest

Power Spectrum

4.1 Introduction

The Λ-cold dark matter (ΛCDM) cosmological paradigm has been immensely

successful at matching across cosmic time observations spanning physical scales from the

horizon length (Planck Collaboration et al. 2020) all the way down to galaxy scales (e.g.,

Chabanier et al. 2019a), and a vast menagerie of hypothetical non-baryonic elementary

particles has been proposed to explain the astrophysical data (Feng 2010). Cold dark

matter particles have negligible thermal velocities in the matter-dominated era and

therefore clump gravitationally even on the smallest sub-galactic scales, a property
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that has caused persistent challenges with observations of the abundances and density

profiles of dwarf galaxies in the local Universe (e.g., Bullock & Boylan-Kolchin 2017).

Warm dark matter (WDM) is a simple modification of CDM that has been proposed

to suppress small-scale power and alleviate some of these problems (Bode et al. 2001).

WDM particles of a few keV have significant intrinsic velocities from having decoupled

as thermal relics or been produced by non-equilibrium processes, and one of the effects

of their Mpc-range free-streaming length is to interfere with the gravitational collapse

of structures and produce a cut-off in the matter power spectrum.

Intergalactic hydrogen at redshift 2 ∼< z ∼< 5 scatters Lyman-α radiation and

produces absorption features in the spectra of distant quasars. This “Lyman-α forest” is

a powerful cosmological probe as it traces density fluctuations, the underlying dark mat-

ter web-like distribution (the “cosmic web”), and the ionization state and temperature

of the intergalactic medium (IGM) on scales and redshifts that cannot be probed by any

other observable (Hernquist et al. 1996; Croft et al. 1998b; Meiksin 2009b; McQuinn

2016). The primary statistic derived from spectroscopic data is the 1D power spec-

trum of the flux distribution in the forest – the Fourier transform of the fractional flux

autocorrelation function in velocity space – which arguably provides the best tool for

distinguishing between CDM and WDM models (Seljak et al. 2006; Viel et al. 2013a;

Baur et al. 2016; Garzilli et al. 2019, 2021). Interpreting such observations requires

expensive hydrodynamical simulations of the IGM that cover an extensive range of un-

certain IGM photoionization and photoheating histories and consistently maintain high

resolution throughout a statistically representative sub-volume of the Universe, a tradi-
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tional limiting factor in previous analyses (e.g., Viel et al. 2013a; Lukić et al. 2015; Iršič

et al. 2017a; Bolton et al. 2017; Walther et al. 2021). At present, the tightest lower limit

to the mass of a thermal WDM relics, mWDM > 1.9 keV (95 percent CL), is obtained

for highly conservative thermal histories of intergalactic gas (Garzilli et al. 2021).

In this Paper, we revisit these constraints in light of recent measurements with

the Keck and VLT telescopes of the Lyman-α FPS down to the smallest scales ever

probed at redshifts 4 ∼< z ∼< 5 (Boera et al. 2019), using a massive suite of 1080 high-

resolution cosmological hydrodynamics simulations that are part of the Cholla IGM

Photoheating Simulations (CHIPS; Villasenor et al. 2021a,b). High-redshift observa-

tions provide better limits on the mass of a WDM particle, as free-streaming becomes

more prominent in velocity space and the effect of the non-linear evolution of the mat-

ter density field – resulting in a transfer of power from large scales to small scales – is

weaker at these epochs. There is also observational evidence for a local minimum of the

temperature of the IGM – and therefore a corresponding minimum in the thermal cut-

off length scale – in the redshift range 4 < z < 5 (Villasenor et al. 2021b; Gaikwad et al.

2020), making this era an optimal epoch for deriving bounds on dark matter properties.
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Figure 4.1: Impact of particle free-streaming on baryonic structures at 0 < z < 5.2. The
evolution of the gas density from a slice through the IGM was obtained from a subset
of 8 CHIPS simulations where the mass of the warm dark matter particle mWDM was
increased from 0.3 keV to ∞. All simulations assume the same gas thermal history –
the best-fit model presented in Villasenor et al. (2021b). Because of thermal pressure,
the gas distribution is smoothed compared to the dark matter.

4.2 Basic Equations and Characteristic Scales

The hydrogen and helium photoheating Hi and photoionization Γi rates per

atom i depend on the intensity of a uniform UV background radiation field J(ν, z) as
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Γi(z) = 4π

∫ ∞
νi

J(ν, z)

hν
σi(ν)dν, (4.1)

Hi(z) = 4π

∫ ∞
νi

J(ν, z)

hν
(hν − hνi)σi(ν)dν, (4.2)

where νi and σi(ν) are the threshold frequency and photoionization cross-section, re-

spectively. The total photoheating rate H is summed over the species i = H I, He I,

and He II each of proper number density ni, H =
∑

i niHi. These rates, together with

radiative recombinations, adiabatic compression, Compton and expansion cooling, and

the gas density and peculiar velocity fields shaped by gravity and by pressure forces,

fully determine the hydrogen Lyman-α absorption optical depth as a function of velocity

Hui et al. (1997),

τv = σα

∫
c nHI√
πb(1 + z)

∣∣∣∣dudx
∣∣∣∣−1

e−(v−u)2/b2du. (4.3)

Here, σα = πe2f12/(mec να), να and f12 are the frequency and upward oscillator strength

of the Lyman-α transition, b is the Doppler parameter, x is the comoving radial coor-

dinate along the line of sight, and we have assumed a Gaussian profile. Denoting with

z̄ some mean redshift of interest, e.g. the redshift of a simulation output or the average

redshift of any given data subset, one can write

u(x) =
H(z̄)

(1 + z̄)
(x− x̄) + vp(x), (4.4)
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where vp is the peculiar velocity along the line of sight at position x, x̄ is the position at

which the redshift from Hubble expansion is exactly z̄, and H(z̄) is the Hubble expansion

rate. The velocity coordinate u is related to the observed frequency ν0 by

ν = ν0(1 + z̄)
(

1 +
u

c

)
, (4.5)

where ν is the frequency of the photon with respect to the rest frame of intervening

hydrogen at position x. Line center, ν = να, occurs at velocity u = v. Because of

peculiar velocities, a photon observed at ν0 can have the same rest-frame frequency ν

at more than one place in its trajectory from the quasar to the observer.

In practice, only a limited range of u values contributes to τv, and one can

replace in Equation (4.3) the redshift z with z̄. We can then define the flux contrast

δF (v) = F (v)/〈F 〉 − 1, where F (v) = exp(−τv) is the flux at velocity v and 〈F 〉 is the

mean transmitted flux at a given redshift, and decompose each absorption spectrum into

Fourier modes δ̃F (k). Their variance as a function of the Fourier wavenumber k = 2π/v

is the FPS over some velocity interval ∆v,

PF (k) = ∆v〈δ̃F (k)2〉, (4.6)

which is commonly expressed in terms of the dimensionless quantity ∆2
F (k) = kPF (k)/π.

Four physical effects act to erase small-scale power in the linear FPS:

1. Thermal Doppler broadening, which causes a sharp feature in F (v) to be smoothed

over a velocity width b = (2kBT/mH)1/2, where T is the gas temperature and mH
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is the mass of the hydrogen atom. A cut-off in the linear FPS will arise at the

proper wavenumber Garzilli et al. (2019)

kb =

√
2

b
= 0.11T

−1/2
4 km−1 s, (4.7)

where T4 ≡ T/104 K.

2. Pressure smoothing, which reduces power below a comoving “filtering scale” Gnedin

& Hui (1998)

λF = g λJ = g
cs
a

√
π

Gρ̄
, (4.8)

where λJ is the Jeans length, cs = [5kBT/(3µmH)]1/2 is the sound speed, µ is the

mean molecular weight (µ = 0.61 for an admixture of ionized hydrogen and singly

ionized helium), ρ̄ is the mean total (dark matter plus baryons) mass density of

the Universe, and a is the scale factor. The g factor accounts for the fact that

the filtering scale depends on the prior thermal history of the IGM, not just the

instantaneous Jeans length. Typically, g < 1 after reionization. The corresponding

velocity broadening, ∆vF = HaλF /(2π), produces a feature in the linear FPS at

proper wavenumber

kF =

√
2

∆vF
=

√
3

gcs
=

0.12

g
T
−1/2
4 km−1 s. (4.9)

Under the physically-motivated assumptions that the gas temperature decays as

1/a after reionization completes around redshift z ∼6, the factor g takes numer-
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ical values in the range 0.1 − 0.25 at the redshifts 4 ∼< z ∼< 5.2 of interest here

Gnedin & Hui (1998). Pressure filtering, always lagging behind the growth of the

Jeans length, is therefore subdominant compared to the thermal broadening of

the absorption spectrum Peeples et al. (2010); Kulkarni et al. (2015b); Nasir et al.

(2016a); Boera et al. (2019).

3. Peculiar velocities in the gas, another line-of-sight effect that smoothes baryonic

structures in redshift space and depresses the FPS at wavenumbers greater than

kp =

√
2

∆vp
= 0.02 km−1 s. (4.10)

4. Dark matter free-streaming, an effect that can be described by a relative “transfer

function” T (k) – the square root of the ratio of the matter power spectrum in

the presence of WDM relative to that in CDM, which is well approximated for

k < 3.5 Mpc−1 by the fitting formula Viel et al. (2005)

T (k) = [1 + (k/kFS)2.24]4.65. (4.11)

In the adopted cosmology and in the case of thermal relics, the comoving scale of

the break is

kFS = 13.68
(mWDM

1 keV

)1.11
Mpc−1. (4.12)

The conversion to a proper wavenumber in inverse km s−1, kDM = kFS(1+z)H−1,
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finally yields a cut-off in the FPS at

kDM = 0.15
(mWDM

1 keV

)1.11
(

6

1 + z

)1/2

km−1 s. (4.13)

The numerical values of kb, kp, and kDM above suggest that free-streaming,

thermal and velocity broadening effects all set in at similar values of k.

4.3 Simulations

The simulations used in this work were performed using the GPU-native MPI-

parallelized code Cholla (Schneider & Robertson 2015; Villasenor et al. 2021a,b) and

evolve the equations of hydrodynamics on a uniform Cartesian grid while simultane-

ously tracking the non-equilibrium ionization states of hydrogen and helium using the

GRACKLE library (Smith et al. 2017). A spatially uniform, time-dependent UV radi-

ation background was assumed in the form of redshift-dependent photoionization and

photoheating rates per ion, Γi and Hi, for the species H I, He I, and He II. The initial

conditions at z = 100 were generated using the MUSIC code (Hahn & Abel 2011b) for

a flat cosmology with parameters h = 0.6766, ΩM = 0.3111, ΩΛ = 0.6889, Ωb = 0.0497,

σ8 = 0.8102, and ns = 0.9665, consistent with constraints from Planck data (Planck

Collaboration et al. 2020). The initial conditions for all runs were generated from identi-

cal random number seeds to preserve the same amplitude and phase for all initial Fourier

modes across the simulation suite. The volume and numerical size of the simulations

correspond to L = 25 h−1Mpc and N = 2×10243 cells and particles. All simulations
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were run on the Summit computing system at the Oak Ridge National Laboratory. The

effect of a thermally produced WDM particle was introduced by modifying the input

transfer function following the fitting formula of Viel et al. (2005), and no attempt

was made to explicitly incorporate particle thermal velocities in the initial conditions

(Macciò et al. 2013).

To compare the properties of the IGM in our simulations to observations, we

extracted synthetic Lyman-α forest spectra measuring H I densities, temperatures, and

peculiar velocities of the gas using 4096 skewers along each axis of the box. The optical

depth τv along each discretized line of sight was estimated as described in Villasenor

et al. (2021a). From the set of lines of sight, we computed the transmitted flux and

the mean one-dimensional power spectrum of the fractional transmission (see §2.5.2 and

§2.5.4 for a detailed description).

4.3.1 WDM Effects on the IGM

The impact of particle free-streaming on gas the density structure of the IGM

at fixed gas thermal history is shown in Figure 4.1. The image displays a slice through

the gaseous cosmic web at 0 ≤ z ≤ 5.2 generated from a set of 8 simulations that vary the

mass of the dark matter particle mWDM increasing from 0.3 keV to∞. The simulations

follow the thermal history produced by the baseline photoheating and photoionization

history presented in Villasenor et al. (2021b).

The principal effect of free-streaming from WDM on the matter density distri-

bution is to suppress the formation of small-scale structures, reducing the clumpiness of

the cosmic web. As free-streaming washes out small-scale inhomogeneities and decreases
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Figure 4.2: Left: Volume-weighted probability distribution function of the gas density
at z = 4.6 in WDM cosmologies compared to ΛCDM. Due to free-streaming, gas that
otherwise would collapse into small-scale structures, remains on larger scales. This
suppressed collapse shifts the distribution of the gas density to values closer to the
mean gas density ρ̄. Right: The higher density of intergalactic gas for WDM cosmologies
results in an increase of the Lyman-α scattering optical depth of the IGM and a decrease
of the transmitted flux F . Arrows display the decrease of the mean transmission 〈F 〉 as
mWDMdecreases.

the concentration of overdense regions, an excess of diffuse gas is left to permeate the

IGM. Therefore, the volume-weighted distribution of baryonic density shifts to higher

values, closer to the gas mean density. Figure 4.2 (left) shows the change in the volume-

weighted probability distribution function of the gas density at z = 4.6 for different

mWDM cosmologies compared to an analogous CDM simulation with fixed thermal his-

tory across the simulations.

The enhanced density of the intergalactic gas due to WDM free-streaming

increases the opacity of the IGM to Lyman-α transmission. Figure 4.2 (right) shows

the probability distribution function of the Lyman-α transmitted flux F along the skewer

set for the WDM simulations compared to CDM at z = 4.6. As free-streaming increases,

the distribution of transmitted flux shifts to lower values, which reflects the increased
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opacity of the IGM. The arrows at the bottom of the figure display the decrease of the

mean transmission 〈F 〉 of the forest as mWDM decreases.

From our simulations we find that free-streaming from WDM (in the regime

mWDM ≥ 1keV) has almost no effect on the density-temperature distribution of the

IGM, as the redshift evolution of the parameters T0 and γ from the power-law relation

T = T0(ρ/ρ)γ−1, are virtually unchanged from the CDM case for fixed photoionization

and photoheating history.

4.3.2 WDM Effects on the Flux Power Spectrum

The Lyman-α forest probes the density distribution of intergalactic gas, which

itself follows the distribution of dark matter in the IGM. Thereby, the forest is sensitive

to the effects of free-streaming from WDM cosmologies on the matter distribution.

Suppression of small-scale density fluctuations of gas in the IGM due to free-streaming

translates into less small-scale fluctuations in the forest, which results in a decrease of

the small-scale flux power spectrum P (k) compared to CDM.

Figure 4.3 shows the dimensionless power spectrum of the Lyman-α trans-

mitted flux π−1kP (k) at z = 4.6 measured from simulations with different warm dark

matter particle mass mWDM, compared the CDM. The ratio of P (k) with respect to

the CDM simulation is shown in the bottom panel. Free-streaming from the WDM

particles affects the power spectrum differently on small and large scales. On small

scales (k & 0.02 s km−1) the suppression of density fluctuations decreases the small-

scale P (k). On the other hand, the large scale P (k) (k . 0.02 s km−1) increases with

respect to CDM due to the higher overall normalization of P (k) attributed to the in-
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Figure 4.3: One-dimensional transmitted flux power spectrum P (k) at z = 4.6 from
simulations that vary the warm dark matter particle mass mWDM compared to CDM for
fixed thermal history. The bottom panel displays the fractional difference of P (k) from
the WDM simulations with respect to CDM. Suppression of small-scale structure due
to free-streaming results in a decrease of P (k) compared to CDM for k & 0.02 s km−1.
The increased effective optical depth due to the excess diffuse gas in the IGM results
on a higher normalization of P (k) with respect to the CDM measurement. This causes
the an increase of large-scale P (k) from the WDM simulations compared to CDM for
k . 0.02 s km−1. The gray bands denote the regions that fall outside of the observational
measurement from Boera et al. (2019).

crease of the IGM effective optical depth τeff .

4.3.3 Simulation Grid

To constrain possible WDM cosmologies, we have performed an unprecedented

grid of models consisting of 1080 high resolution simulations (L = 25 h−1Mpc and N

= 2×10243) varying the WDM particle mass mWDM as well as the main astrophysical
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processes that shape the small-scale density distribution of the gas in the IGM and the

properties of the Lyman-α forest.

Besides free-streaming, the main processes that affect the small-scale structure

of the Lyman-α forest during 4 . z . 5 are Doppler broadening of the absorption lines

due to the instantaneous thermal velocities of the gas, and pressure smoothing of the

gas overdensities determined by the integrated past thermal history of the IGM. Our

approach for generating models that vary these two processes is to simulate a wide va-

riety of reionization and thermal histories of the IGM by modifying the photoionization

and photoheating rates applied in the simulations.

For this work, we use the fiducial model for the hydrogen and helium photoion-

ization and photoheating rates presented in Chapter 3 (V22 hereafter) as a template to

generate different IGM reionization and thermal histories. The V22 model is a modifica-

tion of the rates from Puchwein et al. (2019) and it produces a post-reionization history

of the IGM that is overall consistent with observations of the power spectrum of the hy-

drogen Lyman-α forest as well as the effective optical depth of the He II Lyman-α forest

when applied in simulations with a ΛCDM cosmology (see Villasenor et al. (2021b) for

more details).

To generate models of the UVB that result in different properties of the

Lyman-α forest, we apply three different transformations to the V22 fiducial model.

1. We rescale the hydrogen (H I) and singly-ionized helium (He I) photoionization

rate Γi by a constant factor β which changes the ionization fraction of the in-

tergalactic hydrogen, thus changing the opacity of the IGM τeff and therefore
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rescaling the overall normalization of P (k).

2. We modify the hydrogen and singly-ionized helium photoheating rateHi by rescal-

ing the average energy of the background radiation E(z) = Hi(z)/Γi(z) by a con-

stant factor αE. This rescaling changes the temperature of the IGM during and

after reionization, which mainly affects the Doppler broadening of the Lyman-α

forest absorption lines.

3. We change the time at which hydrogen reionization completes by jointly shifting

the redshift dependence of the hydrogen and singly-ionized helium photoionization

and photoheating rates by an offset ∆z. Changing the epoch of reionization affects

the time available for the IGM to cool due to adiabatic expansion. Additionally,

changing the timing of ionization impacts the time available for the gas to respond

to thermally induced pressure gradients, changing the pressure smoothing of the

post-reionization gas distribution. A value ∆z > 0 shifts reionization to an earlier

time (higher redshift), while ∆z < 0 delays reionization.

The transformations applied to the H I and He I photoionization and photo-

heating rates described above are expressed as

Γi(z)→ β ΓV22
i (z −∆z),

Hi(z)→ β αEHV22
i (z −∆z).

(4.14)

For this work, we compare our models to observational determinations of the Lyman-α

forest power spectrum in the redshift range 4.2 ≤ z ≤ 5.0. For the V22 model, AGN

radiation begins to ionize He II and subsequently heat the intergalactic gas at z ∼
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Table 4.1: WDM-CHIPS Simulation Grid

Parameter Parameter Values

mWDM [keV] 1, 2, 3, 4, 5, 6, 8, 12, 20, 40, 80, CDM
β 0.6, 0.8, 1.0, 1.2, 1.4, 1.8
αE 0.1, 0.5, 0.9, 1.3, 1.7
∆z -0.5, 0.0, 0.5

Note. — The grid of models consist of the
1080 possible combinations of the parameters θ =
{mWDM, β, αE,∆z} Each simulation evolves an L =
25h−1Mpc and N = 10243 box.

4.5, resulting in a local minima of the IGM temperature at this epoch. Nevertheless,

the effect of He II reionization reheating the IGM only becomes significant at z < 4.

Therefore, He II reionization does not significantly impact P (k) for z ≥ 4.2. For this

reason we do not marginalize over He II reionization, and we fix the He II photoionization

and photoheating rates to those from the V22 model.

Each model in our simulation suite is characterized by the four-dimensional

parameter vector θ = {mWDM, β, αE,∆z}, where mWDM denotes the mass of the WDM

particle in keV, and the remaining three parameters vary the IGM reionization history

by changing the H I and He I photoionization and photoheating according to Equation

(4.14). The values of each of our four model parameters used to generate our model

grid are shown in 4.1. All possible combinations of the four parameters listed in 4.1

construct the 1080 models used for this work.
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Figure 4.4: Effects of free-streaming (left), Doppler broadening (center) and pressure
smoothing (right) on P (k) at z = 4.6, compared with the P0(k) measured from a
simulation that adopts the V22 fiducial model (ΛCDM, β = 1, αE = 1, and ∆z = 0).
Gray bands show the regions outside the observational measurements from Boera et al.
(2019). Contrary to the decrease of P (k) due to Doppler broadening and pressure
smoothing, suppression from free-streaming saturates for k ≥ 0.1 s km−1 due to peculiar
velocity effects.

4.3.4 Model Variation Effect on the Flux Power Spectrum

Suppression of small-scale fluctuations in the Lyman-α forest can be attributed

to decreased small-scale inhomogeneities in the intergalactic gas due to free-streaming

from the WDM particle velocities, but also to Doppler broadening of the absorption

lines and pressure smoothing of the gas overdensities. Providing an accurate constraint

on the WDM particle mass from observations of the flux power spectrum requires differ-

entiating the impact that the three processes have on P (k) and sampling over a dense

set of models that simultaneously vary the effect from each mechanism.

Figure 4.4 illustrates the impact on the flux power spectrum due to free-

streaming (left), Doppler broadening (center) and pressure smoothing (right) at z = 4.6.

Shown is the ratio of the P (k) measured on simulations that independently vary the

model parameters mWDM (left), αE (center) and ∆z (right) to the P0(k) measured from

a simulation that adopts the fiducial V22 model corresponding to a ΛCDM cosmology
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and parameters β = 1, αE = 1, and ∆z = 0. To isolate the effects on the small-scale

P (k), the optical depth of the skewers from each simulation was rescaled to reflect

τeff from the fiducial model as this equalizes P (k) on large scales. Additionally, for

the simulations that vary ∆z (right), we insulate the impact on P (k) due to pressure

smoothing by also rescaling the instantaneous temperature of the gas along the skewer

set to have the same temperature of the gas at mean density T0 as the fiducial model.

Variations of the model parameter β mainly impact the ionization fraction of

intergalactic hydrogen, consequently changing the IGM effective optical and thereby

rescaling the overall normalization of P (k) on the scales relevant for this work. For a

detailed analysis on this effect we refer the reader to Appendix B from Villasenor et al.

(2021b).

As shown in Figure 4.4 (center), the effect from increasing/decreasing the IGM

temperature by increasing/decreasing the photoheating rates is to increase/decrease

P (k) for k & 0.01 s km−1. The P (k) on these scales is similarly impacted by pressure

smoothing (right). An earlier reionization ( ∆z > 0 ) suppresses P (k) as overdensities

have more time to expand due to the thermally induced pressure gradients, and the

opposite effect occurs when reionization is shifted to a later epoch (∆z < 0).

Figure 4.4 shows that P (k) at k & 0.01 s km−1 can be decreased by the three

mechanisms described above, but a significant distinction can be made for the decrease

of small-scale P (k) due to WDM cosmologies (left). Contrary to both Doppler broad-

ening (center) and pressure smoothing (right) for which P (k) is increasingly suppressed

for increasing k, the suppression of P (k) due to free-streaming with respect to CDM
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saturates at k ≥ 0.1 s km−1. We argue that this important feature could be key for

constraining the nature of dark matter.

Interestingly, we find that if P (k) is measured in real space instead of redshift

space (ignoring the Doppler shift of absorption induced by the gas peculiar velocities)

then the suppression of P (k) continues to increase to k ∼ 0.2 s km−1. Figure 4.5 displays

the ratio P (k)/PCDM(k) for simulations with WDM particle mass mWDM = 5 keV (blue)

and mWDM = 4 keV (green). Dashed lines show to the same ratio P (k)/PCDM(k) but in

this case the power spectrum is computed from synthetic spectra calculated real space.

Here the effective opacity of the skewers of the WDM simulations has been rescaled to

match CDM on large scales.

Figure 4.5: Suppression of P (k) due to free-streaming relative to CDM at z = 4.6.
The full lines show the ratio P (k)/PCDM(k) where P (k) has been measured from the
Lyman-α transmitted flux computed in redshift space. For the dashed lines the trans-
mitted flux from the CDM and WDM case is computed in real space (ignoring peculiar
velocities). In real space the suppression of P (k) due to free-streaming continues to
increase up to k & 0.2 s km−1, while in redshift space the suppression saturates at
k ∼ 0.1 s km−1.
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The comparison presented in Figure 4.5 suggests that peculiar velocities play

an important role shaping the structure of the Lyman-α forest. We find that there is

an additional suppression of small-scale fluctuations in the forest due to the converging

gas flows around density fluctuations. We argue that the Doppler shift of the Lyman-α

absorption due to the converging peculiar velocities around an overdensity extend the

region of absorption, therefore decreasing small-scale fluctuations in the transmission.

We conclude that for k & 0.1 s km−1 suppression of P (k) due to peculiar velocities

dominates over free-streaming, therefore the decrease in P (k) from WDM relative to

CDM saturates at these scales.

4.4 Statistical Comparison

In this section, we present the observations of P (k) employed for this work,

and we describe the methodology applied for the Bayesian approach used in this work

to constrain the models evolved in our simulation suite.

4.4.1 Observational Flux Power Spectrum

For this work we employ observations of the Lyman-α forest power spectrum

from the Keck observatory and the Very Large Telescope, presented in Boera et al.

(2019). These measurements represent the highest resolution determination of P (k) to

date and probe the structure of the forest in the redshift range 4.2 ≤ z ≤ 5.0. Since the

impact of free-streaming on P (k) is greater at high redshift, the data set from Boera

et al. (2019) is arguably the most constraining determination of P (k) to infer the nature
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of dark matter currently available.

The measurements of P (k) from Boera et al. (2019) along our best-fit deter-

mination obtained from our analysis is shown in Figure 4.6.

Figure 4.6: Observational determination of P (k) in the redshift range 4.2 ≤ z ≤ 5.0
used in this work to constrain WDM cosmologies. The best-fit from the full WDM-
CHIPS grid (purple) and the subset CDM-Only grid (orange) are shown as lines and
shaded regions which correspond to 95% confidence range of P (k) marginalized over the
posterior distribution. From our analysis, P (k) from WDM cosmologies with mWDM =
4.5+50
−1.4 keV (2σ interval) is preferred over the best-fit CDM model. We note that the

WDM best-fit results in lower IGM temperatures compared to the CDM-Only best-fit
(see Figure 4.10).

4.4.2 MCMC Inference

To constrain WDM cosmologies from the observations of P (k), we use an

MCMC approach to sample over our suite of models and obtain best-fit distributions

for our parameters. The likelihood function for the model given by the parameters

θ = {m−1
WDM, β, αE , ∆z} is evaluated as

lnL(θ) = −1

2

∑
z

[
∆TC−1∆ + ln det(C) +N ln 2π

]
, (4.15)

where ∆ denotes the difference vector between the observational P (k) and the model
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∆ = Pobs(z, k)−P (z, k|θ), and C corresponds to the covariance matrix associated with

the observation of P (k) as reported by Boera et al. (2019). To compute P (z, k|θ) for

arbitrary values of the parameters θ not directly simulated by our grid, we perform

a four-dimensional interpolation of the sixteen neighbouring simulations in parameter

space.

The methodology for our inference approach differs from previous works in a

number of key respects:

1. Our WDM-CHIPS simulation grid captures a wide range of free-streaming lengths

λFS ∝ 1/mWDM and UVB models to sample over a variety of cosmic structure

formation and gas thermal histories, and thereby produce different statistical prop-

erties for the Lyman-α forest. Due to the computational cost of the simulations,

evolving large grid of models has not been achieved before. With the advent of ef-

ficient numerical codes like Cholla and capable systems like Summit, simulating

thousands of models is now possible.

2. We evaluate the performance of a given model in matching the observations of

P (k) by marginalizing over the self-consistently evolved hydrogen reionization

history in the redshift interval 4.2 ≤ z ≤ 5.0. The IGM thermal properties

at one redshift cannot be disentangled from its properties at previous epochs,

thus the marginalization over the parameter posterior distributions should not

be performed independently at each redshift (c.f. Bolton et al. 2014; Nasir et al.

2016a; Hiss et al. 2018; Boera et al. 2019; Walther et al. 2019; Gaikwad et al.

2021)).
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3. We do not modify, in post-processing, the mean transmitted flux 〈F 〉 in the forest

by rescaling the Lyman-α optical depth, nor do we assume an instantaneous power-

law temperature-density relation (cf. Viel et al. (2013a); Iršič et al. (2017a); Boera

et al. (2019); Walther et al. (2021)). The latter does not accurately reproduce the

thermal state of IGM gas in the range −1 ≤ log10 ∆ ≤ 1. Instead, in our approach

simulations self-consistently evolve the ionization and thermal structure of the

IGM determined by the wide range of photoionization and photoheating histories

applied in our model grid.

4.5 Results

By comparing the high-resolution observation of the flux power spectrum from

Boera et al. (2019) to our suite of model that simultaneously vary the impact of free-

streaming from WDM cosmologies on the matter distribution and different reionization

and thermal histories of the IGM, we infer new constrains on the WDM particle mass

mWDM. In this section we present the posterior distribution from our MCMC analysis

and the marginalized P (k) and thermal evolution of the IGM for our best-fit models. To

complement our results, we repeat our analysis modifying P (k) from the simulations to

account for a non-uniform UVB and finally we show hypothetical constrains on mWDM

from an artificially increased number of quasars.
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4.5.1 Distribution of the Model Parameters

The posterior distribution of our four model parameters θ = {m−1
WDM, β, αE , ∆z}

resulting from the Bayesian inference procedure is shown in Figure 4.7. A clear global

maximum of the 1D marginalized distributions is shown for mWDM and the parameters

β and αE responsible for rescaling the photionization and photoheating rates. The dis-

tribution of the parameter ∆z is not fully contained by our grid of models, but we argue

that this issue does not represent a significant challenge to our conclusions. Values of

∆z < −0.5 would reduce the suppression of small-scale P (k) from pressure smoothing

which could be compensated by free-streaming or Doppler broadening, possibly shifting

our constrain of mWDM to slightly lower values.

The marginalized distribution for m−1
WDM (top left panel, Figure 4.7) is well

constrained and it peaks at m−1
WDM = 1/(4.5 keV). Arguably, the preference for a non-

zero free-streaming length is weakly significant as the CDM cosmology is contained

within the 3σ interval of the marginalized distribution. The principal result from our

analysis is the lower limit mWDM > 3.0 keV (at 2σ level) obtained for the WDM particle

mass.

To find the best-fit model to P (k) for a CDM cosmology, we repeat our

MCMC approach but restricted to the models that evolve the ΛCDM cosmology vary-

ing only the photoionization and photoheating history. Figure 4.8 shows the one-

and two-dimensional projections of the posterior distribution for the UVB parame-

ters {β, αE , ∆z} obtained from the comparison of P (k) from Boera et al. (2019) to the

grid of 90 CDM-Only simulations. The posterior distribution of the UVB parameters
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Figure 4.7: Results from the Bayesian inference procedure, showing one- and
two-dimensional projections of the posterior distributions for the parameters θ =
{m−1

WDM, β, αE , ∆z} recovered by fitting synthetic flux power spectra from our grid
of WDM-CHIPS simulations to observations of the Lyman-α forest from Boera et al.
(2019). Gray bands in the 1D distributions show the 1σ and 2σ intervals. The marginal-
ized likelihood for 1/mWDM ∝ λFS peaks at 1/(4.2 keV). The preference for a non-
vanishing free-streaming length is not statistically significant, as the CDM case is con-
tained within the 3σ interval of the distribution. Our main result is a lower bound
mWDM > 3.0 keV at the 2σ confidence level.
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Figure 4.8: Results from our MCMC procedure, showing one- and two-dimensional
projections of the posterior distributions for the UVB parameters θ = {β, αE , ∆z}.
Here the sampling of models is restricted to the subset of 90 simulations that evolve a
CDM cosmology. Gray bands in the 1D distributions show the 1σ and 2σ intervals.

from our CDM-Only fit is slightly different from the distribution of the UVB parame-

ters obtained from the inference that included WDM cosmologies (see Figure 4.7). The

main difference between the two distributions is that the parameters β and αE peak at

slightly shifted values. In particular the product β αE, which rescales the photoheating

rates, is higher for the CDM-Only case. Higher photoheating rates directly result in

increased IGM temperatures (see section 4.5.3).
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4.5.2 Best-Fit Power Spectrum

The marginalized flux power spectrum P (k) over the posterior distribution

obtained from our MCMC analysis along the observational data used to constrain the

model is shown in Figure 4.6. Lines and shaded regions show the best-fit P (k) and

the 95% confidence range. The result from the the fit performed by sampling over

the entire WDM model grid (purple) and restricting to the CDM-Only grid (orange)

are shown separately. As shown, both results provide a good match to the observed

P (k) nevertheless, the relative difference between the model and the data quantified as

χ2 =
∑

z ∆TC−1∆ is slightly lower for the best-fit WDM model (χ2 = 38.3), compared

to χ2 = 40.9 from the CDM-Only best-fit model. Here C denotes the covariance matrix

taken from Boera et al. (2019) and ∆ is the difference vector between the observed and

model P (k).

We find that the preference for a non-zero free-streaming scale derived from

our analysis is driven by the smallest scales probed by the high-resolution measurement

of P (k) from Boera et al. (2019). We repeated our inference methodology but excluding

the three last data points (k > 0.1 s km−1) from the the likelihood calculation. Here we

found that excluding the high-k measurements places ΛCDM as the preferred cosmology.

The marginalized posterior distribution for mWDM contrasting the fit limited to k ≤

0.1 s km−1 and the fit to full data set is displayed in Figure 4.9. As shown, the likelihood

peaks at CDM and the lower limit constraint at the 2σ level shifts to mWDM > 3.6 keV.

In Section 4.3.4 we showed that free-streaming and Doppler broadening impact

P (k) differently on small-scales (k > 0.1 s km−1). As the temperature of the gas is
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increased/decreased, the impact of Doppler broadening is to decrease/increase the small-

scale P (k) and the effect monotonically increases with increasing k. On the other hand,

free-streaming decreases small-scale density fluctuations but its effect on the flux power

spectrum saturates at k & 0.1 s km−1 where suppression of P (k) stops increasing with k

as the impact from peculiar velocities become dominant on these scales (see Figs. 4.4,

4.5).

Figure 4.9: One-dimensional posterior likelihood for the WDM particle mass obtained
by limiting the observational measurements of P (k) Boera et al. (2019) to k . 0.1 s km−1

compared to the likelihood distribution from fitting to the complete data set (dashed
blue). The limited data set for the observational P (k) is constructed by excluding the
last three points of each redshift snapshot. Gray bands show the 1σ and 2σ interval
from the fit to the limited data. In this case ΛCDM is the preferred cosmology and the
lower limit at 95% confidence shifts to mWDM > 3.6 keV compared to mWDM > 3.0 keV
from the fit to the full data set.

We have shown that the preference for a WDM cosmology over ΛCDM orig-

inates from the k > 0.1 s km−1 measurement of P (k). Also, we showed that on these

scales (k > 0.1 s km−1) the suppression of P (k) due to free-streaming saturates while
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the suppression of P (k) from Doppler broadening increases monotonically. Therefore,

we conclude that the saturated suppression of P (k) due to a mWDM ∼ 4.5 keV com-

bined with a moderately lower IGM temperature provides a slightly better fit to the

k > 0.1 s km−1 observation of P (k) compared to the ΛCDM best-fit model which results

in higher IGM temperatures at 4 ≤ z ≤ 5 (see Fig. 4.10).

4.5.3 Thermal Evolution of the IGM

One of the advantages of our approach compared to previous works that aim

to constrain the WDM free-streaming from observations of the Lyman-α forest power

spectrum is that our simulations self-consistently evolve the IGM thermal and ionization

history during and after reionization by sampling over a large grid models that vary the

UVB photoionization and photoheating rates. Instead, the methodology adopted by

previous works Viel et al. (2013a); Iršič et al. (2017a); Garzilli et al. (2019, 2021) was

to change the temperature T0 and the ionization fraction of the IGM in post-processing

by rescaling T0 and the effective optical depth τeff of the simulated skewers.

Figure 4.10 shows the redshift evolution of the temperature of the gas at

mean density T0 marginalized over the posterior distribution from our MCMC anal-

ysis; shaded bars show the 1σ interval. The best-fit model for WDM cosmologies with

mWDM sim4.5 keV results in moderately lower (5 - 10%) IGM temperatures (purple)

due to the slightly reduced photoheating rates compared to the ΛCDM best-fit model

(orange). Lower temperatures are expected from the WDM models as they decrease the

impact of Doppler broadening in suppressing P (k) which compensates the suppression

due to free-streaming.
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Figure 4.10: Redshift evolution of the temperature T0 of IGM gas at the mean density
from the best-fit ΛCDM and WDM models (solid lines) and 1σ interval (colored bands)
obtained from our MCMC analysis. The data points show the values of T0 inferred from
observations of the Lyman-α forest by Boera et al. (2019) and Gaikwad et al. (2020).
The best-fit from WDM cosmologies have moderately lower temperatures compared to
CDM, which compensates for the suppression of small-scale P (k) due to free-streaming.

In Figure 4.10, we compare the IGM temperature T0 inferred by this work to

other measurements at z > 4 Boera et al. (2019); Gaikwad et al. (2020). The high-

redshift inference presented by Gaikwad et al. (2020) was obtained by characterising

the transmission spikes observed in z > 5 spectra. The thermal histories obtained from

our analysis are consistent with the results from Gaikwad et al. (2020), suggesting a

peak in T0 due to hydrogen reonization at z ∼ 6.

The measurement of T0 presented in Boera et al. (2019) for 4.2 ≤ z ≤ 5.0 was

made by fitting the observed P (k) to simulated spectra according to a ΛCDM cosmology

where the instantaneous density-temperature distribution of the gas is modified in post-

processing changing parameters T0 and γ from the power-law relation T = T0(ρ/ρ̄)γ−1.
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Despite using the same observational determination of P (k) for our inference, the IGM

temperatures obtained in this work during 4.2 ≤ z ≤ 5.0 are slightly higher than those

inferred by Boera et al. (2019). Restricting to a ΛCDM cosmology, we find a best-fit T0

is 15 - 20% higher at redshift z = 5.0 and z = 4.6 compared to the result from Boera

et al. (2019). At redshift z = 4.2 the difference lowers to 10 - 15% and our result agrees

with their inference within 1σ. The evolution of T0 from our best-fit WDM model is

also higher (5 - 10%) than the results from Boera et al. (2019), but in this case our

results also agree to within 1σ.

4.5.4 Constraining WDM with Increased Quasar Sightlines

Upcoming surveys of the Lyman-α forest (e.g., DESI DESI Collaboration et al.

(2016a), WAEVE Pieri et al. (2016), EUCLID Amiaux et al. (2012), LSST) will dras-

tically increase the available observations of quasar sightlines, which will significantly

improve the statistics of measurements derived from the forest. The improved statistics

will allow tighter constraints on cosmological parameters as well as on WDM and the

sum of the neutrino masses from their role in suppressing small-scale structure in the

forest.

To assess how better statistics would impact the constraining power of high-

redshift and high-resolution observations of the Lyman-α forest for WDM cosmologies,

we repeat our analysis but decreasing the uncertainty on the observed P (k) by a factor

of one half, which would correspond to an increasing the number of observed quasar

spectra from fifteen used by Boera et al. (2019) for their measurement of P (k), to about

sixty (a factor of four increase).
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Figure 4.11: One-dimensional posterior likelihood for the WDM particle mass obtained
by fitting to the measurements of P (k) from Boera et al. (2019) but with an artificially
reduced uncertainty motivated by the improved statistics of Lyman-α spectra from
upcoming surveys. Here we rescale the covariance matrix C of P (k) by a factor of
one fourth. In this hypothetical case, the constraint on mWDMis tighter, measured as
mWDM = 4.5+1.9

−1.0 keV at 95% confidence level. The dashed line shows our result from
fitting to P (k) with the reported uncertainty from Boera et al. (2019).

In our approach, we approximate a more constraining dataset by rescaling

the covariance matrix C of P (k) by a factor of one fourth in Eq. 4.15. Note that the

observational measurement of P (k) is not altered, only the covariance matrix is reduced.

Figure 4.11 shows the marginalized likelihood for mWDM
−1 obtained from our analysis

using the reduced uncertainty. In this hypothetical case, the improved statistics of the

P (k) measurement provide a tighter constrain for the WDM particle mass measured

as mWDM = 4.5+1.9
−1.0 keV at the 95% confidence level. This exercise demonstrates that

increasing the sample of high-z and high-resolution observations of Lyman-α forest

would place tight constrains on WDM cosmological models.
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4.5.5 Modified P (k) for Inhomogeneous UVB

For this work, the simulations in our WDM-CHIPS grid evolve under a ho-

mogeneous UVB in the form of uniform photoionization and photoheating rates. This

represents the main limitation of our analysis. We evaluate the effect of this assump-

tion on our conclusions by repeating our analysis but using the modification to P (k)

prescribed by Molaro et al. (2022) to account for the impact of a nonuniform UVB on

the simulated P (k).

In Molaro et al. (2022), the authors compare a set of simulations that apply a

uniform UVB to a set of simulations that follow an hybrid-RT method. For the hybrid-

RT approach, spatially-varying maps for the H I photoionization and photoheating rates

are computed for the simulated boxes in post-processing and are used as input for a

re-run of the base simulation, incorporating the response of the gas to the nonuniform

photoionization and photoheating. For the comparison, pairs of uniform and nonuniform

UVB simulations are calibrated to have the same average ionization and thermal history.

From their comparison, Molaro et al. (2022) concluded that simulations with

a patchy reionization show a suppression (10 - 15%) of P (k) on small scales (k ∼

0.1 s km−1) with respect to the uniform UVB case. This effect is mainly driven by

Doppler broadening associated with the high temperatures of the recently ionized regions

and the divergent peculiar velocities due to the thermally pressurized gas. On large

scales (k > 0.03 s km−1) the variation of the IGM neutral fraction due to large-scale

fluctuations of the gas temperature lead to an increase on P (k).

The likelihood distribution from our MCMC inference where we modify the
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Figure 4.12: Posterior distribution of the parameters θ = {m−1
WDM, β, αE , ∆z} from

fitting the observed P (k) from Boera et al. (2019) with models that account for a patchy
reionization according to the modification to P (k) presented in Molaro et al. (2022).
In this case, the preference for a WDM cosmology persists but the distribution shifts
to higher mass. The likelihood peaks at mWDM = 7.1 keV and the lower limit at the
95% levels is mWDM = 3.8 keV. In this case the ΛCDM cosmology is contained within
the 95% interval of the distribution. The dashed blue lines show the one-dimensional
likelihood distributions obtained from fitting P (k) measured directly from the uniform
UVB simulations.
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P (k) from each one of the simulations in our WDM-CHIPS grid to account for a in-

homogeneous reionization according to the transformation presented in Molaro et al.

(2022) is shown in Figure 4.12. Dashed blue lines correspond to the one-dimensional

marginalized distributions obtained from fitting the base P (k) from the simulations with

a uniform reionization.

Figure 4.12 shows that modifying the models P (k) to account for a patchy

reionization mainly affects the likelihood of mWDM. While WDM cosmologies are still

preferred over ΛCDM when fitting the nonuniform UVB models, the likelihood shifts

to higher values of mWDM compared to the result from uniform UVB models. An

inclination for models with reduced free-streaming compensates for the reduction of

small-scale P (k) due to patchy reionization. In this case the maximum likelihood occurs

at mWDM = 7.1 keV and the lower limit at 95% level is at mWDM = 3.8 keV. Notably,

for the patchy UVB models, the ΛCDM cosmology is contained within the 95% interval

of the likelihood distribution.

We note that the difference between the observed and model P (k) defined

as χ2 =
∑

z ∆TC−1∆ (see §4.4.2 is larger for the nonuniform UVB modified best-fit

models compared to the best-fit models sampling from the uniform UVB simulated

P (k). When fitting with P (k) measured directly from the uniform UVB simulations,

we measure χ2 = 38.3 for the best-fit model with mWDM = 4.5 keV and a slightly

higher χ2 = 40.9 for the ΛCDM best-fit model. On the other hand, when sampling

over the modified P (k) to account for patchy reionization, we measure larger values

χ2 = 46.4 and χ2 = 46.6 for the WDM and CDM-Only best-fit models, respectively.
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The higher values of χ2 obtained for the patchy reionization modified models show that,

in the context of this work, P (k) measured directly from the uniform UVB simulations

provide a better match to the observation from Boera et al. (2019), therefore we use the

likelihood distribution obtained from the sampling over the uniform UVB models tho

construct the main results from our analysis.

4.6 Conclusions

With the objective of constraining cosmological models where dark matter free-

streaming smooths the matter distribution in the Universe, we have used the GPU-native

code Cholla to perform a massive suite of high-resolution hydrodynamical cosmological

simulations that simultaneously vary the effect of free-streaming from WDM particles

and the IGM reionization history. We compare the power spectrum of the synthetic

Lyman-α forest from our simulations to the high-resolution observational measurement

presented by Boera et al. (2019) to determine via a likelihood analysis the optimal model

for cosmological free-streaming that best matches the observation. A summary of the

efforts and conclusions from this work follows.

• We present the WDM-CHIPS suite consisting of a grid of 1080 high-resolution sim-

ulations (L = 25h−1Mpc, N = 10243) that vary the free-streaming from WDM

cosmologies and the photoionization and photoheating rates from the metagalac-

tic UVB. The UVB rates applied for our grid use the model from Villasenor

et al. (2021b) as a template, and use three parameters that control a rescaling

amplitude and redshift-timing of the hydrogen photoionization and photoheating
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rates. Combined with the WDM particle mass mWDM, our four-dimensional grid

of models densely sample a wide range of self-consistently evolved reionization

and thermal histories of the IGM. This represents a significant improvement over

previous studies that aimed to constrain WDM cosmologies from observations of

the Lyman-α forest Viel et al. (2005, 2013a); Iršič et al. (2017a); Garzilli et al.

(2019, 2021).

• The large range of thermal histories produced by the different UVB models in our

grid of simulations results in synthetic measurements of Lyman-α spectra where

the impact from Doppler broadening and pressure smoothing on suppressing the

small-scale P (k) varies widely. This flexibility is important as these mechanisms

have similar effects as free-streaming decreasing small-scale fluctuations in the

Lyman-α forest. Additionally, our approach does not require an assumption of

a power-law relation for the density-temperature distribution of the gas. Self-

consistent evolution of the IGM phase structure proves to be important as we

find that a single power law does not accurately describe the ρgas−T distribution

in the density range relevant to generating the signal of the Lyman-α forest (see

Appendix E of Villasenor et al. (2021b)).

• We compare our grid of models to the high-redshift (4.2 ≤ z ≤ 5.0) observational

measurement of the Lyman-α forest power spectrum from Boera et al. (2019).

The observations presented in Boera et al. (2019) provide the highest resolution

measurement of P (k) at the time that work was executed. We perform a Bayesian

MCMC sampling to determine the best-fit model for free-streaming due to WDM
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cosmologies and the IGM photoionization and photoheating history.

• From our MCMC analysis, we find that a cosmological model with non-vanishing

free-streaming is preferred over ΛCDM. The best-fit and 95% interval for the

WDM particle mass from our result is mWDM = 4.5+50
−1.4 keV. We find a weak (3σ)

preference for WDM over ΛCDM, but both are statistically consistent with the

currently available data.

• We repeat our MCMC analysis, restricting to LambdaCDM only but with a vari-

able UVB model. We find that best-fit ΛCDM model mainly differs from the

WDM optimal model in that the IGM temperatures are slightly lower (5 - 10%)

for the WDM case. We find that both thermal histories are in good agreement

with the inference from Gaikwad et al. (2020) at 5.4 . z . 5.8 and moderately

higher than the temperatures from Boera et al. (2019) at 4.2 ≤ z ≤ 5.0.

• We introduce the effect of a patchy reionization in our models by modifying P (k)

from our uniform UVB simulations according to the prescription presented in

Molaro et al. (2022). The likelihood distribution from our MCMC approach using

the modified P (k) shows that the preference for a WDM cosmology is maintained

but the distribution shifts to higher values of mWDM. The maximum likelihood

and the 95% lower limit constraint are mWDM = 7.1 keV and mWDM = 3.8 keV,

respectively. Additionally, the ΛCDM case is 2σ consistent with the best-fit WDM

model when accounting for an inhomogeneous UVB. Notably, the difference χ2

between the observed and best-fit P (k) model is higher for the modified model to

account for a nonuniform UVB, and we therefore use the likelihood distribution
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obtained from the uniform UVB models as basis for our results.
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Chapter 5

Conclusions

This thesis focused on modeling the properties of the intergalactic medium

(IGM) from simulations performed with the hydrodynamics code Cholla, which was

extended for this purpose as part of this work. Using Cholla on Summit (Oak Ridge

National Laboratory), we were able to run over 1500 high-resolution cosmological sim-

ulations varying the physical models that shape the properties of the IGM, and hence,

the structure of the Lyman-α forest. This massive suite of simulations allowed for a

study of the properties of the IGM with unprecedented detail.

Chapter 2 describes the methodology applied to extend Cholla for cosmological

simulations. Additionally, I present our results from comparing the statistical properties

of the Lyman-α forest in simulations that used current models for the UV background

radiation to the statistics of the observed spectra. Our results indicate that those models

fail to reproduce the observations.

Chapter 3 presents our approach to improve the current models of the UV
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background. We run a suite of 400 simulations where each simulation evolved a differ-

ent UVB model. From a Bayesian analysis comparing the simulations to the observed

properties of the Lyman-α forest, we find the best-fit model, which in general results in

an evolution of the Lyman-α forest power spectrum that is consistent with the observa-

tions over a large epoch. From the best-fit model, we infer the thermal and ionization

history of the IGM, which is consistent with previous independent determinations.

Chapter 4 introduces an extension of our simulation suite where we include

the effects of a possible WDM candidate. Here we run a suite of 1080 simulations

that simultaneously vary the mass of the warm dark matter particle and the UVB

photoionization and photoheating rates which impact the thermal and ionization history

of the IGM. We compare high-resolution observations of the power spectrum of the forest

to the simulations. From our Bayesian inference, we conclude that a cosmology with a

WDM mass of ∼ 4.5 keV formally provides a better fit to the power spectrum compared

to the ΛCDM cosmology. This interesting result motivates the continued observation

of high-resolution, high-redshift spectra to improve the statistics and provide a better

constrain on possible WDM cosmologies.

Currently, additional physics is being developed for Cholla. A full radiative

transfer implementation combined with a machine learning-based method for populat-

ing dark matter halos with galaxies will allow for full simulations of the reionization

epoch. Combined with spectra from the DESI experiment and observation from JWST,

these simulations will be able to provide constraints on cosmological models and the

population distribution of the early galaxies responsible for reionization.
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Iršič, V., Viel, M., Berg, T. A. M., et al. 2017b, MNRAS, 466, 4332

Jung, I., Finkelstein, S. L., Dickinson, M., et al. 2020, ApJ, 904, 144

Kaurov, A. A., & Gnedin, N. Y. 2014, Astrophysical Journal, 787, 146

—. 2015, Astrophysical Journal, 810, 154

Keating, L. C., Puchwein, E., & Haehnelt, M. G. 2018, MNRAS, 477, 5501

Keating, L. C., Weinberger, L. H., Kulkarni, G., et al. 2020, MNRAS, 491, 1736

Khaire, V., Walther, M., Hennawi, J. F., et al. 2019, Monthly Notices of the Royal

Astronomical Society, 486, 769

Krolewski, A., Lee, K.-G., White, M., et al. 2018, Astrophysical Journal, 861, 60

Kulkarni, G., Hennawi, J. F., Oñorbe, J., Rorai, A., & Springel, V. 2015a, Astrophysical

Journal, 812, 30

—. 2015b, ApJ, 812, 30

Kulkarni, G., Keating, L. C., Haehnelt, M. G., et al. 2019, MNRAS, 485, L24

La Plante, P., Trac, H., Croft, R., & Cen, R. 2017, ApJ, 841, 87

—. 2018, ApJ, 868, 106

200
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Oñorbe, J., Hennawi, J. F., Lukić, Z., & Walther, M. 2017b, ApJ, 847, 63

Osterbrock, D. E. 1989, Astrophysics of gaseous nebulae and active galactic nuclei

Peeples, M. S., Weinberg, D. H., Davé, R., Fardal, M. A., & Katz, N. 2010, MNRAS,

201



404, 1281

Pieri, M. M., Bonoli, S., Chaves-Montero, J., et al. 2016, in SF2A-2016: Proceedings

of the Annual meeting of the French Society of Astronomy and Astrophysics, ed.
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