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ABSTRACT OF THE DISSERTATION

Surprising Empirical Phenomena of Deep Learning and Kernel Machines

by

Like Hui

Doctor of Philosophy in Computer Science
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Professor Mikhail Belkin, Chair

Over the past decade, the field of machine learning has witnessed significant advance-

ments in artificial intelligence, primarily driven by empirical research. Within this context, we

present various surprising empirical phenomena observed in deep learning and kernel machines.

Among the crucial components of a learning system, the training objective holds immense

importance. In the realm of classification tasks, the cross-entropy loss has emerged as the

dominant choice for training modern neural architectures, widely believed to offer empirical

superiority over the square loss. However, limited compelling empirical or theoretical evidence

exists to firmly establish the clear-cut advantage of the cross-entropy loss. In fact, our findings

demonstrate that training with the square loss achieves comparable or even better results than the
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cross-entropy loss, even when computational resources are equalized.

However, it remains unclear how the rescaling hyperparameter R, needs to vary with the

number of classes. We provide an exact analysis for a 1-layer ReLU network in the proportional

asymptotic regime for isotropic Gaussian data. Specifically, we focus on the optimal choice of

R as a function of (i) the number of classes, (ii) the degree of overparameterization, and (iii)

the level of label noise. Also, we provide empirical results on real data, which supports our

theoretical predictions.

Afterwards, to avoid extra parameters brought by the rescaling of the square loss (in

cases when class number is large), later on we propose the “squentropy” loss, which is the

sum of the cross-entropy loss and the average square loss over the incorrect classes. We show

that the squentropy loss outperforms both the pure cross entropy and rescaled square losses in

terms of the classification accuracy and model calibration. Also, squentropy loss is a simple

“plug-and-play” replacement of cross-entropy as it requires no extra hyperparameters and no

extra tuning on optimization parameters.

Also, we investigate the model part of a learning system by applying theoretically well-

understood kernel machines to practical challenging tasks, speech enhancement. We found that

kernel machines actually outperform fully connected networks and require less computation

resources. We investigate the Neural Collapse phenomenon proposed by Papyan, Han, &

Donoho (2020), which gives the precise formulation of the patterns of features and classifiers

during the terminal phase of training. We study the correlation between neural collapse and

generalization in deep learning and we give precise definitions and their corresponding feasibility

on generalization, which clarify neural collapse concepts. Moreover, our empirical evidence

supports our claim that neural collapse is mainly an optimization phenomenon.
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Chapter 1

Introduction

Deep learning has revolutionized the field of artificial intelligence and machine learning,

enabling remarkable advancements in various domains such as computer vision, natural language

processing, and robotics. Modern deep learning systems are at the forefront of cutting-edge

research and real-world applications, pushing the boundaries of what is possible in terms of

pattern recognition, data analysis, and decision-making. Typically, a machine learning system

includes 4 main components, training objectives, model architectures, data preprocessing and

optimizers.

Training objectives play a fundamental role in deep learning systems. These objectives

define the tasks that the models aim to accomplish. For instance, in image classification, the

objective could be to correctly assign a label to an input image, while in natural language

processing, it could involve generating coherent and contextually relevant text. Defining clear

and appropriate training objectives is crucial for guiding the learning process and evaluating the

performance of the models accurately.

In this thesis, I will mainly discuss the selection of training objectives for modern

classification tasks and the phenomenons happened during the terminal phase (training beyond

zero training error to close zero training loss) of training classifiers. Finally we focus on the

model part and compare the kernel machines, which are shallow models to deep fully-connected

networks.
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1.1 Motivation

It is exciting to see the development of machine learning in recent years, and especially

the big improvement brought by deep learning to many kinds of applications. The come out of

ChatGPT seems to bring us to a new stage in our way to artificial general intelligence. Nowadays,

models that give best performance usually have huge parameters and are trained with a large

amount of data. However, the complexity of machine learning systems brings challenges to

the theoretical analysis of the model. That is, people mostly could not predict the outcome by

changing the parameters in realistic machine learning systems. Then the system can be somewhat

uncontrolled and bring risks to many situations.

On the other hand, in theoretical machine learning, the analysis of optimization and

generalization are mostly for very simple models, such as linear models, quadratic models, or

two-layer ReLU networks. Also, there are some other gaps between theory and practice in

machine learning, such as the loss function used in practice for classification is mostly cross-

entropy, while in theoretical analysis it is mostly based on the square loss, especially in the

interpolation regime.

The motivation of the work of this thesis is to have fundamental understanding of the

important components in modern machine learning and we would like to see whether choices

that are good for theoretical analysis, such as square loss or kernel machines can get good

generalization results in practical tasks.

1.2 Loss function in multi-class classification

The cross-entropy loss function is commonly used for classification, particularly in

practical applications. It is widely adopted by popular toolkits such as Huggingface [135],

Espnet [133], and torchvision [84]. While the literature often analyzes the loss function for

binary classification [31], real-world classification tasks predominantly involve multi-class

scenarios [73]. Our research specifically targets multi-class classification, where we extensively
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evaluate the performance of various loss functions through systematic empirical studies. These

experiments encompass multiple benchmarks in NLP, speech, and vision, and encompass diverse

modern neural architectures.

In our initial findings, we discovered that the square loss can yield comparable or even

superior results to the widely-used cross-entropy loss in most of our experiments. However,

when the number of classes, denoted as C, is large, it becomes necessary to rescale the square

loss. Subsequently, we present a detailed asymptotic analysis of the rescaled square loss in

multi-class classification. We establish a relationship between the optimal rescaling parameter,

the class number, and the degree of overparameterization.

Moreover, we introduce a novel loss function called ”squentropy.” Notably, our experi-

ments demonstrate that squentropy achieves the highest test accuracy and superior calibration

results in the majority of cases. Compared with the square loss, squentropy eliminates the need

for rescaling.

1.3 Shallow and deep models

DNNs are powerful models that consist of multiple layers of interconnected artificial

neurons. These networks are capable of learning complex patterns and representations from

input data through a process called training. During training, the parameters of the network, such

as weights and biases, are adjusted to minimize a given loss function and improve the model’s

performance on a specific task, such as classification or regression.

On the other hand, Neural Tangent Kernel (NTK) is proposed [56] as mathematical

tools that provide insights into the convergence and generalization behavior of deep neural

networks. Afterwords, a rich literature focus on understanding the properties of different deep

architectures based on the NTK regime. The NTK approach focuses on analyzing the kernel

function associated with a DNN. The kernel function measures the similarity between pairs of

inputs and plays a fundamental role in many machine learning algorithms.
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The key connection between DNNs and NTKs lies in the observation that as the width

of a DNN with certain activation functions approaches infinity, the dynamics of the network

become governed by the NTK. In this so-called ”neural tangent regime,” the evolution of the

network during training can be described by the NTK, allowing for theoretical analysis and

understanding of DNN behavior.

By studying the NTK, researchers have gained insights into various aspects of DNNs, such

as the initialization, optimization landscape, generalization properties, and learning dynamics.

The NTK framework has been particularly useful for analyzing the behavior of DNNs in the

overparameterized regime, where the number of parameters exceeds the number of training

samples.

Overall, the connection between DNNs and NTKs enables researchers to gain theoretical

understanding and make practical advancements in training and analyzing deep neural networks.

Essentially deep neural networks can be taken as kernel machines under the NTK regime.

Hence, we think understanding deep models requires more understanding of kernel

machines and we compare kernel machines to deep fully-connected networks in a challenging

speech enhancement tasks. The observation is that kernel machines can give even better results

and also requires less computation resources than the deep fully-connected networks. Also with

more recent techniques developed for kernel machines [2] to deal with large datasets and fast

optimization, we believe that understanding kernel machines is the starting point to understand

deep models.
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Chapter 2

Square loss vs. Cross-entropy in classifica-
tion

Modern neural architectures for classification tasks are trained using the cross-entropy

loss, which is widely believed to be empirically superior to the square loss. In this work we

provide evidence indicating that this belief may not be well-founded. We explore several major

neural architectures and a range of standard benchmark datasets for NLP, automatic speech

recognition (ASR) and computer vision tasks to show that these architectures, with the same

hyper-parameter settings as reported in the literature, perform comparably or better when trained

with the square loss, even after equalizing computational resources. Indeed, we observe that

the square loss produces better results in the dominant majority of NLP and ASR experiments.

Cross-entropy appears to have a slight edge on computer vision tasks.

We argue that there is little compelling empirical or theoretical evidence indicating a

clear-cut advantage to the cross-entropy loss. Indeed, in our experiments, performance on

nearly all non-vision tasks can be improved, sometimes significantly, by switching to the square

loss. Furthermore, training with square loss appears to be less sensitive to the randomness in

initialization. We posit that training using the square loss for classification needs to be a part of

best practices of modern deep learning on equal footing with cross-entropy.
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2.1 Introduction

Modern deep neural networks are nearly universally trained with cross-entropy loss in

classification tasks. To illustrate, cross-entropy is the only loss function specifically discussed in

connection with training neural networks for classification in popular references [40, 142]. It is

the default for classification in widely used packages such as NLP implementation Hugging Face

Transformers [135], speech classification by ESPnet [133] and image classification implemented

by torchvision [84]. Yet we know of few empirical evaluations or compelling theoretical analyses

to justify the predominance of cross-entropy in practice. In what follows, we use a number of

modern deep learning architectures, including convolutional neural networks and Transformers,

and standard datasets across the range of tasks of natural language processing, speech recognition

and computer vision domains as a basis for a systematic comparison between the cross-entropy

and square losses. The square loss (also known as the Brier score [7] in the classification context)

is a particularly useful basis for comparison since it is nearly universally used for regression tasks

and is available in all major software packages. To ensure a fair evaluation, for the square loss

we use hyper-parameter settings and architectures exactly as reported in the literature for cross-

entropy, with the exception of the learning rate, which needs to be increased in comparison with

cross-entropy and, for problems with a large number of classes (42 or more in our experiments),

loss function rescaling (see Section 2.5).

Our evaluation includes 28 separate learning tasks1 (neural model/dataset combinations)

evaluated in terms of the error rate or, equivalently, accuracy (depending on the prevalent domain

conventions). We also provide some additional domain-specific evaluation metrics – F1 for NLP

tasks, and Top-5 accuracy for ImageNet. Training with the square loss provides accuracy better

or equal to that of cross-entropy in 22 out of 28 tasks.

These results are for averages over multiple random initalizations, results for each

1We note WSJ and Librispeech datasets have two separate classification tasks in terms of the evaluation metrics,
based on the same learned acoustic model. We choose to count them as separate tasks.
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individual initialization are similar. Furthermore, we find that training with the square loss

has smaller variance with respect to the randomness of the initialization in the majority of our

experiments.

Our results indicate that the models trained using the square loss are not just competitive

with same models trained with cross-entropy across nearly all tasks and settings but, indeed, pro-

vide better classification results in the majority of our experiments. The performance advantage

persists even when we equalize the amount of computation by choosing the number of epochs

for training the square loss to be the same as the optimal (based on validation) number of epochs

for cross-entropy, a setting favorable to cross-entropy.

Note that with the exception of the learning rate, we utilized hyper-parameters reported

in the literature, originally optimized for the cross-entropy loss. This suggests that further

improvements in performance for the square loss can potentially be obtained by hyper-parameter

tuning.

Based on our results, we believe that the performance of modern architectures on a range

of classification tasks may be improved by using the square loss in training. We conclude that

the choice between the cross-entropy and the square loss for training needs to be an important

aspect of model selection, in addition to the standard considerations of optimization methods

and hyper-parameter tuning.

A historical note.

The modern ubiquity of cross-entropy loss is reminiscent of the predominance of the

hinge loss in the era of the Support Vector Machines (SVM). At the time, the prevailing intuition

had been that the hinge loss was preferable to the square loss for training classifiers. Yet, the

empirical evidence had been decidedly mixed. In his remarkable thesis [115], Ryan Rifkin

conducted an extensive empirical evaluation and concluded that “the performance of the RLSC

[square loss] is essentially equivalent to that of the SVM [hinge loss] across a wide range

of problems, and the choice between the two should be based on computational tractability
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considerations”. More recently, the experimental results in [107] show an advantage to training

with the square loss over the hinge loss across the majority of the tasks, paralleling our results

in this paper. We note that conceptual or historical reasons for the current prevalence of cross-

entropy in training neural networks are not entirely clear.

Theoretical considerations.

The accepted justification of cross-entropy and hinge loss for classification is that they

are better “surrogates” for the 0-1 classification loss than the square loss, e.g. [40], Section

8.1.2. There is little theoretical analysis supporting this point of view. To the contrary, the

recent work [92] proves that in certain over-parameterized regimes, the classifiers obtained by

minimizing the hinge loss and the square loss in fact the same. While the hinge loss is different

from cross-entropy, these losses are closely related in certain settings [60, 122]. See [92] for a

more in-depth theoretical discussion of loss functions and the related literature.

Probability interpretation of neural network output and calibration.

An argument for using the cross-entropy loss function is sometimes based on the idea that

networks trained with cross-entropy are able to output probability of a new data point belonging

to a given class. For linear models in the classical analysis of logistic regression, minimizing

cross-entropy (logistic loss) indeed yields the maximum likelihood estimator for the model

(e.g.,[44], Section 10.5). Yet, the relevance of that analysis to modern highly non-linear and often

over-parameterized neural networks is questionable. For example, in [33] the authors state that

“In classification, predictive probabilities obtained at the end of the pipeline (the softmax output)

are often erroneously interpreted as model confidence”. Similarly, the work [137] asserts that

“for DNNs with conventional (also referred as ‘vanilla’) training to minimize the softmax cross-

entropy loss, the outputs do not contain sufficient information for well-calibrated confidence

estimation”. Thus, accurate class probability estimation cannot be considered an unambiguous

advantage of neural networks trained with cross-entropy. While the analysis of calibration for

different loss functions is beyond the scope of this paper, we note that in many practical settings
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accurate classification, the primary evaluation metric of this work, takes precedence over the

probability estimation.

Domain applicability.

It is interesting to note that in our experiments the square loss generally performs better

on NLP and ASR tasks, while cross-entropy has a slight edge on computer vision. It is tempting

to infer that the square loss is suitable for NLP and speech, while cross-entropy may be more

appropriate for training vision architectures. Yet we are wary of over-interpreting the evidence.

In particular, we observe that the cross-entropy has a significant performance advantage on just a

single vision architecture (EfficientNet [124] trained on ImageNet). The rest of the vision results

are quite similar between square loss and cross-entropy and are likely to be sensitive to the

specifics of optimization and parameter tuning. Understanding whether specific loss functions

are better suited for certain domain will require more in-depth experimental work.

Related work.

The choice of a loss function is an integral and essential aspect of training neural networks.

Yet we are aware of few comparative analyses of loss functions and no other systematic studies

of modern architectures across a range of datasets.

[63] compared the effectiveness of squared-error versus cross-entropy in estimating

posterior probabilities with small neural networks, five or less nodes in each layer, and argued

that cross-entropy had a performance advantage. [39] provided a comparison of cross-entropy

and squared error training for a hybrid HMM/neural net model for one ASR and one handwriting

recognition datasets. The authors observed that with a good initialization by pre-training,

training with the squared error had better performance than the cross-entropy. [118] analyzed

the convergence of mean squared error (MSE) and cross-entropy under the normalized logistic

regression model (Soft-Max) setting, and indicated the MSE loss function is robust to the true

model parameter values and can converge to the same parameter estimation variance of the

cross-entropy loss function with half the number of gradient descent iterations. [57] compared
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several different loss functions on MNIST and CIFAR-10 datasets concluding that “depending

on the application of the deep model – losses other than log loss [cross-entropy] are preferable”.

A recent work [16] provided a theoretical comparison of square and cross-entropy losses for

training mixture models. The authors argued that the cross-entropy loss has more favorable

optimization landscapes in multiclass settings. To alleviate that issue, they proposed rescaling of

the loss function equivalent to choosing parameter k in Section 2.5. The authors showed that

rescaling allowed the square loss to become competitive with cross-entropy on CIFAR-100, a

finding that aligns with the results in our paper.

2.2 Experiments

We conducted experiments on a number of benchmark datasets for NLP, ASR and

computer vision, following the standard recipes given in recent papers of each domain. The NLP

datasets are MRPC, SST-2, QNLI, QQP, text-c5, text-c20, text8 and enwik8. TIMIT, WSJ and

Librispeech are three standard datasets used for training ASR systems. For vision experiments,

we choose MNIST, CIFAR-10 and ImageNet. To the best of our knowledge, we are the first to

experimentally compare the square loss and the cross-entropy on a wide range of datasets with

different size, dimensionality (number of features) and the number of classes (up to 1000 class

numbers). See Appendix A.1 for references and description.

Architectures.

In what follows we explore several widely used modern neural architectures. For

NLP tasks, we implement classifiers with a fine-tuned BERT [17], Transformer-XL [14], a

LSTM+Attention model [10], and a LSTM+CNN model [45]. Joint CTC-Attention based model

[62], triggered attention model with VGG and BLSTM modules [88], and Transformer are used

for ASR tasks. Note that for the CTC-Attention based model, the original loss function is a

weighted sum of the cross-entropy and the CTC loss. When training with the square loss, we

only replace the cross-entropy to be the square loss, and keep the CTC loss untouched. For
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vision tasks, we use TCNN [3], Wide ResNet [141], Visual transformer [64], ResNet [46] and

EfficientNet [124] architectures.

Experimental protocols.

For training with the cross-entropy loss, we use a standard protocol, which is to stop

training after the validation accuracy does not improve for five consecutive epochs. For the square

loss we use two protocols. The first one is the same as for cross-entropy. The second protocol is

to train the square loss using the number of epochs selected when training the cross-entropy loss

with the first protocol. The second protocol is designed to equalize the usage of computational

resources between the square loss and cross-entropy and is favorable to cross-entropy.

Following the hyper-parameter settings of the architectures in the literature, we re-

implement the models trained with the cross-entropy loss keeping the same architecture and

hyper-parameter settings. We train the same models using the square loss, employing our two

experimental protocols. The only alteration to the parameters of the network reported in the

literature is adjustment of the learning rate. For datasets with a large number of labels (42 or

more in our experiments) we apply loss function rescaling (see Section 2.5).

The key points for the implementation are described in Section 2.5. The implementation

details and specific hyper-parameter settings are given in Appendix A.2. See Appendix A.4 for a

summary of comparisons between the original results and our re-implementations. Additionally,

we report the results on validation sets and training sets in Appendix A.3.

The results presented below are average results of 5 runs corresponding to 5 different

random initalizations for each task. The result across initializations are given in Section 2.3.

2.2.1 NLP experiments

We conduct different classification tasks from NLP domain. The datasets information is

summarized in Table 2.1.

As in [127], we report accuracy and F1 scores for MRPC and QQP datasets, and report
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accuracy for SST-2, QNLI, text-c5 and text-c20. Text8 and enwik8 are classification tasks which

classify each text unit into different characters or subwords.

Table 2.1. NLP task statistics and descriptions

Corpus |Train| |Test| #classes Metric Domain
MRPC [20] 3.7K 1.7K 2 acc./F1 news
SST-2 [121] 67K 1.8K 2 acc. movie reviews
QNLI [110] 105K 5.4K 2 acc. Wikipedia
QQP [55] 364K 391K 2 acc./F1 social QA questions

text-c5 2.1K 0.4K 5 acc. title of conference
text-c20 28K 12K 20 acc. stack overflow

text8 [91] 90M 5M 27 acc. English text
enwik8 [91] 89M 4.9M 204 acc. English Wikipedia

Table 2.2 gives the accuracy and Table 2.3 gives the F1 scores of the neural models on

NLP tasks.

Table 2.2. NLP results, accuracy

Model Task
train with

square loss (%)
train with

cross-entropy (%)
square loss w/ same
epochs as CE (%)

fine-tuned BERT
[17]

MRPC 888333...888 82.1 83.6
SST-2 999444...000 93.9 93.9
QNLI 999000...666 999000...666 999000...666
QQP 888888...999 888888...999 88.8
text5 888000...666 80.5 888000...666

text20 888555...666 85.2 888555...666
Transformer-XL

[14]
text8 777333...222 72.8 73.2

enwik8 76.7 777777...555 76.7

LSTM+Attention
[10]

MRPC 71.7 70.9 71.5
QNLI 79.3 79.0 79.3
QQP 83.4 83.1 83.4

LSTM+CNN
[45]

MRPC 777333...222 69.4 72.5
QNLI 777666...000 777666...000 777666...000
QQP 84.3 888444...444 84.3

As can be seen in Table 2.2, in 12 out of 14 tasks using the square loss has better/equal

accuracy compared with using the cross-entropy, and in terms of F1 score (see Table 2.3), 5 out

of 6 tasks training with the square loss outperform training with the cross-entropy loss. Even with
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same epochs, i.e. with same computation cost, using the square loss has equal/better accuracy in

11 out of 14 tasks , and has higher F1 score in 5 out of 6 tasks.

Table 2.3. NLP results, F1 scores

Model Task
train with

square loss (%)
train with

cross-entropy (%)
square loss w/ same
epochs as CE (%)

BERT
[17]

MRPC 888888...111 86.7 88.0
QQP 777000...999 70.7 70.7

LSTM+Attention
[10]

MRPC 80.9 80.6 80.7
QQP 62.6 62.3 62.6

LSTM+CNN
[45]

MRPC 888111...000 78.2 81.0
QQP 60.3 666000...555 60.3

We observe the relative improvements brought by training with the square loss vary

with different model architectures, and other than LSTM+CNN model on QQP dataset and

Transformer-XL on enwik8, all architectures trained with the square loss have better/equal

accuracy and F1 score. The performance of loss functions also varies with data size, especially

for MRPC, which is a relatively small dataset, all model architectures trained with the square

loss gives significantly better results than the cross-entropy.

2.2.2 Automatic Speech Recognition (ASR) experiments

We consider three datasets, TIMIT, WSJ and Librispeech, and all are ASR tasks. For

Librispeech, we choose its train-clean-100 as training set, dev-clean and test-clean as validation

and test set. We report phone error rate (PER) and character error rate (CER) for TIMIT, word

error rate (WER) and CER for both WSJ and Librispeech. A brief description of the datasets

used in our ASR experiments is given in Table 2.42. Note that we only alter the training loss of

the acoustic model, while keeping the language model and decoding part the same as described

in the literature. The acoustic model is a classifier with the dictionary size as the class number.

For TIMIT, getting PER and CER needs two different acoustic models, i.e. they are two separate

2We measure the data size in terms of frame numbers, i.e. data samples. As we take frame shift to be 10ms, 1
hour data ∼ 360k frames.
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Table 2.4. ASR task statistics and descriptions

Corpus | Train| | Test| #classes Metric Domain
TIMIT

[36]
1.15M 54K

42 PER 3.2 hours (training set)
telephone English27 CER

WSJ
[102]

28.8M 252K 52∗
WER 80 hours (training set)

read newspapersCER
Librispeech

[98]
36M 1M 1000∗

WER 100 hours (training set)
audio booksCER

* This is the number of classes used for training the acoustic model.

classification tasks, 42-class classification for PER, and 27-class classification for CER. For WSJ,

the size of dictionary used for acoustic model is 52. WER and CER of WSJ are calculated with

one acoustic model. Hence for WSJ it is a 52-class classification task for both WER and CER.

Acoustic model of Librispeech is a 1000-class classifier for both WER and CER, as we use 1000

unigram [61] based dictionary. The results are in Table 2.5.

Table 2.5. ASR results, error rate

Model Task
train with

square loss (%)
train with

cross-entropy (%)
square loss w/ same
epochs as CE (%)

Attention+CTC
[62]

TIMIT (PER) 20.8 20.8 20.8
TIMIT (CER) 32.5 33.4 32.5

VGG+BLSTMP
[88]

WSJ (WER) 5.1 5.3 5.1
WSJ (CER) 2.4 2.5 2.4

VGG+BLSTM
[88]

Librispeech (WER) 9.8 10.6 10.3
Librispeech (CER) 9.7 10.7 10.2

Transformer
[133]

WSJ (WER) 5.7 5.8 5.7
Librispeech (WER) 9.4 9.2 9.4

We see that the square loss performs better (equal for TIMIT PER result) in 7 out of 8

tasks. It is interesting to observe that the performance advantage of the square loss reported in

Table 2.5 increases with dataset size. In particular, the relative advantage of the square loss (9.3%

relative improvement on CER, and 7.5% on WER, respectively) is largest for the biggest dataset,

Librispeech with VGG+BLSTM architecture. On WSJ with VGG+BLSTMP architecture, using

the square loss has ∼4% relative improvement on both CER and WER, while the results on

TIMIT for the square loss and cross-entropy are very similar. For Transformer architecture, the

square loss slightly outperforms the cross-entropy on WSJ, while the cross-entropy is slightly
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better on Librispeech. The question of whether this dependence between the data size and the

relative advantage of the square loss over cross-entropy is a coincidence or a recurring pattern

requires further investigation.

For TIMIT and WSJ, we observed that training with both the square loss and the cross-

entropy need same epochs to converge. The two training protocols for training with the square

loss have same performance, and both are comparable/better than training with the cross-entropy.

On Librispeech, the square loss needs more epochs, but provides better performance.

2.2.3 Computer vision experiments

For vision tasks we conduct experiments on MNIST, CIFAR-10 and ImageNet, as in

Table 2.6.

Table 2.6. Vision task statistics and descriptions

Corpus |Train| |Test| #classes Metric Domain
MNIST [72] 60K 10K 10 acc. 28×28

CIFAR-10 [68] 50K 10K 10 acc. 32×32
ImageNet

[117] ∼1.28M 50K3 1000
acc.

Top-5 acc. 224×224

As in Table 2.7, on MNIST and CIFAR-10, training with the square loss and the cross-

entropy have comparable accuracy. On much larger ImageNet, with ResNet-50 architecture, the

accuracy and Top-5 accuracy of using the square loss are comparable with the ones got by using

the cross-entropy loss. While with EfficientNet, using the cross-entropy shows better results.

The performance of different loss functions varies among different architectures. On MNIST

and CIFAR-10, we use exactly the same hyper-parameters well-selected for the cross-entropy

loss. For ImageNet, we adjust the learning rate and add a simple rescaling scheme (see Section

2.5), all other hyper-parameters are the same as for the cross-entropy loss. The performance of

using the square loss can improve with more hyper-parameter tuning.

For all three datasets, training with the square loss converges as fast as training with the

cross-entropy, and our two experimental protocols for the square loss result in same accuracy
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Table 2.7. Vision results, accuracy

Model Task
train with

square loss (%)
train with

cross-entropy (%)
square loss w/ same
epochs as CE (%)

TCNN [3] MNIST (acc.) 97.7 97.7 97.7
W-Resnet [141] CIFAR-10 (acc.) 95.9 96.3 95.9

Visual transformer [64] CIFAR-10 (acc.) 99.3 99.2 99.3
ResNet-50

[46]
ImageNet (acc.) 76.2 76.1 76.0

ImageNet (Top-5 acc.) 93.0 93.0 92.9
EfficientNet

[124]
ImageNet (acc.) 74.6 77.0 74.6

ImageNet (Top-5 acc.) 92.7 93.3 92.7

performance (except ImageNet with ResNet-50 model).

2.3 Performance across different initializations
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Figure 2.1. Difference between accuracy (or error rate) between square loss and CE for each
initialization. (Square loss acc. - CE acc.) is shown for accuracy, (CE - Square loss) for error

rate.

To evaluate the stability of the results with respect to the randomness of model initializa-

tion we analyze the results for each random seed initialization.

For each random seed, we calculate the difference between the the accuracy (or the error)
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of networks trained with the square loss and the cross-entropy respectively. We present the

results with error bars for one standard deviation in Figure 2.1.

Absolute error and accuracy results for each run and the corresponding standard devia-

tions are given in Appendix A.6.
Table 2.8. Standard deviation of test

accuracy/error. Smaller number is bolded.

Model Dataset Square loss CE

BERT

MRPC 0.484 0.766

SST-2 0.279 0.173

QNLI 0.241 0.205

QQP 0.045 0.063

text5 0.147 0.167

text20 0.172 0.08

Transformer-XL
text8 0.174 0.204

enwik8 0.228 0.102

LSTM

+Attention

MRPC 0.484 0.786

QNLI 0.210 0.371

QQP 0.566 0.352

LSTM

+CNN

MRPC 0.322 0.383

QNLI 0.173 0.286

QQP 0.458 0.161

Attention

+CTC

TIMIT (PER) 0.508 0.249

TIMIT (CER) 0.361 0.873

VGG+

BLSTMP

WSJ (WER) 0.184 0.249

WSJ (CER) 0.077 0.118

VGG+

BLSTM

Libri (WER) 0.126 0.257

Libri (CER) 0.148 0.316

Transformer
WSJ (WER) 0.206 0.276

Libri (WER) 0.102 0.232

TCNN MNIST 0.161 0.173

W-ResNet CIFAR-10 0.184 0.481

Visual Transformer CIFAR-10 0.063 0.075

ResNet-50
I-Net (Top-1) 0.032 0.045

I-Net (Top-5) 0.126 0.045

EfficientNet
I-Net (Top-1) 0.138 0.122

I-Net (Top-5) 0.089 0.089

Table 4.2 (Libri is short for Librispeech and

I-Net is short for ImageNet) shows the standard

deviation of test accuracy/error for training with

the square loss and cross-entropy. Square loss has

smaller variance in 21 out of 28 tasks, which indi-

cates that training with the square loss is less sensi-

tive to the randomness in the training process.

2.4 Observations during train-
ing

There are several interesting observations in

terms of the optimization speed comparing train-

ing with the square loss and the cross-entropy loss.

We give the experimental observations for the cases

when the class number is small, as for our NLP

tasks, which are all 2-class classification tasks, and

when the class number is relatively large, as for

Libripseech and ImageNet (both have 1000 classes).

We compare the convergence speed in terms

of accuracy, and find that for 2-class NLP classifi-

cation tasks, the training curves of training with the

square loss and the cross-entropy are quite similar.
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Figure 2.2 (a) gives the accuracy of three model architectures trained with the square loss

and the cross-entropy along different epochs for QNLI dataset. For all three models, BERT,

LSTM+Attention, and LSTM+CNN, using the square loss converges as fast as cross-entropy

loss, and achieves better/comparable accuracy to training with the cross-entropy.

Convergence speed when class number is large

When the class number becomes large, as on speech dataset Librispeech and vision

dataset ImageNet, training with the square loss may need more epochs to converge. Figure 2.2

(b) gives the classification accuracy of acoustic model along different epochs, and Figure 2.2

(c) gives the accuracy (Top-1) and Top-5 accuracy along different training steps of ResNet on

ImageNet. Training with the square loss converges slower but reaches similar/better accuracy.

(a) NLP tasks (b) ASR tasks (c) Vision tasks

Figure 2.2. Training curves

2.5 Implementation

We summarize the key points of implementation in this section. Full details and the exact

parameters are given in Appendix A.2. Two important pieces of the implementation are (1) no

softmax for training with the square loss and (2) loss rescaling for datasets with large number of

classes.

No softmax. The widely accepted pipeline for modern neural classification tasks trained

with the cross-entropy loss contains the last softmax layer before calculating the loss. When

training with the square loss that layer needs to be removed as it appears to impede optimization.
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Table 2.9. Rescaling parameters

Dataset #classes k M

MRPC 2 1 1

SST-2 2 1 1

QNLI 2 1 1

QQP 2 1 1

text-c5 5 1 1

text-c20 20 1 1

text8 27 1 1

enwik8 204 1 1

TIMIT (CER) 27 1 1

TIMIT (WER) 42 1 15

WSJ 52 1 15

Librispeech 1000 15 30

MNIST 10 1 1

CIFAR-10 10 1 1

ImageNet 1000 15 30

Loss rescaling mechanism. For datasets with

a small number of classes, we do not use any additional

mechanisms. For datasets with a large number of output

classes (≥ 42 in our experiments) we employ loss rescal-

ing which helps to accelerate training. Let (xxx,yyy) denote

a single labeled point, where xxx∈Rd is the feature vector,

and yyy ∈ RC. Here C is the number of output labels and

yyy = [0, . . . , 1︸︷︷︸
c

,0, . . . ,0] is the corresponding one-hot

encoding vector of the label c. We denote our model by

f : Rd → RC.

The standard square loss for the one-hot encoded

label vector can be written (at a single point) as

l =
1
C

(
( fc(xxx)−1)2 +

C

∑
i=1,i ̸=c

fi(xxx)2

)
(2.1)

For a large number of classes, we use the rescaled square loss defined by two parameters,

k and M, as follows:

ls =
1
C

(
k ∗ ( fc(xxx)−M)2 +

C

∑
i=1,i̸=c

fi(xxx)2

)
.

The parameter k rescales the loss value at the true label, while M rescales the one-hot

encoding (the one-hot vector is multiplied by M). Note that when k = M = 1, the rescaled square

loss is same as the standard square loss in Eq. 2.1. The values of k and M for all experiments

are given in Table 2.9. As in [16], the parameter k is used to increase the emphasis on the

correct class in multiclass classification, and this paper proves how adding k can simplify the

optimization landscape. We find that for very large class numbers additional parameter M further
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improves performance.

2.6 Summary and discussion

In this work we provided an empirical comparison of training with the cross-entropy and

square loss functions for classification tasks in a range of datasets and architectures. We observe

that the square loss outperforms cross-entropy across the majority of datasets and architectures,

sometimes by a significant margin. No additional parameter modification except for adjusting

the learning rate was necessary for most datasets. For datasets with a large number of classes

(42 or more) we used additional loss rescaling to accelerate training. We note that all models

used in our experiments were originally designed and tuned for training with the cross-entropy

loss. We conjecture that if the neural architectures were selected and tuned for the square

loss, performance would be further improved and no extra loss rescaling parameters would be

necessary. Another important observation is that the final softmax layer, commonly used with

cross-entropy, needs to be removed during training with the square loss.

While we could only explore a small sample of modern models and learning tasks, we

believe that the scope of our experiments — ten different neural architectures and ten different

datasets across three major application domains — is broad enough to be indicative of the wide

spectrum of neural models and datasets. Our empirical results suggest amending best practices

of deep learning to include training with square loss for classification problems on equal footing

with cross-entropy or even as a preferred option. They also suggest that new theoretical analyses

and intuitions need to be developed to understand the important question of training loss function

selection.
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Chapter 3

Precise asymptotic of rescaled square loss

Multi-class classification is a fundamental problem in modern machine learning, typically

involving cross-entropy minimization. Recently, empirical evidence by [51], showed that the

rescaled square loss is a competitive alternative to the cross-entropy loss. However, it remains

unclear how the rescaling hyperparameter R, needs to vary with the number of classes. In this

paper, we provide an exact analysis for a 1-layer ReLU network in the proportional asymptotic

regime for isotropic Gaussian data. Specifically, we focus on the optimal choice of R as a

function of (i) the number of classes, (ii) the degree of overparameterization, and (iii) the level of

label noise. Finally, we provide empirical results on real data, which supports our theoretical

predictions.

3.1 Introduction

The choice of loss function is important in modern machine learning and for classification

tasks in practice, the cross-entropy is usually the default loss function. However, some works

[57, 51] compare the square loss with the cross-entropy for classification and conclude that

the square loss can be equivalent or even superior to the cross-entropy loss. Specifically, Ryan

Rifkin provided empirical evidence supporting this claim on kernel machines [115, 114]. More

recently, in [51], by a wide range of experiment on various datasets and modern architectures, the

authors show that the square loss achieves comparable or better test performance than the cross
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entropy. On the other hand, a theoretical line of work prove that the solutions of minimizing

the square loss and the cross-entropy can be equivalent under some setting [92, 129]. However,

as shown in [51], when class number is large, the square loss needs to do rescaling, and there

is no in-depth study, especially, no thorough theoretical analysis on why and how the recaling

mechanism helps. As shown in our experiments Figure 3.6, and in [51] the rescaling makes a

huge difference to the original square loss and enables square loss achieve even better results

compared with the cross-entropy loss. Hence, it is important to understand the correlation

between rescaling parameter R and the generalization error, especially, how to set the optimal R.

Also, in most theoretical analysis of classification problems, most of the works focus on 2-class

classification with the logistic loss, while in practice, a large fraction of the classification learning

problems are more than 2 classes. This work focuses on multi-class classification and provides

precious asymptotics of 1-layer Relu network trained with rescaled square loss. This enables

exact computation of the training loss and generalization error, which are key properties.

Our contribution.

We study the training dynamics and generalization behaviours of training with rescaled

square loss in multi-class classification. Empirical evidence in [51] show that rescaled square

loss can achieve comparable or even better test performance on a wide range of models and

datasets. Here we provide a in-depth study on why and how rescaling helps with the square loss

in classifications. In details:

1. In section 3.3.2, we study a 1-layer Relu network which enables theoretical analysis

and show that this simplified model (no final linear classification layer) captures the

generalization behaviours of scaled square loss found in [51].

2. In section 3.3.4 we give closed-form equations capturing the precious asymptotics of

the generalization error and training error, especially the relation of them to rescaling

parameter R and class number k. These formulations enable exact computation of those key
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quantities. Our proof method relies on recent advances of approximate message passing

[28].

3. In section 3.4.1 we investigate the performance of scaled square loss with different R and k

in both over-parameterized setting and under-parameterized settings by giving simulation

results on synthetic data.

4. In section 3.4.2, we provide empirical results on real data and observe that the learning

curves and generalization behaviour are similar to the ones given by our formulations.

That shows our theoretical equations are applicable to real datasets.

3.2 Related work

Multiclass classification.

There is a range of work on analyzing the impact of training loss functions for multiclass

classification, including [18, 134, 6, 13, 73] which focus on the algorithms and some of them

provide empirical studies on the comparison among different loss functions, see [115, 114] for

kernel machines and see [48, 32, 70, 51, 16, 5, 138] for deep neural networks. Many of those

work observed that comparing with the cross-entropy loss, training with the square loss achieves

comparable generalization performance. Also, another line of research works on analyzing the

finite sample behaviour of multiclass classification algorithm in under-parameterized setting

[65, 74, 85, 75] or over-parameterized setting [129]. Specifically, Wang et al. [129] study benign

overfitting in multiclass linear classification and find that the multiclass support vector machine

(SVM) solution, the min-norm interpolating (MNI) solution and the one-vs-all SVM classifier

all lead to classifiers that interpolate the training data and have equal accuracy. Frei et. al. [31]

consider the generalization error of a two-layer neural network trained to interpolation with

logistic loss by gradient descent and show under nonlinearity of the model and training dynamic,

this neural networks exhibit benign overfitting. However, they only consider 2-class classification

problems. [125] precisely characterize how the test error varies over different training algorithms,
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data distributions, problem dimensions as well as number of classes, inter/intra class correlations

and class priors.

Rescaled loss functions.

[16] compared the cross-entropy and the square loss in multi-class classification and

observed that square loss with a scaling parameter to emphasis the loss on the correct class

has competitive performance compared with the cross-entropy. [51] conducted a wide range

of classification experiments with various modern neural architectures and showed training

with the square loss has comparable test performance. However, when the class number is

large, the square loss needs to do a heuristical-scaling. [43] were able to reproduce those

results and further analyzed the neural collapse of models trained with the square loss. They

observed even faster convergence to activation collapse and better robustness than training with

the cross-entropy loss. [49] provide theoretical understanding of square loss in classification

under over-parameterized NTK regime, and concluded that the square loss has comparable

generalization error but noticeable advantages in robustness and model calibration. [145] justify

the usage of the rescaled square loss under unconstrained feature model by visualizing the

optimization loss landscape around the neural collapse solutions. The authors find that tuning

the rescaling hyperparameters can improve the optimization landscape which converges faster to

the simplex ETF solutions. As far as we are aware, our work is the first in-depth study on the

rescaled square loss for multi-class classification with non-linear model.

Approximate Message Passing.

Our key tool for analyzing the behaviour of training with the rescaled square loss is

approximate message passing (AMP). It is originally proposed for the inference of compressed

sensing by [21] and some follow-up works develop vector approximate messesage passing

(VAMP) algorithm [119] and others prove that this algorithem can be Bayes optimal under

certain settings [113]. One recent work by [80] proves exact asymptotics characterising the ERM

estimator in high-dimensions for generalized linear model for multi-class classification built

25



on techniques in approximate message-passing framework. They studied the efficiency of L1

penalty with respect to L2 and the phase transition on the existence of the multi-class logistic

maximum likelihood estimator.

In this work, we apply the VAMP algorithm and adjust it for our 1-layer Relu network for

the minimization of the rescaled square loss. The VAMP algorithm involves a set of deterministic

recursive equations to compute unknown parameters, which is called state evolution. In the large

system limit, i.e. when sample size n and feature dimension d both go to ∞ by a fixed ratio

β = n/d, the VAMP algorithm enables (i) the exact computation of the precise asymtotics, such

as the generalization error, by getting the fixed points of state evolution, and (ii) the estimates of

unknown properties such as parameters, generalization error in each iteration. Specifically, the

state evolution of VAMP and its fixed point solution help us show the correlation of the rescaling

parameter R, class number k and level of label noise to the generalization error.

3.3 Preliminaries

We consider multiclass classification tasks and minimize the rescaled square loss for

training. For generalization error, or say test accuracy, the standard 0-1 loss is used. We study

the 1-layer Relu network with isotropic Gaussian data. The focus of this work is to provide a

rigorous study on how to set the optimal rescaling parameter R and understand the correlation of

R,k, label noise level to the generalization behaviour in both over-parameterized (β = n/d < 1)

and under-parameterized (β = n/d > 1) settings and we call the VAMP algorithm for our 1-layer

relu network with rescaled square loss the 1-relu VAMP.

3.3.1 Data

Let the labeled samples be (xxxi,yyyi)i=1,...,n and xxxi ∈ Rd, i = 1, ...,n are i.i.d and sampled

from a d-dimensional Gaussian distribution with zero mean and covariance ΣΣΣ ∈Rd×d . yyyi ∈Rk is

the one-hot encoding of the real-valued label yi and yi = f ∗(xxxi)+εi. Specifically, in the following,

unless pointed out, we consider the noise-free model by default, and yi = xxxiiiwww∗, where www∗ ∈Rd×k.
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The data matrix XXX := [xxx1 xxx2 ...xxxn]
T ∈ Rn×d and label matrix YYY := [yyy1 yyy2 ...yyyn]

T ∈ Rn×k.

Following the setting in [25], we assume that covariance matrix ΣΣΣ has an eigenvalue

decomposition,

ΣΣΣ =
1
d

VVV T diag(sss2
tr)VVV (3.1)

where sss2 are the eigenvalues of ΣΣΣ and VVV ∈ Rd×d is the eigenvectors, which is an orthogonal

matrix. With Eq. (3.1), we can write XXX =UUU diag(ssstr)VVV , where UUU ∈ Rn×d are sampled i.i.d from

N (0, 1
d ) and its SVD is:

UUU =UUU2SSSUUU1, SSS :=

diag(sss) 0

0 ∗

 (3.2)

where UUU1 ∈ Rn×n and UUU2 ∈ Rd×d are orthogonal and SSS ∈ Rn×d has non-zero entries sss only on

the principal diagonal and sss ∈ Rmin{n,d} are the singular values of UUU . The matrices UUU1 and UUU2

are Harr-distributed on the group of orthogonal matrices.

Test data.

We assume the test data is also Gaussian, and the covariance matrix of test data is:

ΣΣΣts =
1
d

VVV T diag(sss2
ts)VVV . (3.3)

Then for one test sample xxxts,

xxxT
ts = uuudiag(sssts)VVV , (3.4)

where uuu ∈ Rd ∼N (0,1/d). sssts and VVV are the eigenvalues and eigenvectors of the covariance

matrix ΣΣΣts. Note here following the setting in [25] we assume that the eigenvectors of the training

and test samples are the same.

3.3.2 1-layer relu network

In this work we consider a network with only one-hidden layer neural network, that is,

the output of relu activation is the prediction of label Y and we directly calculate the loss between
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the two. Let the parameter of the only layer be www, which is in Rp×k, then our model f : Rd→Rk

(at a single sample point xxx) is formulated as follows:

f (www;xxx) = (xxxwww)+, (3.5)

where (xxxwww)+ is the output of relu activation function. Note that we do not include a linear

classification layer as we find that this one-hidden layer network already capture the optimization

and generalization pattern of training with re-scaled square loss. See empirical evidence in

Section 3.4. Our 1-layer Relu network enables us to provide the most concise results with VAMP

algorithm. Our idea still works for networks with the classification layer and can also extend to

general deep networks.

We first consider the scaled square loss as in [51], which has two scaling parameters, and

its format is:

ls =
1
k

(
M ∗ ( fc(www;xxx)−R)2 +

k

∑
j=1, j ̸=c

f j(www;xxx)2

)
, (3.6)

where M re-scales the loss at true class c, while R re-scales the one-hot encoding. Our extensive

empirical results show that only one parameter R is enough to get similar training dynamic and

comparable generalization performance with both M and R. [145] show analysis only with large

R is simple and the global optimization conditions remain the same with both M and R. Also,

the authors show that with large R leads to a “better” optimization landscape similar to that of

the CE loss. Hence, in the following, we consider the scaled square loss with only one scaling

parameter R. It remains to solve the following minimization problem:

l(www) = min
www
∥RYYY − (XXXwww)+∥2 +

λ

2
∥www∥2 (3.7)

Note that the nonlinear Relu activation is essential for the rescaling of YYY to make a

difference, as for linear models such as logistic regression or kernel machines, www is linear to YYY

and R only change www by R times and does not make a difference for the classification error.
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3.3.3 Large system limit

We consider a setting where the sample number n and feature dimension d go to infinity

with a fixed ratio β , i.e:

lim
n→∞

n
d
= β

and β ∈ (0,∞). This large system limit setting is necessary for the analysis of the AMP based

algorithms [113]. When β > 1, it corresponds to under-parameterized setting, while when β < 1,

it corresponds to over-parameterized setting. Our VAMP based analysis of the generalization

behaviour caused by the rescaling of the square loss holds for both over-parameterized and

under-parameterized settings.

Under the large system limit assumption, the limiting behaviour of the i-th entry of sss

definied in Eq. (3.2) is

lim
n→∞
{sssi} PL(2)

= si (3.8)

where si ≥ 0 is a non-negative random variable given by the SVD of matrix UUU as in Eq. (3.2).

It satisfies the Marcencko-Pastur (MP) law and the exact computation (not bound) of the

generalization behaviour comes from this MP law which considers all eigenvalues distribution of

the matrix.

3.3.4 Main results

Theorem 1. Consider the learning problem give in Eq. 3.7, which minimize the re-scaled square

loss with the 1-layer relu network model. Apply the VAMP algorithm to optimize the parameters

w, then there exists constants κ,τ,γ+,γ−, such that

1. the parameters estimation ŵww empirically converges to the solution of proximal operator

ˆ̃wwwi = h(QQQ,γ−), which is

ˆ̃www =
SSSQQQ

SSS2 +λ/γ−
(3.9)

where QQQ = JJJ∗+N (0,τ). Note that κ,τ,γ+,γ− depends on re-scaling parameter R and
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class number k.

2. The asymptotic generalization error is a function of k,R,τ,u, and specifically,

εg(k,R,τ,u) = P((uuusssts ˆ̃wwwc)+ < (uuusssts ˆ̃www j ̸=c)+) (3.10)

where c is the true label of sample xxxts.

3.3.5 State evolution of 1-relu VAMP and its fixed point solution

Now we are ready to go to the details of our 1-relu VAMP algorithm for the optimization

of Eq. (3.7).

Recursive iterations of state evolution

Let zzz = xxxwww ∈ Rn×k, and QQQ, ppp be the estimates of www and zzz, correspondingly. Then in each

iteration of the VAMP algorithm, the functions h(·) and g(·) that produce QQQ and ppp are essentially

proximal-type operators which are defined as follows:

h(QQQ,HHH−) = arg min
www

λ

2
∥www∥2 +

1
2
∥www−QQQ∥2

HHH− (3.11)

g(ppp,GGG+) = arg min
z
∥RYYY − (zzz)+∥2 +

1
2
∥zzz− ppp∥2

GGG+ (3.12)

Let GGG+ = γ+I and GGG− = γ−I, HHH+ = η+I, HHH− = η−I, then the VAMP becomes:

h(QQQ,γ−) = arg min
www

λ

2
∥www∥2 +

γ−

2
∥www−QQQ∥2 (3.13)

g(ppp,γ+) = arg min
zzz
∥RYYY − (zzz)+∥2 +

γ+

2
∥zzz− ppp∥2 (3.14)

Lemma 1. Let JJJ = SSSVVV T www, then ZZZ =VVV JJJ, w̃ww =VVV T www ∈ Rd×k. h(QQQ,γ−) = arg min
J

γ−
2 ∥JJJ−QQQ∥2 +

λ

2 ∥w̃ww∥2 s.t.JJJ = SSSw̃ww, and

ˆ̃wi = arg min
w̃i

γ−

2
∥si ˆ̃wi−Qi∥2 +

λ

2
∥w̃i∥2 s.t.Ĵi = si ˆ̃wi (3.15)
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Figure 3.1. Flow of parameter www to model output Y

then, ˆ̃wi =
γ−siQi

γ−s2
i +λ

, Ĵi =
γ−s2

i Qi

γ−s2
i +λ

.

η− = γ+/ ∂g
∂ p ,η

+ = γ−/ ∂h
∂Q and

ppp =VVV
Ĵη+−Qγ−

η+− γ−
(3.16)

QQQ =VVV⊤
Ẑη−− pγ+

η−− γ+
(3.17)

This makes ppp ≈ ZZZ∗+N (0,κ2) and QQQ ≈ JJJ∗+N (0,τ2) and the VAMP algorithm gives the

following:

η
+ = γ

−/
∂h
∂Q

(3.18a)

γ
+ = η

+− γ
− (3.18b)

η
− = γ

+/
∂g
∂ p

(3.18c)

γ
− = η

−− γ
+ (3.18d)

τ
2 = E∥

ẑ− ∂g
∂ p pi

1− ∂g
∂ p

− z∗i ∥2 (3.18e)

κ
2 = E∥

Ĵi− ∂h
∂QQi

1− ∂h
∂Q

− J∗i ∥2 (3.18f)

Let t denote the iterations of VAMP algorithm and ẑzz be the fix point of zzz. When t→ ∞,

the solution of zzz found by the VAMP state evaluation converge to ẑzz.
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Lemma 2.

∂g
∂ p i j

=


−erf

(
−p⋆√

2(σ∗+κ2)

)
2k(1+γ) + 2γ+1

2(1+γ) i = j

0 i ̸= j

(3.19)

∂h
∂Q i j

= 1−T (λ/γ
−) (3.20)

The proof is given in Appendix B.2.

Lemma 3. Let u = λ/γ−, w̃∗i = N (0,σ2), p⋆ = R(1−
√

1+1/γ+), the error function is

erf( −p⋆√
2(σ∗2+κ2)

) := ER,k(γ
+,κ), then with fixed known quantities λ ,σ2

⋆ (variance of Z∗), σ2,

β = n
p ,k,R, κ,τ,γ+,γ− are the solutions of following equations.

γ
+ =

T (u)λ/u
1−T (u)

(3.21a)

T (u) =
−ER,k(γ

+,κ)+ k(2γ++1)
2k(1+ γ+)

(3.21b)

κ
2 =

τ2(T4(u)− (1−T (u))2)+σ2u2T2(u)
T (u)2 (3.21c)

τ
2 =

1
2κ2(k2 + kER,k(γ

+,κ)−2ER,k(γ
+,κ))

(2kγ++ k−ER,k(γ+,κ))2 (3.21d)

+
2(1+ER,k(γ

+,κ)2)R2 +2(k+ER,k(γ
+,κ)2)σ2

⋆

(2kγ++ k−ER,k(γ+,κ))2 (3.21e)

where

1. T (u) = −(1−β+u)+
√

(1−β+u)2+4βu
2β

2. T2(u) = T ′(u) = 1
2β
(−1+ 1+β+u√

(1−β+u)2+4βu
)

3. T4(u) = 1−T (u)−uT ′(u) = (1+β )−
√

(1−β+u)2+4βu
2β

− u(1+β+u)
2β

√
(1−β+u)2+4βu

We give the derivation of Eq. (3.21) in the Appendix B.2.
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Lemma 4. Let ẑc be the prediction of yc and yc = 1, where c is the true class index of a sample

xxx. Let ẑ denote the prediction corresponding to 0 in the one-hot encoding yyy. Then

ẑc =


1

1+γ+
R+ γ+

1+γ+
p p > p⋆

p otherwise
(3.22)

ẑ =


γ+

1+γ+
p p > 0

p otherwise
(3.23)

where p is real valued scalar corresponds to the i-th row (sample index) and j-th (label

index) column entry of ppp and p⋆ = R(1−
√

1+1/γ+).

See Appendix B.1 for the proof.

3.4 Numerical Results

3.4.1 Simulation results on synthetic data

We generate the training samples and test data as described in Section 3.3.1. For each

case of the synthetic data, the test accuracy is the simulation results of Theorem 1. With a given

k,R,β ,λ , we first get the the solution of τ and u by solving Eq. (3.21) using the fsolve package

of Scipy. Then we plug in the value of τ and u into Eq. 3.9 and Eq. 3.10 to get the test accuracy.

We find that large R increases the test accuracy by a large scale in most cases. All results are

taken as the average of 10 runs with different random seeds.

In the left figure of Figure 3.2 we vary the class number k and fix n = 1500,d = 7500

and λ = 10−5 and get the test accuracy as a function of rescaling parameter R. We see that the

test accuracy get large when R increase and becomes flat even with a larger R. This holds for

different class number k. In the right figure od Figure 3.2, we fix k = 60,n = 1500,λ = 10−5 and

vary β , i.e. n/d, which measures the sample complexity, essentially is varying feature dimension

d = n/β . We get the test accuracy as a function of R, and observe that in both over-parameterized
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Figure 3.2. Left: The test accuracy with different rescaling parameter R for dataset with
different class number k. Right: The test accuracy with different rescaling parameter R for

dataset with different sample complexity β = n/d.
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Figure 3.3. The test accuracy with different rescaling parameter R for dataset with different
level of noise σε is the variance of the noise. Note that when σε = 0 means no label noise.

setting, i.e. β < 1 case and under-parameterized setting β = 1.2 and β = 2, the test accuracy

increases with a larger R until some constant. In results of both Figure 3.2, we see that the

generalization performance increases by a large scale with an optimal R which is larger than 1.

In Figure 3.3 we show the test accuracy as a function of R under the setting with different

level of label noise. That is, for a training sample xxxi, its label yi = arg max
j

(xxxiiiwww∗+ εi) and εi is

randomized from a Gaussian distribution N (0,σε). We observe that increasing R consistently

increases the test accuracy by a large margin under different levels of label noise, compared with

R = 1. Interestingly, the highest test accuracy with an optimal R is larger under label noise case

than the one without label noise.
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Figure 3.4. The prediction ẑ of yi j = 1 and yi j = 0 for the i-th sample.

To visually see how rescaling helps, we plot ẑc and ẑ, which are prediction of corre-

sponding to yc = 1 and yi = 0. In Figure 3.4, the left one plots ẑc ( corresponds to yi j = 1)

as a function of p, which is the input of the proximal operator in terms of zzz, i.e. g(ppp,γ+) =

arg min
zzz
∥RYYY − (zzz)+∥2 + γ+

2 ∥zzz− ppp∥2. The right one of Figure 3.4 gives the average of all ẑ j ̸=c

(corresponds to yi j = 0). Here we only consider a single sample, hence ẑ j and the corresponding

p is a scalar. We see that ẑ is linear with p, that is, ẑ j = p+b j for all j = 1, ...,k, while with a

larger R, bc increases while b j ̸=c stays to be 0. That makes ẑc win and increase the accuracy.

25 50 75 100 125 150 175 200
class number k

200

400

600

800

1000

R

Fix n/k = 50, vary k, p = n/ , = 0.2

25 50 75 100 125 150 175 200
class number k

0

10

20

30

40

50

ac
cu

ra
cy

Fix n/k = 50, vary k, p = n/ , = 0.2
optimal R
R=1

Figure 3.5. Optimal R for different class number k

In Figure 3.5, we fix n/k = 50,β = 0.2 and vary class number k. We show the optimal R

for different class number k, and also give the accuracy of the optimal R and when R = 1. We

can see that mostly R > 1 and the optimal R gives much better test accuracy for all class number

cases.
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3.4.2 Results on real data

In this section, we show how rescaling of the square loss helps increasing the test

performance on real datasets. Inspired by the empirical results in [51] which show the (rescaled)

square loss are competitive to the cross-entropy loss in training modern networks, we do

experiments on real data and see that rescaling mechnism improves the original square loss by a

large scale.
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Figure 3.6. The test accuracy of CIFAR-100. Note that for k = 100 case, we choose a subset
with 5000 training samples to speed up.

We do experiments on CIFAR-100, and we randomly select a subset from the full CIFAR-

100 to get different class number k. The results are shown in Figure 3.6, the test accuracy has

more than 15% improvement in all cases with different class numbers. Our simulation results

in Section 3.4.1 captures the correlation of test accuracy and rescaling parameter R observed in

real dataset. As this work aims at providing a theoretical framework to understand the rescaling

mechanism of the square loss, we do not provide a lot of empirical results on real data.
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Chapter 4

Cut your Losses with Squentropy

Nearly all practical neural models for classification are trained using cross-entropy loss.

Yet this ubiquitous choice is supported by little theoretical or empirical evidence. Recent work

[51] suggests that training using the (rescaled) square loss is often superior in terms of the

classification accuracy. In this paper we propose the “squentropy” loss, which is the sum of

two terms: the cross-entropy loss and the average square loss over the incorrect classes. We

provide an extensive set of experiments on multi-class classification problems showing that the

squentropy loss outperforms both the pure cross entropy and rescaled square losses in terms

of the classification accuracy. We also demonstrate that it provides significantly better model

calibration than either of these alternative losses and, furthermore, has less variance with respect

to the random initialization. Additionally, in contrast to the square loss, squentropy loss can

typically be trained using exactly the same optimization parameters, including the learning rate,

as the standard cross-entropy loss, making it a true “plug-and-play” replacement. Finally, unlike

the rescaled square loss, multiclass squentropy contains no parameters that need to be adjusted.

4.1 Introduction

As with the choice of an optimization algorithm, the choice of loss function is an

indispensable ingredient in training neural network models. Yet, while there is extensive

theoretical and empirical research into optimization and regularization methods for training
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deep neural networks [123], far less is known about the selection of loss functions. In recent

years, cross-entropy loss has been predominant in training for multi-class classification with

modern neural architectures. There is surprisingly little theoretical or empirical evidence in

support of this choice. To the contrary, an extensive set of experiments with neural architectures

conducted in [51] indicated that training with the (rescaled) square loss produces similar or

better classification accuracy than cross entropy on most classification tasks. Still, the rescaled

square loss proposed in that work requires additional parameters (which must be tuned) when the

number of classes is large. Further, the optimization learning rate for the square loss is typically

different from that of cross entropy, which precludes the use of square loss as an out-of-the-box

replacement.

In this work we propose the “squentropy” loss function for multi-class classification.

Squentropy is the sum of two terms: the standard cross-entropy loss and the average square

loss over the incorrect classes. Unlike the rescaled square loss, squentropy has no adjustable

parameters. Moreover, in most cases, we can simply use the optimal hyperparameters for cross-

entropy loss without any additional tuning, making it a true “plug-and-play” replacement for

cross-entropy loss.

To show the effectiveness of squentropy, we provide comprehensive experimental results

over a broad range of benchmarks with different neural architectures and data from NLP, speech,

and computer vision. In 24 out of 34 tasks, squentropy has the best (or tied for best) classification

accuracy, in comparison with cross entropy and the rescaled square loss. Furthermore, squentropy

has consistently improved calibration, an important measure of how the output values of the

neural network match the underlying probability of the labels [41]. Specifically, in 26 out of

32 tasks for which calibration results can be computed, squentropy is better calibrated than

either alternative. We also show results on 121 tabular datasets from [30]. Compared with cross

entropy, squentropy has better test accuracy on 94 out of 121 tasks, and better calibration on 83

datasets. Finally, we show that squentropy is less sensitive to the randomness of the initialization

than either of the two alternative losses.
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Our empirical evidence suggests that in most settings, squentropy should be the first

choice of loss function for multi-class classification via neural networks.

4.2 The squentropy loss function

The problem we consider here is supervised multi-class classification. We focus on the

loss functions for training neural classifiers on this task.

Let D = (xxxi,yi)
n
i=1 denote the dataset sampled from a joint distribution D(X ,Y ). For

each sample i, xxxi ∈X is the input and yi ∈Y = {1,2, . . . ,C} is the true class label. The one-hot

encoding label used for training is eeeyi = [0, . . . , 1︸︷︷︸
yi

,0, . . . ,0]T ∈ RC. Let f (xxxi) ∈ RC denote

the logits (output of last linear layer) of a neural network of input xxxi, with components f j(xxxi),

j = 1,2, . . . ,C. Let pi, j = e f j(xxxi)/∑
C
j=1 e f j(xxxi) denote the predicted probability of xxxi to be in class

j. Then the squentropy loss function on a single sample xxxi is defined as follows:

lsqen(xxxi,yi) =− log pi,yi(xxxi)+
1

C−1

C

∑
j=1, j ̸=yi

f j(xxxi)
2. (4.1)

The first term − log pi,yi(xxxi) is simply cross-entropy loss. The second term is the square loss

averaged over the incorrect ( j ̸= yi) classes.

The cross-entropy loss is minimized when fyi(xxxi)→ ∞ while f j(xxxi)→−∞ or at least

stays finite for j ̸= yi. By encouraging all incorrect logits to go to a specific point, namely 0, it is

possible that squentropy yields a more “stable” set of logits — the potential for the incorrect

logits to behave chaotically is taken away. In other words, the square loss term plays the role of a

regularizer. We discuss this point further in Section 4.4.2.

Dissecting squentropy.

Cross entropy acts as an effective penalty on the prediction error made for the true class

yi, as it has high loss and large gradient when pi,yi is close to zero, leading to effective steps in a

gradient-based optimization scheme. The “signal” coming from the gradient for the incorrect
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classes is weaker, so such optimization schemes may be less effective in driving the probabilities

for these classes to zero. Squentropy can be viewed as a modification of the rescaled square

loss [51], in which cross entropy replaces the term t( fyi(xxxi)−M)2 corresponding to the true

class, which depends on two parameters t, M that must be tuned. This use of cross entropy

dispenses with the additional parameters yet provides an adequate “signal” for the gradient for a

term that captures loss on the “true” class.

The second term in (4.1) pushes all logits f j(xxxi) corresponds to false classes j ̸= yi to 0.

Cross entropy attains a loss close to zero on term i by sending fyi(xxxi)→ ∞ and/or f j(xxxi)→−∞

for all j ̸= yi. By contrast, squentropy “anchors” the incorrect logits at zero (via the second term)

while driving fyi(xxxi)→∞ (via the first term). Then the predicted probability of true class pi,yi(xxxi)

will be close to e fyi (xxxi)

e fyi (xxxi)+C−1
for squentropy, which possibly approaches 1 more slowly than for

cross entropy. When the training process is terminated, the probabilities pi,yi(xxxi) tend to be less

clustered near 1 for squentropy than for cross entropy. Confidence in the true class thus tends to

be slightly lower in squentropy. We see the same tendency toward lower confidence in the test

data, thus helping calibration.

In calibration literature, various post-processing methods, such as Platt scaling [104]

and temperature scaling [41], also improves calibration by reducing pi,yi below 1, while other

methods such as label smoothing [90, 79] and focal loss [89] achieve similar reduction on the

predicted probability. While all these methods require additional hyperparameters, squentropy

does not. We conjecture that calibration of squentropy can be further improved by combining it

with these techniques.

Relationship to neural collapse.

Another line of work that motivates our choice of loss function is the concept of neural

collapse [100]. Results and observations for neural collapse interpose a linear transformation

between the outputs of the network (the transformed features f j(xxxi)) and the loss function. They

show broadly that the features collapse to a class average and that, under a cross-entropy loss,
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the final linear transformation maps them to rays that point in the direction of the corners of the

simplex in RC. (A modified version of this claim is proved for square loss in [43].) Our model is

missing the interposing linear transformation, but these observations suggest roughly that cross

entropy should drive the true logits fyi(xxxi) to ∞ while the incorrect logits f j(xxxi) for j ̸= yi tend to

drift toward −∞, as discussed above. As noted earlier, the square loss term in our squentropy

loss function encourages f j(xxxi) for j ̸= yi to be driven to zero instead — a more well defined

limit and one that may be achieved without blowing up the weights in the neural network (or by

increasing them at a slower rate). In this sense, as mentioned above, the squared loss term is a

kind of regularizer.

Confidence calibration.

We use the expected calibration error (ECE) [93] to evaluate confidence calibration

performance. It is defined as Ep[|P(ŷ = y|p)− p|], where p and y correspond to the estimated

probability and true label of a test sample xxx. ŷ is the predicted label given by argmax
j

p j. It

captures the expected difference between the accuracy P(ŷ = y|p) and the estimated model

confidence p.

Because we only have finite samples in practice, and because we do not have access to

the true confidences ptrue for the test set (only the labels y), we need to replace this definition

with an approximate ECE. This quantity is calculated by dividing the interval [0,1] of probability

predictions into K equally-spaced bins with the k-th bin interval to be (k−1
K , k

K ]. Let Bk denote

the set of test samples (xxxi, ŷi) for which the confidence pi,yi predicted by the model lies in

bin k. (The probabilities pi, j are obtained from a softmax on the exponentials of the logits

f j(xxxi).) The accuracy of this bin is defined to be acc(Bk) =
1
|Bk|∑i∈Bk

1(ŷi = yi), where yi is the

true label for the test sample xxxi and ŷi is the model prediction for this item (the one for which

pi, j are maximized over j = 1,2, . . . ,C). The confidence for bin k is defined empirically as
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conf(Bk) =
1
|Bk|∑i∈Bk

pi,yi . We then use the following definition of ECE:

ECE =
K

∑
k=1

|Bk|
n
|acc(Bk)− conf(Bk)| . (4.2)

This quantity is small when the frequency of correct classification over the test set matches the

probability of the predicted label.

4.3 Experiments

In this paper we consider three loss functions, our proposed squentropy, cross entropy

and the (rescaled) square loss from [51]. The latter is formulated as follows:

ls(xxxi,yi) =
1
C

(
t ∗ ( fyi(xxxi)−M)2 +

C

∑
j=1, j ̸=yi

f j(xxxi)
2

)
, (4.3)

where t and M are positive parameters. (t = M = 1 yields standard square loss.) We

will point out those entries in which values t > 1 or M > 1 were used; for the others, we set

t = M = 1. Note that following [51], the square loss is directly applied to the logits, with no

softmax layer in training.

We conduct extensive experiments on various datasets. These include a wide range of

well-known benchmarks across NLP, speech, and vision with different neural architectures —

more than 30 tasks altogether. In addition, we evaluate the loss functions on 121 tabular datasets

[30]. In the majority of our experiments, training with squentropy gives best test performance

and also consistently better calibration results.

Training scheme.

In most of experiments we train with squentropy with hyperparameter settings that are

optimal for cross entropy, given in [51]. This choice favors cross entropy. This choice also means

that switching to squentropy requires a change of just one line of code. Additional gains in

performance of squentropy might result from additional tuning, at the cost of more computation
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in the hyperparameter tuning process.

Datasets.

We test on a wide range of well-known benchmarks from NLP, speech and computer

vision. NLP datasets include MRPC, SST-2, QNLI, QQP, text8, enwik8, text5, and text20.

Speech datasets include TIMIT, WSJ, and Librispeech. MNIST, CIFAR-10, STL-10 [12],

CIFAR-100, SVHN [96], and ImageNet are vision tasks. See Appendix A of [51] for details of

most of those datasets. (The exceptions are SVHN, STL-10, and CIFAR-100, which we describe

in Appendix C.1 of this paper). The 121 tabular datasets are from [30] and they are mostly small

datasets — 90 of them have ≤ 5000 samples. The feature dimension is small (mostly < 50) and

most datasets are class-imbalanced.

Architectures and hyperparameter settings.

We choose various modern neural architectures, including simple fully-connected net-

works, convolutional networks (TCNN[3], Resnet-18, VGG, Resnet-50 [46], EfficientNet[124]),

LSTM-based networks [11] (LSTM+CNN, LSTM+Attention, BLSTM), and Transformers [126]

(fine-tuned BERT, Transformer-XL, Transformer, Visual transformer). See Table 4.1 for de-

tailed references. We follow the hyperparameter settings given in Appendix C.2 of [51] for the

cross-entropy loss and the square loss (other than SVHN, STL-10, and CIFAR-100), and use the

algorithmic parameters settings of the cross entropy for squentropy in most cases. The exceptions

are SVHN and STL-10, where squentropy and square loss have a smaller learning rate (0.1 for

cross entropy while 0.02 for squentropy and square loss). More details about hyperparameter

settings of SVHN, STL-10, CIFAR-100 are in Appendix C.2.

Metrics.

For NLP, vision and 121 tabular datasets, we report accuracy as the metric for test

performance. For speech dataset, we conduct the automatic speech recognition (ASR) tasks and

report test set error rates which are standard metrics for ASR. Precisely, for TIMIT, we report

phone error rate (PER) and character error rate (CER). For WSJ and Librispeech, we report CER
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and word error rate (WER). ECE is the metric to measure the calibration results for all datasets.

For speech datasets, we report calibration results for the acoustic modeling part. See Table 4.1

shows the results of NLP, speech and vision datasets. Figure 4.2 show results of 121 tabular

datasets. In addition, we provide reliability diagrams [15, 97] to visualize the confidence and

accuracy of each interval and see details in Section 4.3.2.

Remarks on Table 4.1.

For the results of square loss, we use rescaled square loss with t > 1 or M > 1 for

TIMIT(PER) (t = 1,M = 15), WSJ (t = 1,M = 15), Librispeech (t = 15,M = 30), CIFAR-10

and CIFAR-100 (t = 1,M = 10), and ImageNet (t = 15,M = 30). All others are the standard

square loss. Note that WSJ (WER) and WSJ (CER) share the same ECE number as they share

one acoustic model. (Similarly for Librispeech.) Additionally, since ECE numbers are not

available for Top-5 accuracy, the corresponding entries (ImageNet, Top-5 acc.) are marked as

“N/A”.

For the empirical results reported in Table 4.1, we discuss generalization / test perfor-

mance in Section 4.3.1 and calibration results in Section 4.3.2. Results for 121 tabular datasets

are reported in Section 4.3.3. We report the average accuracy/error rate (for test performance)

and average ECE (for model calibration) of 5 runs with different random initializations for all

experiments. We report the standard derivation of this collection of runs in Section 4.3.4.

4.3.1 Empirical results on test performance

See Table 4.1 for its test accuracy. In Figure 4.1, the Confidence histogram gives the

portion of samples in each confidence interval, and the reliability diagrams show the accuracy as

a function of the confidence. The ECE numbers are percentages as in Table 4.1. In the left of

Figure 4.1 is for Squentropy, and in the middle left is cross entropy. While in the middle right is

for rescaled square loss, and in the right of Figure 4.1 is standard square loss. We see that models

trained with squentropy are better calibrated, while cross entropy suffers from overconfidence
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Table 4.1. Test performance (perf(%): accuracy for NLP&Vision, error rate for speech data) and
calibration: ECE(%).

Domain Model Task
Squentropy Cross-entropy Square loss
perf ECE perf ECE perf ECE

NLP

fine-tuned BERT
[17]

MRPC 84.0 7.9 82.1 13.1 83.8 14.0
SST-2 94.2 7.0 93.9 6.7 94.0 19.8
QNLI 91.0 7.3 90.6 7.4 90.6 4.2
QQP 89.0 2.2 88.9 5.8 88.9 2.8
text5 85.2 12.4 84.5 14.9 84.6 46.7

text20 81.2 10.5 80.8 16.2 80.8 69.2

Transformer-XL
[14]

text8 71.5 3.9 72.8 5.8 73.2 57.6
enwik8 77.0 4.8 77.5 9.3 76.7 64.5

enwik8 (subset) 48.9 10.7 48.6 18.9 47.3 70.6

LSTM+Attention
[11]

MRPC 71.4 3.2 70.9 7.1 71.7 3.5
QNLI 79.3 7.2 79.0 7.6 79.3 13.0
QQP 83.5 2.4 83.1 3.2 83.4 16.5

LSTM+CNN
[45]

MRPC 70.5 5.2 69.4 6.3 73.2 16.3
QNLI 76.0 4.1 76.0 2.3 76.0 20.5
QQP 84.5 5.1 84.4 7.2 84.3 24.6

Speech

Attention+CTC
[62]

TIMIT (PER) 19.6 0.7 20.0 3.1 20.0 2.8
TIMIT (CER) 32.1 1.6 33.4 3.3 32.5 4.3

VGG+BLSTMP
[88]

WSJ (WER) 5.5 3.2 5.3 5.0 5.1 5.3
WSJ (CER) 2.9 3.2 2.5 5.0 2.4 5.3

VGG+BLSTM
[88]

Librispeech (WER) 7.6 7.1 8.2 2.7 8.0 7.9
Librispeech (CER) 9.7 7.1 10.6 2.7 9.7 7.9

Transformer
[133]

WSJ (WER) 3.9 2.1 4.2 4.3 4.0 4.4
Librispeech (WER) 9.1 4.2 9.2 4.9 9.4 5.1

Vision

TCNN [3] MNIST 97.8 1.4 97.7 1.6 97.7 75.0
Resnet-18

[46]
CIFAR-10 85.5 8.9 84.7 10.0 84.6 13.4

STL-10 67.7 21.2 68.9 26.1 65.4 40.3
W-Resnet

[141]
CIFAR-100 77.5 10.9 76.7 17.9 76.5 12.7

CIFAR-100 (subset) 43.5 18.8 41.5 40.3 41.0 23.8
Visual transformer CIFAR-10 99.3 1.9 99.2 3.8 99.3 7.2

VGG SVHN 93.0 4.8 93.7 5.7 92.5 65.4
Resnet-50

[46]
ImageNet (acc.) 76.3 6.3 76.1 6.7 76.2 8.2

ImageNet (Top-5 acc.) 93.2 N/A 93.0 N/A 93.0 N/A
EfficientNet

[124]
ImageNet (acc.) 76.4 6.8 77.0 5.6 74.6 7.9

ImageNet (Top-5 acc.) 93.0 N/A 93.3 N/A 92.7 N/A

and the standard square loss is highly underconfident.

Our results show that squentropy has better test performance than cross entropy and

square loss in the majority of our experiments. The perf(%) numbers in Table 4.1 show the

test accuracy of benchmarks of the NLP and vision tasks, and error rate for the speech tasks.
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Figure 4.1. Confidence histograms (top) and reliability diagrams (bottom) for a Wide Resnet on
CIFAR-100.

Squentropy behaves the best in 24 out of 34 tasks. We also report the numbers for subsets of

enwik8 and CIFAR-100. Compared with full datasets of these collections, squentropy seems to

gain more when the datasets are small.

Applicability and significance.

Table 4.1 shows improvements for squentropy across a wide range distributions from the

NLP, speech, and vision domains. On the other hand, the improvement on one single task often

is not significant, and for some datasets, squentropy’s performance is worse. One reason may be

our choice to use the optimal hyperparameter values for cross entropy in squentropy. Further

tuning of these hyperparameters may yield significant improvements.

4.3.2 Empirical results on calibration

In this section we show model calibration results, measured with ECE of the models

given in Table 4.1. The ECE numbers for NLP, speech, and vision tasks are also shown in Table

4.1.
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Squentropy consistently improves calibration.

As can be seen in and Table 4.1, in 26 out of 32 tasks, the calibration error (ECE) of

models trained with squentropy is smaller than for cross entropy and square loss, even in those

cases in which squentropy had slightly worse test performance, such as WSJ, STL10, and SVHN.

Besides using ECE to measure model calibration, we also provide a popular form of

visual representation of model calibration: reliability diagrams [15, 97], which show accuracy as

a function of confidence as a bar chart. If the model is perfectly calibrated, i.e. P(ŷi = yi|pi) = pi,

the diagram should show all bars aligning with the identity function. If most of the bars lie

below the identity function, the model is overconfident as the confidence is mostly larger than

corresponding accuracy. When most bars lie above the identity function that means the model is

underconfident as confidence is smaller than accuracy. For a given bin k, the difference between

acc(Bk) and conf(Bk) represents the calibration gap (orange bars in reliability diagrams – e.g.

the bottom row of Figure 4.1).

In Figure 4.1 we plot the confidence histogram (top) and the reliability diagrams (bottom)

of Wide Resnets on CIFAR-100, trained with four different loss functions: squentropy, cross

entropy, rescaled square loss (with t = 1,M = 10), and standard square loss (t = 1,M = 1). The

confidence histogram gives the percentage of samples in each confidence interval, while the

reliability diagrams show the test accuracy as a function of confidence.

In the reliability diagrams of Figure 4.1 bottom, the orange bars, which represent the

confidence gap, start from the top of the blue (accuracy) bar. We show conf(Bk)− acc(Bk) for

all intervals in all reliability diagram plots. Note that for intervals where confidence is smaller

than accuracy, the orange bars go down from the top of the blue bars, such as the one in the right

bottom of Figure 4.1. More reliability diagrams for other tasks are given in Appendix C.3.

Squentropy vs. cross entropy.

If we compare the diagrams of squentropy and cross entropy, the bars for squentropy are

closer to the identity function; cross entropy apparently yields more overconfident models. The
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gap for squentropy is also smaller than cross entropy in most confidence intervals.
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Loss functions Squentropy Cross entropy Square loss
Avg accuracy 82.5% 82.1% 81.0%

Avg ECE 10.9% 11.8% 17.5%

Figure 4.2. Test accuracy and model calibration of 121 tabular datasets from [30] trained with a
3 layer (64-128-64) fully connected network. The results for each dataset are averaged over 5

runs with different random initializations.

Standard square loss leads to underconfidence.

We also plot the reliability diagrams for training with the standard square loss on the

right ones of Figure 4.1. We see that it is highly underconfident as the confidence is smaller

than 0.1 (exact number is 0.017) for all samples. Note that the square loss is directly applied

to the logits f j(xi), and the logits are driven to the one-hot vector eeeyi , then the probabilities pi, j

formed from these logits are not going to be close to the one-hot vector. The “max” probability
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(confidence) will instead be close to e
e+(C−1) , which is small when C is large.

Rescaling helps with calibration.

The second-from-right bottom diagram in Figure 4.1 shows the results of training with

the rescaled square loss (t = 1,M = 10) on CIFAR-100. This minimization problem drives the

logits of true class closer to M, making the max probability approach eM

eM+(C−1) - a much larger

value than for standard square loss, leading to better calibration. However, squentropy can avoid

extra rescaling hyperparameters while achieving even smaller values of ECE.

4.3.3 Additional results on 121 Tabular datasets

Additional results for 121 small, low dimensional, and class-imbalanced tabular dataset,

obtained with 3-layer fully-connected networks, are shown in Figure 4.2. For all these cases, we

use SGD optimizer with weight decay parameter 5∗10−4 and run 400 epochs with learning rate

0.01. The “square loss” function used here is in fact rescaled version with parameters t = 1 and

M = 5.

Figure 4.2 shows that for most datasets, in the left of Figure 4.2 shows test accuracy and

larger is better. In the right of Figure 4.2 shows the calibration error ECE and smaller is better.

The top figures plot the results of squentropy and cross entropy, while the bottom figures plot

the results of squentropy and the (rescaled) square loss. Test accuracy/ECE for each dataset are

tabulated in Appendix C.4. squentropy has slightly better test accuracy and significantly smaller

ECE than cross entropy or square loss. Squentropy has the best test accuracy in 71 out of 121

tasks and best calibration in 60 tasks. If only compare with cross entropy, squentropy is better in

94 tasks on accuracy, and is better on calibration in 83 tasks. Test accuracy and ECE for each

dataset in this collection are tabulated in Appendix C.4.

In the results of Figure 4.3, we fix all random seeds to be the same for all cases and hence

the test set is exactly the same. (Thus, we display legends only in the bottom-row figures). Color

coding indicates the calculated probability of class label to be 1, according to the scale on th
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Table 4.2. Standard deviation of test accuracy/error. Smaller number is bolded. CE is short for
cross-entropy.

Model Dataset Squentropy CE Square loss

fine-tuned BERT

MRPC 0.285 0.766 0.484
SST-2 0.144 0.173 0.279
QNLI 0.189 0.205 0.241
QQP 0.050 0.063 0.045
text5 0.132 0.167 0.147

text20 0.131 0.08 0.172

Transformer-XL text8 0.149 0.204 0.174
enwik8 0.156 0.102 0.228

LSTM
+Attention

MRPC 0.315 0.786 0.484
QNLI 0.198 0.371 0.210
QQP 0.408 0.352 0.566

LSTM
+CNN

MRPC 0.289 0.383 0.322
QNLI 0.154 0.286 0.173
QQP 0.279 0.161 0.458

Attention
+CTC

TIMIT (PER) 0.332 0.249 0.508
TIMIT (CER) 0.232 0.873 0.361

VGG+
BLSTMP

WSJ (WER) 0.147 0.249 0.184
WSJ (CER) 0.082 0.118 0.077

VGG+
BLSTM

Libri (WER) 0.117 0.257 0.126
Libri (CER) 0.125 0.316 0.148

Transformer WSJ (WER) 0.186 0.276 0.206
Libri (WER) 0.168 0.232 0.102

TCNN MNIST 0.151 0.173 0.161

Resnet-18 CIFAR-10 0.147 0.452 0.174
STL-10 0.413 0.376 0.230

W-ResNet CIFAR-100 0.164 0.433 0.181
Visual Transformer CIFAR-10 0.070 0.075 0.063

VGG SVHN 0.283 0.246 0.307

Resnet-50
I-Net (Top-1) 0.029 0.045 0.032
I-Net (Top-5) 0.098 0.045 0.126

EfficientNet
I-Net (Top-1) 0.099 0.122 0.138
I-Net (Top-5) 0.092 0.089 0.089
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Figure 4.3. Decision boundary along different epochs for test samples.

eright. The white line between red and blue areas indicates the decision boundary. We train a

3-layer fully connected network with 12 units in each layer, for a 2-class spiral data set in R2.

There are 1000 samples for training and 500 samples for test, and we train for 1000 epochs,

yielding a training accuracy of 100% for all loss functions. Test accuracies are squentropy:

99.9%, cross entropy: 99.7%, square loss: 99.8%. Top: squentropy. Middle: cross entropy.

Bottom: square loss. Columns show results after 100, 500, and 1000 epochs, respectively.
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4.3.4 Robustness to initialization

To evaluate the stability of the model trained with the loss functions considered in this

paper, we report the standard deviation of the accuracy/error rate with respect to the randomness

in initialization of weights for NLP, speech, and vision tasks. Standard deviation is over 5

runs with different random initializations; see Table 4.2 for results. The standard derivation

of squentropy is smaller in the majority of the tasks considered, so results are comparatively

insensitive to model initialization.

4.4 Observations

As mentioned previously, we conjecture that the square term of squentropy acts as an

implicit regularizer and in this section we provide some observations in support of this conjecture.

We discuss the decision boundary learnt by a fully-connected network on a 2-class spiral data

problem (the “Swiss roll”) in Section 4.4.1, and remark on the weight norm of the last linear

layer of several networks in Section 4.4.2.

4.4.1 Predicted probabilities and decision boundary

Using a simple synthetic setting, we observe that the decision boundary learned with

squentropy appears to be smoother than that for cross entropy and the square loss. We illustrate

this point with a 2-class classification task with spiral data and a 3-layer fully-connected network

with parameter θ . This setup enables visual observations. Given a sample xxxi ∈ R2 and labels

yi ∈ {1,2}, and the one hot encoding yyyi = [0,1] or yyyi = [1,0], we solve for weights θ to define

functions f1(xxxi) and f2(xxxi) corresponding to the two classes. For any xxxi, we then predict a

probability of xxxi being classified as class 1 as follows: p(xxxi) := e f1(xxxi)/(e f1(xxxi)+e f2(xxxi)). Samples

are assigned to class 1 if fi,1 > fi,2 and to class 2 otherwise. The decision boundary is the set of

points for which {xxx | f1(xxx) = f2(xxx)} or {xxx|p(xxxi) = 1/2}.

We see from Figure 4.3 that the decision boundary obtained with squentropy is smoother
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than those learnt with both cross entropy and square loss. This appears to be true throughout

the training process, on this simple example. Meanwhile, the margin (distance from training

points to the decision boundary) is also larger for squentropy in many regions. Together, the

large margin and smooth decision boundary imply immunity to perturbations and could be one

of the reasons for the improved generalization resulting from the use of squentropy [24].
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Figure 4.4. Weight norm along training.

4.4.2 Weight norm

Neural classifiers trained with cross-entropy loss suffer from overconfidence, causing

miscalibration of the model [41]. Our calibration results in Figure 4.1 and Section C.3 show

evidence of this phenomenon. As can be seen in the confidence histogram of cross entropy —

the (1,2) figure in Figure 4.1 — the average confidence pyi(xxxi) for the predicted label in cross

entropy is close to 1. This fact suggests that the logits fyi(xxxi) of true class are close to ∞, while

the logits of the incorrect classes approach −∞. Such limits are possible only when the weights

of last linear layer have large norm. To quote [89], “cross-entropy loss thus inherently induces

this tendency of weight magnification in neural network optimisation.”
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[41] comment that weight decay, which corresponds to adding a penalty term to the loss

consisting of the sum of squares of the weights, can produce appreciably better calibration while

having a minimal effect on test error; see the rightmost diagram in Figure 2 of [41]. In [89, 79],

the authors point out how focal loss proposed in [77] improves calibration by encouraging the

predicted distribution to have higher entropy, thus implicitly regularizing the weights. Figure C.1

of [89] compares weight norm and final logit values between cross entropy and the focal loss,

showing that the latter are significantly smaller.

We perform a similar experiment, showing in Figure 4.4. We train a Resnet-18 on

CIFAR-10 (calibration error, ECE: Squentropy: 8.9%, cross entropy: 10.0%) and STL-10 (ECE:

Squentropy: 21.2%, cross entropy: 26.1%), a wide Resnet on CIFAR-100 (ECE: Squentropy:

10.9%, cross entropy: 17.9%), and show the norm of the last linear layer’s weights. These are

the same experiments as given in Table 4.1. The weight norm of the final-layer weights for three

examples from Table 4.1 as a function of training steps. We observe that the weight norm for the

model trained with squentropy is much smaller than the norms for the same set of weights in the

model trained with cross entropy, along the whole training process.

4.5 Rescaled squentropy

Consider the following rescaled version of squentropy:

lsqen(xxxi,yi) =− log pi,yi(xxxi)+
α

C−1

C

∑
j=1, j ̸=yi

f j(xxxi)
2, (4.4)

which introduces a positive factor α into the second term of (4.1). Here α = 0 corresponds to

standard cross-entropy loss while α = 1 yields the squentropy loss (4.1). Limited computational

experiments show that α < 1 the squentropy gives even better results for some tasks in Table 4.3,

with significant improvements for such examples as TIMIT (CER), STL-10 and CIFAR-100.

Mostly α = 0.1 for the scaled squentropy results in Table 4.3.
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Table 4.3. Test accuracy/error rate, and scaled sqen is short for rescaled squentropy. CE is short
for cross-entropy.

Task Scaled sqen Squentropy CE Square loss
text5 85.3 85.2 84.5 84.6

text20 81.5 81.2 80.8 80.8
TIMIT(PER) 19.0 19.6 20.0 20.0
TIMIT(CER) 29.6 32.1 33.4 32.5
WSJ(WER) 5.3 5.5 5.3 5.1
WSJ(CER) 2.6 2.9 2.5 2.4

Librispeech(WER) 7.8 7.6 8.2 8.0
Librispeech(CER) 10.0 9.7 10.6 9.7

CIFAR-10 86.0 85.5 84.7 84.6
STL-10 69.5 67.7 68.9 65.4

CIFAR-100 78.7 77.5 76.7 76.5
SVHN 93.8 93.0 93.7 92.5

ImageNet (Resnet-50) 76.2 76.3 76.1 76.2
ImageNet (EfficientNet) 76.5 76.4 77.0 74.6

4.6 Summary, thoughts, future investigations

As with the selection of an optimization procedure, the choice of the loss function

is an ineluctable aspect of training all modern neural networks. Yet the machine learning

community has paid little attention to understanding the properties of loss functions. There is

little justification, theoretical or empirical, for the predominance of cross-entropy loss in practice.

Recent work by Hui & Belkin [51] showed that the square loss, which is universally used in

regression, can perform at least as well as cross entropy in classification. Other works have made

similar observations: [115, 118, 108, 16]. While several alternative loss functions, such as the

focal loss [77], have been considered in the literature with good results, none have been adopted

widely. Even the hinge loss, the former leader in the popularity contest for classification losses,

is barely used outside the context of Support Vector Machines.

In this work we demonstrate that a simple hybrid loss function can achieve better accuracy

and better calibration than the standard cross entropy on a significant majority of a broad range

of classification tasks. Our squentropy loss function has no tunable parameters. Moreover,

most of our experiments were conducted in a true “plug-and-play” setting using the same

algorithmic parameters in the optimization process as for training with the standard cross-

entropy loss. Performance of squentropy can undoubtedly be further improved by tuning the
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optimization parameters. Furthermore, various calibration techniques can potentially be applied

with squentropy in the same way they are used with cross entropy.

Thus, from a practical point of view, squentropy currently appears to be the natural first

choice to train neural models.

By no means does it imply that we know of fundamental reasons or compelling intuition

indicating that squentropy is the last word on the choice of loss functions for classification. One

of the main goals of this work is to encourage both practitioners and theoreticians to investigate

the properties of loss functions, an important but largely overlooked aspect of modern Machine

Learning.
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Chapter 5

Limitation of Neural Collapse on Under-
standing Generalization in Deep Learning

The recent work of [101] presented an intriguing “Neural Collapse” phenomenon, show-

ing a structural property of interpolating classifiers in the late stage of training. This opened a rich

area of exploration studying this phenomenon. Our motivation is to study how far understanding

Neural Collapse can take us in understanding deep learning. First, we investigate its role in

generalization. We refine the Neural Collapse conjecture into two separate conjectures: collapse

on the train set (an optimization property) and collapse on the test distribution (a generalization

property). We find that while Neural Collapse often occurs on the train set, it does not occur on

the test set. We thus conclude that Neural Collapse is primarily an optimization phenomenon,

with as-yet-unclear connections to generalization. Second, we investigate the role of Neural

Collapse in representation learning. We show simple, realistic experiments where more collapse

leads to worse last-layer features, as measured by transfer-performance on a downstream task.

This suggests that Neural Collapse is not always desirable for representation learning, as previ-

ously claimed. Our work thus clarifies the phenomenon of Neural Collapse, via more precise

definitions that motivate controlled experiments.
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5.1 Introduction

In science, and in deep learning, novel empirical observations often catalyze deeper

scientific understanding [69]. When faced with a new or surprising experiment, we can then try

to understand the phenomenon more precisely: How universal is the behavior? In what settings

does it hold? Can we describe it quantitatively?
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Figure 5.1. Failure of Test Collapse.
Neural Collapse for ResNet18 on

CIFAR-10. Collapse appears to occurs
on the train set, but not on test.

What does it teach us more generally? This

overall roadmap for understanding —from observations

to quantitative conjectures & laws— has a long history

of success in the natural sciences, and has also enjoyed

recent successes in deep learning.

The recent “Neural Collapse” work of [101] ini-

tiated another instance of such a research program in un-

derstanding deep learning. Their work presented a new

experimental observation, along with a partial charac-

terization. At a high level, Neural Collapse conjectures

several structural properties of deep neural networks when trained past the point of 0 classifi-

cation error on the train set. Their most relevant conjecture to generalization— is “variability

collapse (NC1).” Variability collapse proposes, informally, that when a deep network is trained

on a k-way classification task, the last-layer representations converge to k discrete points. This

is apriori surprising, since this internal structure is in no way required to achieve low train loss

and high test performance: there exist networks with identical decision boundaries which do

not satisfy collapse. However, our standard training methods (Stochastic Gradient Descent and

variants) on standard architectures and datasets empirically seem to satisfy some form of collapse,

as demonstrated in [101]. This work has since inspired many follow-up works investigating this

phenomenon, both theoretically and empirically.

A motivating factor in this research program is the belief that Neural Collapse is not an
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isolated phenomenon, but rather is deeply connected to other important and unsolved aspects of

deep learning— in particular generalization. The problem of generalization, informally, is the

study of why a model trained on a finite set of samples has good performance on out-of-sample

inputs. Although this is not apriori related to Neural Collapse, the original work proposes

that collapse “confers important benefits, including better generalization performance, better

robustness, and better interpretability.” And it is stated as a hypothesis that “the benefits of the

interpolatory regime of overparametrized networks are directly related to Neural Collapse” [101].

This postulated connection between Neural Collapse and generalization is implicit in many of

the follow-up works as well, and motivates studying collapse as a phenomenon.

However, the nature of the connection between Neural Collapse and generalization

remains muddled. Some works argue they are closely related [101], while others cast some

doubt [23, 146, 4]. There are at least two reasons for this confusion in the literature: First,

it is often not clear whether Neural Collapse refers to a phenomenon on the train set, or on

the test set. The behaviors most relevant to generalization occur on the test set, and yet most

experiments and theorems consider only the train set. Second, the Neural Collapse conjectures

do not precisely specify the role of the sample size, and thus it is not always clear how to connect

to generalization— where sample size is fundamental. This ambiguity is especially problematic

because some natural ways to extend the Neural Collapse conjecture to the test set turn out to be

impossible to satisfy, as we will describe.

Our Contributions.

We clarify ambiguities in the original Neural Collapse (NC) conjectures, which allows

us to investigate which forms of NC are possible to achieve, both in theory and in practice.

Specifically:

1. We propose more precise versions of the Neural Collapse conjectures (“variability col-

lapse”), stating different versions for the train set and the test set, with both “strong” and

“weak” forms. (section 5.2)
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2. We discuss the theoretical feasibility of these different conjectures. As we will see, strong

test collapse is extremely unlikely, while weak test collapse is in principle possible but

does not occur in practice. (section 5.2.1)

3. We empirically confirm the finding of [101], that train-collapse occurs in many realistic

settings. However, we find that test-collapse does not occur. (section 5.3)

4. We show several settings where increasing train-collapse is anti-correlated with test per-

formance, in both on-distribution and transfer-learning settings. This demonstrates that

train-time neural collapse is not always desirable— and indeed, can be counterproductive—

for some kinds of generalization. (section 5.4).

We thus conclude that Neural Collapse is primarily an optimization phenomenon, and its

connections to generalization require further investigation.

5.1.1 Related Works

The Neural Collapse phenomenon was originally presented in [101], and led to a series of

follow-up works investigating and extending it. Many of the subsequent works develop simplified

models in which Neural Collapse on the train set can be theoretically proven and understood.

For example, [27] develops a “layer-peeled” model of training, and explores neural collapse in

class-imbalanced settings. [86] proposes an alternate simplification, an “unconstrained features”

model, in which train collapse also occurs. [22] and [146] also investigate the train collapse

under unconstrained features model. Several works [105, 106, 112, 42] examine the Neural

collapse with the square loss under different settings. Specifically, [105, 106] give theory which

predicts the properties of neural collapse for homogeneous, weight-normalized networks. [112]

proves that quasi-interpolating solutions obtained by gradient descent in the presence of weight

decay have Neural collapse properties. [42] proposes a generic decomposition of the MSE loss

which, under certain assumptions, results in a simplified dynamical description (the “central

path”) which exhibits neural collapse on the train set. [81] extend theoretical analysis of neural
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collapse to the cross-entropy loss (while previous works mainly considered MSE loss). They

prove neural collapse on the train set in the “unconstrained features” setting. [26] reformulate

the last-layers of networks to convex formulations and give an explanation of Neural Collapse

properties. [59, 58] proposes unconstrained layer-peeled model which captures the properties of

Neural Collapse and prove that gradient flow on this model converges to critical points exhibiting

neural collapse in its global minimizer. [140] and [103] observe that fixing the parameters (i.e.

no back-propagation) in the final classifier as a simplex Equiangular Tight Frame (ETF) does not

basically reduce the performance on the test set.

[78] investigate the impact of a margin parameter added to softmax/cosine softmax loss

in the setting of few-shot learning and they show that this margin parameter controls the degree

of NC. They also show that a higher margin parameter (larger intra-class variance) leads to

higher accuracy on the validation set, but lower accuracy on unseen classes at training time.

[38] study NC in the context of meta-learning, and the authors find that higher NC is better.

They add a regularizer to the loss to increase NC appears to improve transfer learning results.

[19] state that supervision collapse is an obstacle to learning good representations for few-shot

learning. The definition of supervision collapse is the representations “represent only an image’s

(training-set) class, and discard information that might help with out-of-distribution classes”,

which is similar with the NC1 (feature collapse) definition. [116] propose a strategy to reduce

NC, and show that doing so improves the performance of deep metric learning. [67] examine a

variety of loss functions and find that loss functions that produce greater NC on the ImageNet

training set sometimes get higher validation accuracy but transfer worse.

However, all the above papers present results for Neural Collapse on the train set, with

an exception of [42], which gives a preliminary experiment on the test set collapse (see Figure

12 on page 20). They observe that “the rate of collapse is much slower on the test data compared

to that on the train data”, which agrees with our observations. [112] has a discussion on neural

collapse and generalization and argues that neural collapse is not related to good generalization

as “Neural Collapse is a property of the dynamics independently of the size of the margin which
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provides an upper bound on the expected error”. However, there has been no in-depth study on

test data collapse and generalization.

One of the few papers focusing on collapse at test time is [35]. Their work focuses on

neural collapse for transfer learning, under a particular assumption: classes in the source and

target tasks are selected randomly from the same class distributions. In contrast to their work,

our transfer-learning experiment does not obey the assumptions on source/target task required by

[35], since we consider a source task which is a “class-superset” of the target task. Another key

difference is that [35] use a notion of “collapse” which only requires collapse to occur in the

limit of infinite train size. However, we consider “collapse” to occur if it occurs at finite train

size. This finite-sample definition follows the original framework of [101], and is essential to a

meaningful definition of collapse. We elaborate on this important point in Section 5.2. At first

glance, the conclusion in the transfer learning setting arrived at by [35] contradicts to ours results.

One reason for this can be the class number in their pretraining is larger than the downstream

tasks, while we are considering a “super-class” setting where the downstream task has finer

labels and larger class number. We pre-train on large datasets while fine-tune on tasks with

limited data. This is a standard transfer learning setting where transfer learning is particularly

useful in practice.

[146] and [87] provide empirical evidence that neural collapse can happen for training

data with random labels. However, the presence of neural collapse on training data cannot indicate

whether the network generalizes or not. [29] points out that negligence of valuable intra-class

semantic difference is the reason for worse transferability of existing supervised pre-training

methods, compared with the powerful transferability of self-supervised pre-training. They

propose a new supervised pre-training method based on Leave-One-Out K-Nearest-Neighbor

to preserve part of intra-class difference, i.e. to have less neural collapse. Extensive empirical

studies show their method leads to better transferring to downstream tasks. Their conclusion

agrees with ours. Inspired by the property of nearest-class center decision rule, [34] proposes

“minimal NCC-depth” to capture the relationship of neural collapse and generalization, as they
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also observe no clear relation between training data collapse and generalization. Note that the

class-distance normalized variance (CNDV) definition used in this paper comes from [34] is

from [35] and it is essentially the same as the definition in [101]. In contrast, our NC1 definitions

explicitly consider the dependency on train set size, which is more precise than the CNDV

definition and the original definition of [101]. Also, we extend the NC1 definition to the test set,

with both “strong” and “weak” forms. For the empirical findings, on the difference between train

set and test set collapse, the observations in Figure 1 of [34] is similar to ours, i.e. test-collapse

seems to occur to a much less extent than train-collapse. Our main contribution is making this

observation mathematically precise, by considering the asymptotic limit as a function of train

samples (which has not been done in prior work as far as we are aware).

5.1.2 Notation

Let X be the input space, and Y be the label space. We consider multi-class classification

problems, where Y = [k] for some k ∈N. Let D be the target distribution over X ×Y . Training

procedures1 are functions which map a train set S ∈ (X ×Y )n and an iteration count t ∈ N and

to a model f . In this work, we will always consider Stochastic-Gradient-Descent (SGD)-based

training procedures, where t is the number of SGD steps. For a fixed train set S of size n, let f t
S

denote the model output by the training procedure after t iterations. So Train : (S, t) 7→ f t
S, where

Train denotes the training procedure. For a given model f t
S, let the last-hidden-layer feature map

be denoted ht
S : X → Rd . This is the feature-map induced by the trained model, as a map from

inputs into Rd .

5.2 Defining Neural Collapse

We first define two kinds of Neural Collapse: on the train set, and on the test set. Our

definitions naturally extend the definitions in [101], but are more precise since we explicitly

1We can consider randomized training procedures by allowing an additional random string as input. We omit
this randomness throughout, for notational clarity.
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include the train/test distinction, and the dependency on training iterations t and train samples n.

This is essential to describe the relevant asymptotic limits in the “collapse”.

Throughout this work, we focus only on the first conjecture from [101]: “NC1 (Vari-

ability Collapse).” NC1 captures the within-class variance and it is the most relevant one to

generalization. Also, the subsequent Simplex ETF conjecture is particularly meaningful only if

NC1 is true, that is features cannot collapse to a simplex ETF if the variability does not “collapse”

at all. When we refer to “neural collapse” in this work, we specifically are referring to “variability

collapse.” We first define collapse on the train set, which follows closely the definition in [101].

Definition 1 (Train-Collapse). For a particular train set S, we say a training procedure T exhibits

Train-Collapse on S if there exists some distinct µ1,µ2, . . . ,µk ∈ RRRd such that

∀(xi,yi) ∈ S : lim
t→∞

ht
S(xi) = µyi

That is, the trained network converges to representations such that all train points of class

k get embedded to a single point µk (called the “class means” in [101]). The conjecture below

then states conditions under which Train-Collapse occurs. This conjecture is meant to capture

the original NC1 conjecture of [101], which was demonstrated empirically across many settings.

Conjecture 1 (Train-Collapse Conjecture, informal). For all train sets S containing at least two

distinct labels, and all training procedures T corresponding to SGD on “natural” sufficiently-deep

and sufficiently-large neural network architectures: T exhibits Train-Collapse on S.

Crucially, we state Conjecture 1 for train sets of all sizes. This dependency on train

set size is implicit, but omitted from [101] — it will become especially important when we

discuss generalization, and this makes the biggest difference from the CDNV definition given by

[35], which assume infinite train size. This behavior is called a “collapse” because regardless

of the train set size, any big-enough network that enables neural collapse converge to this

discrete limiting structure. We replicated this finding in most of our experiments. However, for
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completeness we acknowledge that this conjecture does not hold fully universally, and there are

subtleties in practice2. Nevertheless, we believe the NC1 conjecture captures the right qualitative

behavior in many realistic settings.

We also acknowledge that Conjecture 1, while more precise than the conjectures in

[101], is still not fully formal. For example, it only applies to “natural” architectures and not

all architectures, and does not quantify what “sufficiently large” means. In our experiments, we

also apply weight decay, batch normalization (BN), tune different learning rates for each model.

[111] shows that neural collapse does not necessarily happen when training without weight decay

and without biases. [26] study the connection between NC and BN. Also, [34] shows that depth

also matters for NC to happen. This restriction to “natural” architectures is a known obstacle to

formalism in deep learning theory (e.g. [94]) and is necessary to avoid pathologies such as [1].

Nevertheless, our definitions take a step towards greater formalism, and this precision will be

useful in understanding connections to generalization. Refining our definitions and conjectures

further is an area for future work.

The notion of train-collapse described above (and in [101]) is an optimization notion: it

involves only behavior of a model on its train set, and not behavior at test time. Thus, it is a

priori unclear whether this notion is related to generalization aspects of models. To explore this,

we first extend the definition of Neural Collapse to the test set, and then investigate whether this

test-collapse occurs in practice. The most immediate way to formulate test collapse is to use the

exact same formulation and quantifier on sample size n with Train-Collapse. We call this similar

formulation with Train-Collapse Strong Test-collapse.

Definition 2 (Strong Test-Collapse). A training procedure T exhibits Strong Test-Collapse on

distribution D if for all sample sizes n ∈N, the following holds with probability 1 over sampling

2For example, we found in some settings training variability does not collapse to negligible value, such as
CIFAR-10 and STL-10 dataset with VGG architectures (see Figure 5.3) . In some preliminary experiments we
also found that adding stochasticity (such as dropout noise) often accelerated collapse, which is consistent with the
theoretical model in [101].
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S∼Dn: there exists some distinct µ1,µ2, . . . ,µk ∈ Rd such that

with prob 1 over (x,y)∼D : lim
t→∞

ht
S(x) = µy∗(x)

where y∗(x) := argmax
y

pD(y | x) is the Bayes-optimal classification under distribution D .

Strong Test-Collapse requires that test points x map to their “correct” embedding point

µi, where i is the Bayes-optimal class for x. However, unless n is large enough that we are able

to learn the Bayes-optimal classifier exactly, Strong Test-Collapse will not occur. Since this

natural extension from Train-Collapse is hard to happen, we define a “weak” version of test set

collapse which is likely to happen. It requires only that test points embed as one of k discrete

points µ1,µ2, . . .µk, without requiring that all points of class i map to µi.

Definition 3 (Weak Test-Collapse). A training procedure T exhibits Weak Test-Collapse on

distribution D if for all sample sizes n ∈N, the following holds with probability 1 over sampling

S∼Dn: there exists some distinct µ1,µ2, . . . ,µk ∈ Rd such that

with prob 1 over (x,y)∼D : lim
t→∞

ht
S(x) ∈ {µi}i∈[k]

There are several important differences between the notions of test-collapse and train-

collapse. First, for test-collapse we require that the train set S is not arbitrary, but sampled from

some distribution D . And we check for limiting behavior with respect to new samples from D ,

as opposed to train samples from S. However, both train and test collapse require the collapse to

occur for all finite sample sizes n, letting only time t→ ∞. This is the meaningful asymptotic,

since taking limit of samples n→ ∞ would obscure almost all aspects of learning, which is most

interesting at finite-sample sizes.

With the dependency on train set size, which is crucial when discussing generalization,

our definitions are a natural extension of definitions given in [101] and [35], and they are a step

forward to evaluate the correlation of neural collapse and generalization.
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5.2.1 Remarks on Feasibility

With the above definitions, we can see that strong test-collapse is too strong a property

to apply in realistic settings. We discuss this infeasibility here, and then corroborate this with

experiments in the following section.

Infeasibility of Strong Test-Collapse.

First, note that both train-collapse and test-collapse definitions require that collapse

occurs for all train set sizes n ∈ N. This property is easy to satisfy for train-collapse, but is

an extremely strong property for test-collapse. In particular, the “strong” form of test collapse

(Definition 2) is too strong to hold in practice: it implies that a Bayes-optimal classifier can

be extracted from the trained model features, even if the model is trained on only e.g. n = 10

samples. Even with large but finite n, it’s hard to learn Bayes-optimal classifier exactly (and it

is unlikely to happen in most realistic settings). This is because, according to Definition 2, the

representation must map test inputs to their “correct” cluster, and thus the correct label can be

extracted from the cluster identity.

However, the “weak” form of NC1-test (Definition 3) still has hope of holding, since it

does not imply learning a Bayes-optimal classifier. Nevertheless, note that even the “weak” form

is a fairly strong condition for neural networks: it implies that trained networks (on any size train

set) learn feature-maps h such that the push-forward h∗(D) is a discrete measure. Mapping the

continuous measure D to a discrete measure is a strong property, and one that is unlikely to hold

for standard neural networks.

Feasibility of Weak-Collapse.

While weak-collapse is unlikely to hold for neural networks trained with SGD, the defini-

tion itself is non-vacuous: there exist learning methods which are “reasonable” (asymptotically

consistent) and exhibit weak test-collapse. To see this, consider the following modified training

procedure: first, train a neural network as usual to get a network f : X → Y . Then, construct

another network f ′ such that the last-layer representation of f ′ is a one-hot encoding of the
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classification decision of f . That is, the representation h′(x) ∈ Rk satisfies h′(x) := e⃗ f (x) where

{⃗ei} are standard basis vectors. This can be constructed by, for example, adding post-processing

layers to f . Now, the training procedure which outputs f ′ will satisfy weak test-collapse of

its representations, since its representations are always one of the k standard basis vectors by

construction.

Desirability of Neural Collapse for Generalization.

Armed with these definitions, we can now consider whether train or test collapse are

necessary or sufficient for on-distribution generalization. First, neither train nor test collapse are

strictly necessary for good generalization: As discussed, it is possible to construct models with

identically good generalization performance, but which satisfy neither train nor test collapse.

There are even natural, non-contrived examples of this: models trained for less than one epoch

(the “Ideal World” in the terminology of [95]) will not exhibit train collapse, because they are not

trained to fit their train set. And yet, as demonstrated in [95], they can match the performance

of interpolating models. This “one epoch” regime is also relevant in practice, where models

are trained on massive data sources such as internet scrapes, often for less than one epoch

[8, 109, 66].

Further, neither train collapse (definition 1) nor weak test-collapse (definition 3) are

sufficient for generalization. It is possible to construct models which satisfy train collapse

perfectly, but which are random functions at test time. Likewise, it is possible to construct

models which satisfy weak test-collapse, but have random classification decisions.

Strong test-collapse (definition 2) is sufficient for good test performance, since it implies

that test inputs map to the “correct” cluster in representation-space. However, as we discussed,

strong test-collapse is infeasible, and impossible in practice.
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5.3 Experiments: Train and Test Collapse

Here we complement our theoretical discussion by measuring both train and test collapse

in realistic settings, following the experiments of [101]. We find that train-collapse occurs in

many settings, while test-collapse (both strong and weak) does not. We also show the dependency

on the train set size: larger train sets lead to stronger test collapse, but weaker train collapse.

Note that we say stronger collapse or more collapse when the feature variance is smaller. This

further highlights the importance of distinguishing between the two forms of collapse, since

they can be anti-correlated. Also, stronger train set collapse can lead to worse test performance,

which means that stronger collapse on train set itself is not correlated with better generalization.

5.3.1 Measuring Collapse

It is not possible to measure collapse strictly according to definitions 1 to 3, since they

involve a t → ∞ limit. Instead, we follow exactly the experimental procedure of [101], and

measure approximations which capture the “degree of collapse.” We restate their procedure

here for convenience. Measuring collapse require finding the vectors µ1,µ2, . . .µk ∈ Rd , which

embeddings collapse to. The choice of these vectors depends on the setting, as below.

Train Collapse. For the train set, µi is defined as the train class-means:

µ̂i := E
(x,y)∈S

[hT
S (x) | y = i]

where T is the maximum train time in the experiment. Define the global mean as µ̂ := ∑i µ̂i/|Y |.

Then, the “degree of train collapse” is measured as:

TrainVariance(t) :=
E(x,y)∈S[||ht

S(x)− µ̂y||2]
Ei[||µ̂i− µ̂||2]

Smaller values of this quantity indicate more “collapse.” The numerator here is the “within-class

variance” and it is normalized by the “between-class variance”, in the terminology of [101]. This
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definition follows the experimental measurements in [101].

Strong Test Collapse. For test collapse, µi is defined as the test class-means:

µ i := E
(x,y)∼D

[hT
S (x) | y = i]

The global mean is µ := ∑i µ i/|Y |. Then, the “degree of strong test collapse” is measured as:

StrongTestVariance(t) :=
E(x,y)∼D [||ht

S(x)−µy||2]
Ei[||µ i−µ||2]

Weak Test Collapse. For weak test-collapse (definition 3), we do not require that representations

collapse to their class means, but simply to some µi. Thus, we define {µ̃i} as the result of k-means

clustering on the following set of vectors: {hT
S (x)}x∈TestSet. The global mean is µ̃ := ∑i µ̃i/|Y |.

And the “degree of weak test collapse” is measured as:

WeakTestVariance(t) :=

E(x,y)∼D [ argmin
i∈[k]

||ht
S(x)− µ̃i||2]

Ei[||µ̃i− µ̃||2]

5.3.2 Experimental Results

Setup. We consider image classification tasks with MNIST, FashionMNIST, CIFAR-10,

SVHN and STL-10 datasets. We train Resnet, DenseNet and VGG networks with stochastic

gradient descent (SGD) to minimize the cross-entropy loss. All tasks were trained on a single

GPU with batch size 128 and 80000 SGD iterations. See Appendix D.1 for more details and

references about the datasets, architectures and training mechanisms.

In the following of this section we show that the test collapse does not occur with

experiments on a wide range of datasets and model architecture combinations. We show that

train collapse and test collapse can be anti-correlated and more train collapse can lead to worse

test performance. Considering the dependency on train set size is fundamental to generalization.
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Failure of Test Collapse.
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Figure 5.2. Neural Collapse on
CIFAR-10. Collapse occurs on the

train set, but not on the test set
(neither Strong nor Weak).

In figure 5.2, we train a single model (ResNet-18

on CIFAR-10) and measure TrainVariance, WeakTest-

Variance, and StrongTestVariance as a function of train

time t. That is, we measure the degree of train and

test collapse over increasing time. We see that train

collapse appears to occur, while test variance does not

decrease to negligible value. In particular, there is a

“generalization gap” in the Train vs. Test Variances: the

TrainVariance appears to converge to 0 as t→ ∞, while

TestVariance (both weak and strong) do not. For the

remainder of the experimental results, we plot only “strong” test collapse, since we generally

observe that both strong and weak collapse have similar behavior.

In figure 5.3, we train different models on various datasets and measure TrainVariance

and StrongTestVariance as a function of train time t. We train all models to get 0 training error

and continue training to achieve close to 0 training loss3. We see Strong Test-Collapse does

not occur on all settings, and has a large gap with Train Collapse. Again, the results show that

Neural Collapse is mainly an optimization phenomenon and not a generalization one: test set

does not collapse to negligible value in any setting, together with our theoretical argument of

infeasibility of Strong Test-Collapse in 5.2.1, we claim a failure of test collapse.

The numbers up the dots are corresponding test accuracy of different train set size (N).

We observe that train and test collapse are anti-correlated and small train variance has worse test

accuracy. That is neural collapse can hurt generalization. Left of Figure 5.4 is ResNet18 trained

on subsets of CIFAR-10. Right of Figure 5.4 is for VGG11 trained on subsets of FashionMNIST.

3We use “close to 0” to mean when the loss is below 10−5.
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Train vs. Test Anti-Correlation.

In figure 5.4 we train a ResNet18 on CIFAR-10, and vary the size of the train set from

N = 12500,25000,30000,40000 to N = 50000. We also report results on training a VGG11

network with batch normalization on different subsets of FashionMNIST. For each train set size

N, we have 5 runs with different random seeds (the subset of each run is different because of

random selection), and report the average of the variance and plot the error bar.

We train all models past the point of 0 training loss and stop training when the training

loss decreases to 10−6 in each run. figure 5.4 plots the train collapse (TrainVariance) compared

to the test collapse (StrongTestVaraince) at the end of training, for different train set sizes. We

also report the corresponding test accuracy right up the dots in figure 5.4. We find that as the train

set size increases, the train variation increases (less train collapse), however, the test accuracy

gets higher and the test variation decreases (more test collapse). This illustrates that test and

train collapse are not always correlated, and thus it is important to distinguish between the two:

“better” optimization behavior (train set collapse) accompanies worse generalization behavior.

Also, by considering the dependency on train set size, we see that stronger train set collapse itself

does not imply good generalization. If you look at the train variance in x-axis and the accuracies

up in the dots in Figure 5.4, it shown that solutions that does not exhibit train collapse (larger

train variance) actually have good generalization (better test accuracy). Also, this observation

matches the claim in [95] which say “1-epoch” CIFAR models have similar performance as

multi-epoch models but the “1-epoch” models do not exhibit train collapse.

One limitation of this experiment is that we evaluate collapse at finite train time, and not

at t = ∞. Indeed, at t = ∞ we expect the train variation to be identically 0 for all data sizes (by

the definition of collapse), but the test variation to decay with larger data sizes. This situation is

analogous to measuring train/test error itself for overparameterized models: for large enough

models, train error will always be 0, but test error will decay with the data size. This experiment

thus highlights the importance of measuring both train & test quantities, and the subtlety involved

in measuring collapse at finite time.
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We also acknowledge that in this experiment, increasing the size of the train set is

correlated with both better test collapse, and better generalization. However, we caution that

this should not be seen as evidence that test collapse is mechanistically related to generalization.

First, because the test variance does not truly “collapse”, it just reduces, as already discussed.

And second, because this reduction in test variance is in some sense necessary for any model with

improved test error— since high test variance would produce noisy classification decisions. Thus,

the correlation of test variance and generalization in this experiment should not be surprising.

We are cautious to make the claim on the correlation of test set collapse and generalization, and

we think this needs more careful study. We think it’s better to leave this question in a separate

work, as this work mainly focuses on the correlation of train set collapse and generalization and

most previous works on neural collapse focus on the train set.

5.4 Collapsed Features Transfer Worse

In the previous section, we showed that train-time collapse can be anti-correlated with

generalization performance, when measuring generalization on-distribution. We now explore

generalization on other distributions, by considering transfer learning. We consider the standard

transfer-learning setting, where models are usually pre-trained on massive datasets and then

fine-tuned for tasks on small datasets. Now we investigate generalization on downstream tasks,

to understand the role of Neural Collapse in transfer-learning and representation learning.

5.4.1 Test Collapse implies Bad Representations

We first observe that, using our definition of test collapse, a model which has fully

test-collapsed will have representations that are bad for most downstream tasks. To see this,

consider the following example. Suppose we have a distribution D with ten types of images (as

in CIFAR-10), but we group them into two superclasses, such as “animals” and “objects.” We

then train a classifier on this binary problem (e.g. CIFAR-10 images with these binary labels).

Let the feature map of the fully-trained model (that is, the limiting model as t→ ∞) be denoted
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h. If this model exhibits even weak test collapse, then there exist vectors {µ1,µ2} such that the

representations satisfy:

Pr
x∼D

[h(x) ∈ {µ1,µ2}] = 1. (5.1)

That is, the representations will by definition “collapse”: every input x∼D will map to exactly

one of two points µ1,µ2. This property is clearly undesirable for representation learning. For

example, suppose we use these representations for learning on a related task: the original 10-way

classification problem. It is clear that no classifier using the fixed representations (linear probing

scheme) from h can achieve more than 20% test accuracy on the original 10-way task: each

group of 5 classes will collapse to a single point after passing through h (by equation (5.1)), and

will become impossible to disambiguate among these 5 classes. This example is formalized in

the lemma below.

Lemma 5. Let (x,y)∼D be any target distribution defining a balanced 2k-wise classification

task. Let D2 be the pretraining distribution, defined by super-classing D into a balanced binary

classification task. That is, the distribution of D2 is given by (x,F(y)) for (x,y)∼D and some

balanced partition F : [2k]→{0,1}.

Now let h : X → Rd be pretrained representations that are fully test-collapsed with

respect to D2, with WeakTestVariance exactly 0.

Then, all classifiers that input only representations h(x) have test accuracy at most 1/k

on D . Formally, for all functions f : Rd →{0,1, ..,2k−1}, the test accuracy

Pr
(x,y)∼D

[ f (h(x)) = y]≤ 1
k
.

As Weak Test-collapse is a weaker condition than Strong Test-collapse, Lemma 5 also

holds for Strong Test-Collapse. The proof of Lemma 5 is straightfoward, and included for

completeness in Appendix D.3. In our experimental results below, we show the variance of

Strong Test-collapse. Even if we do not fix the pre-trained representations and fine-tune all the
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parameters (fine-tuning scheme), as shown in our experimental results 5.4.2, fully collapsed

features (less within-class variance) lead to worse down-stream task performance. The results

in [29] show similar observations with ours and their proposed method to enlarge within-class

variance actually improves test performance. This shows that test collapse is undesirable for

even an extremely simple transfer learning task (where we transfer to the same distribution, with

finer label structure). In the following sections, we will demonstrate this result experimentally,

even for classifiers which have not fully collapsed.
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Figure 5.5. Collapsed Features Transfer Worse.

We save different checkpoints during pre-training, and use them to initialize the down-

stream models. We fine-tune all the parameters of the model. In Figure 5.5 the x-axis shows the

StrongTestVariance of those checkpoints on the pre-training test set, and y-axis shows the test

accuracy after fine-tuning on downstream tasks. We find that stronger test collapse (i.e. lower

variance) is correlated with lower downstream test accuracy. Left of Figure 5.5 is for MNIST

with a 3 hidden layer fully-connected network. Right of of Figure 5.5 is for CIFAR-10 with a

standard Resnet18.

5.4.2 Experiments

There are many relevant settings in transfer learning, especially in practice. For example,

in practice, we often pre-train on a “generic” task with massive datasets, and then fine-tune on a
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specific task with limited data. This specific task may involve finer-grained labels than the generic

task, which parallels our experimental setup. We train a 3 hidden layer fully-connected networks

with 1024 units per layer on MNIST, and a standard Resnet18 on CIFAR-10. For pre-training, we

use a subset of the train set and perform 2-class classification (via super-classing). For fine-tuning,

we use the weights pre-trained as initialization of the weights other than the last classification

layer, and do standard (10-class for MNIST, and 8-class for CIFAR-10) classification with a

much smaller held-out subset. We do not report results with linear probing, as it gives much

worse transfer-performance than fine-tuning scheme. See more details in Appendix D.2.

Here we show transfer learning results on MNIST and CIFAR-10. To see the correlation

between neural collapse (on test set) and generalization, we plot the degree of test set collapse

during pre-training and test performance in down-stream tasks. We report the average of 5

runs with different random seeds, and give the error bars, as illustrated in figure 5.5. We see

that for both MNIST and CIFAR-10, the checkpoints with more Test Collapse gives worse

transfer-performance on downstream tasks. That is, in these settings more Test Collapse actually

leads to learning worse features. This demonstrates that neural collapse does not always lead to

good representation learning— when the class number in pre-training is less than the number of

downstream tasks. collapse actually harms representation quality.

5.5 Conclusion

We show that Neural Collapse is primarily an optimization phenomenon, and does not

always correlate with better generalization. We propose more precise definitions— “strong” and

“weak” Neural Collapse for both the train set and the test set— which disentangle generalization

and optimization behaviors. We believe these more precise definitions aid in clarifying the

literature around neural collapse, and will help guide further study. By investigating the train

and test collapse on various dataset and architectures, we show that while train collapse reliably

occurs in many settings, test collapse does not. Our theoretical formulations and empirical
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observations suggest that while neural collapse continues to be an intriguing phenomenon and a

promising optimization research program, its relevance to generalization requires further study.
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Chapter 6

Kernel Machines in Speech Enhancement

We apply a fast kernel method for mask-based single-channel speech enhancement.

Specifically, our method solves a kernel regression problem associated to a non-smooth kernel

function (exponential power kernel) with a highly efficient iterative method (EigenPro). Due to

the simplicity of this method, its hyper-parameters such as kernel bandwidth can be automatically

and efficiently selected using line search with subsamples of training data. We observe an

empirical correlation between the regression loss (mean square error) and regular metrics for

speech enhancement. This observation justifies our training target and motivates us to achieve

lower regression loss by training separate kernel model per frequency subband. We compare

our method with the state-of-the-art deep neural networks on mask-based HINT and TIMIT.

Experimental results show that our kernel method consistently outperforms deep neural networks

while requiring less training time.

6.1 Introduction

Speech enhancement aims at reducing noise from speech and the challenging problem

of this task has received significant attention in research and applications. In recent years the

dominant methodology for addressing single-channel speech enhancement has been based on

neural networks of different architectures [128, 144]. Deep Neural Networks (DNNs) present an

attractive learning paradigm due to their empirical success on a range of problems and efficient
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optimization.

In this paper, we demonstrate that modern large-scale kernel machines are a powerful

alternative to DNNs, capable of matching and surpassing their performance while utilizing less

computational resources in training. Specifically, we take the approach to speech enhancement

based on the Ideal Binary Mask (IBM) and Ideal Ratio Mask (IRM) methodology. The first

application of DNNs to this problem was presented in [131], which used a DNN-SVM (support

vector machine) system to solve the classification problem corresponding to estimating the

IBM. [130] compared different training targets including IRM. [139] proposed a regression-

based approach to estimate speech log power spectrum. Recently, [132] applies recurrent

neural networks to similar mask-based tasks and [99] applies convolutional networks to the

spectrum-based tasks.

Kernel-based shallow models (which can be interpreted as two-layer neural networks

with a fixed first layer), were also proposed to deal with speech tasks. In particular, [50] gave

a kernel ridge regression method, which matched DNN on TIMIT. Inspired by this work, [9]

applied an efficient one-vs-one kernel ridge regression for speech recognition. [82] developed

kernel acoustic models for speech recognition.

Notably, these approaches require large computational resources to achieve performance

comparable to neural networks.

In our opinion, the computational cost of scaling to larger data has been a major factor

limiting the success of these methods. In this work we apply a recently developed highly

efficient kernel optimization method EigenPro [83], which allows kernel machines to handle

large datasets.

We conduct experiments on standard datasets using mask-based training target. Our

results show that, with EigenPro iteration, kernel methods can consistently outperform the

performance of DNN in terms of the target mean square error (MSE) as well as the commonly

used speech quality evaluation metrics including perceptual evaluation of speech quality (PESQ)

and short-time objective intelligibility (STOI).
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Figure 6.1. Kernel-based speech enhancement framework

The contributions of our paper are as follows:

1. Using modern kernel algorithms we show performance on mask-based speech enhancement

surpassing that of neural networks and requiring less training time.

2. To achieve the best performance, we use exponential power kernel, which, to the best of

our knowledge, has not been used for regression or classification tasks.

3. The simplicity of our approach allows us to develop a nearly automatic hyper-parameter

selection procedure based on target speech frequency channels.

The rest of the paper is organized as follows. Section 6.2 introduces our proposed kernel-

based speech enhancement system: kernel machines, exponential power kernel, automatic hyper-

parameter selection for subband adaptive kernels. Experimental results and time complexity

comparisons are discussed in Section 6.3. Section 6.4 gives the conclusion.

6.2 Kernel-Based Speech Enhancement

6.2.1 Kernel Machines

The standard kernel methods for classification/regression denote a function f that mini-

mizes the discrepancy between f (xxx j) and y j, given labeled samples (xxx j,y j) j=1,...,n where xxx j ∈Rd

is a feature vector and y j ∈ R is its label.

Specifically, the space of f is a Reproducing Kernel Hilbert Space H associated to a

positive-definite kernel function k : Rd×Rd → R. We typically seek a function f ∗ ∈H for the
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following optimization problem:

f ⋆ = argmin f (xxx j) = y j, j = 1,2, ...,n∥ f∥H , (6.1)

According to the Representer Theorem [120], f ∗ has the form

f (xxx) =
n

∑
j=1

α jk(xxx,xxx j), (6.2)

To compute f ∗ is equivalent to solve the linear system,

Kααα = (y1, · · · ,yn)
T , (6.3)

where the kernel matrix K has entry [K]i j = k(xxxi,xxx j) and ααα ≜ (α1, · · · ,αn)
T is the representation

of f under basis {k(·,xxx1), · · · ,k(·,xxxn)}.

6.2.2 Exponential Power Kernel

We use an exponential power kernel of the form

kγ,σ (xxx,zzz) = exp(−∥xxx− zzz∥γ

σ
) (6.4)

for our kernel machine, where σ is the kernel bandwidth and γ is often called shape parameter.

[37] shows that the exponential power kernel is pos-

itive definite, hence a valid reproducing kernel. This kernel

also covers a large family of reproducing kernels including

Gaussian kernel (γ = 2) and Laplacian kernel (γ = 1).

We observe that in many noise settings of speech

enhancement, the best performance is achieved using this

kernel with shape parameter γ ≤ 1, which is highly non-
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smooth. In the right side figure, we plot this kernel function with parameters that we use in our

experiments. We have not seen any application of this kernel (with γ < 1) in supervised learning

literature.

6.2.3 Automatic Subbands Adaptive Kernels

Algorithm 1. Automatic hyper-parameter selection1

Input: DDDtrain,DDDval: training and validation data, Γ: a set of γ for the exponential power kernel,
σl,σh: smallest and largest bandwidth
Output: selected kernel parameters γopt ,sopt for Dtrain
procedure autotune(DDDtrain,DDDval,Γ,σl,σh)

define subprocedure cross-validate(γ,σ) as: train one kernel model with kγ,σ on DDDtrain
using EigenPro iteration, return its loss on Dval .

for γ in Γ do
σγ = search(cross-validate(γ, ·),σl,σh)

γopt ,σopt ← argminγ∈Γ,σγ
cross-validate(γ,σγ)

return γopt ,σopt

procedure search( f ,σl,σh)
if (σh−σl ≤ 2) then

return σl
select σm1,σm2 ∈ (σl,σh)
compute f (σl), f (σm1), f (σm2), f (σh)
min{ f (σl), f (σm1), f (σm2), f (σh)} f (σl): return search( f ,σl,σm1) f (σm1): return

search( f ,σl,σm2) f (σm2): return search( f ,σm1,σh) f (σh): return search( f ,σm2,σh)

As empirically shown in Section 6.3.3, we see that models with lower MSE at every

frequency channel consistently outperform other models in STOI. This motivates us to achieve

lower MSE for all frequency channels by tuning kernel parameters for each of them. In practice,

we split the band of frequency channels into several blocks , which we call subbands.

We propose a simple kernel-based framework as depicted in Fig. 6.1 to achieve automatic

parameter selection and fast training for each subband. For i-th subband, the framework learns

one model f (i) related to an exponential power kernel k(i) with parameters automatically tuned

1We apply memoization technique for computing cross-validate(·, ·). We first attempt to set σm1, σm2 as a value
that is already used in (σl ,σh), then we choose them to split (σl ,σh) into three parts as equal as possible.
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Table 6.1. Kernel & DNN on TIMIT: (MSE: lowest is best, STOI and PESQ: highest is best.
Best results bolded.)

Noise
Metrics

5 dB 0 dB -5 dB
Type Kernel DNN Noisy Kernel DNN Noisy Kernel DNN Noisy

Engine
MSE (·10−2) 1.10 1.41 - 1.34 1.86 - 1.17 1.82 -
STOI 0.91 0.90 0.80 0.86 0.85 0.68 0.80 0.77 0.57
PESQ 2.77 2.77 1.97 2.51 2.45 1.66 2.19 2.16 1.41

Babble
MSE (·10−2) 3.34 3.49 - 4.18 4.37 - 4.94 5.43 -
STOI 0.86 0.86 0.77 0.77 0.77 0.66 0.64 0.64 0.55
PESQ 2.54 2.52 2.08 2.12 2.10 1.73 1.70 1.61 1.42

SSN
MSE (·10−2) 1.35 1.53 - 1.48 1.67 - 1.60 1.76 -
STOI 0.88 0.88 0.81 0.82 0.82 0.69 0.74 0.74 0.57
PESQ 2.68 2.66 2.05 2.36 2.32 1.75 2.03 2.00 1.48

Oproom
MSE (·10−2) 1.44 1.85 - 1.34 1.86 - 1.17 1.82 -
STOI 0.88 0.88 0.79 0.84 0.83 0.70 0.79 0.76 0.59
PESQ 2.80 2.79 2.16 2.50 2.47 1.78 2.23 2.12 1.40

Factory1
MSE (·10−2) 2.51 2.53 - 2.52 2.55 - 2.71 2.77 -
STOI 0.86 0.86 0.77 0.78 0.79 0.65 0.68 0.68 0.54
PESQ 2.56 2.51 1.99 2.20 2.23 1.62 1.79 1.77 1.29

for this subband,

f (i)(xxx) =
n

∑
j=1

α
(i)
j k(i)(xxx,xxx j). (6.5)

Our framework starts by splitting the training targets Ytrain into subband targets Y (1), · · · ,Y (b).

For training data related to the i-th subband (Xtrain,Y (i)), we perform fast and automatic kernel

parameter selection using autotune (Algorithm 1) on its subsamples, which selects one exponen-

tial power kernel k(i) for this subband. We then train a kernel model on (Xtrain,Y (i)) with kernel

k(i) using EigenPro iteration proposed in [83]. It learns an approximate solution α(i) (or f (i)) for

the optimization problem (6.1). Our final kernel machine is then formed by { f (1), · · · , f (b)}.

For any unseen data xxx, our kernel machine first computes estimated mask f (i)(xxx) for each

subband. Then it combines the results of { f (1)(xxx), · · · , f (b)(xxx)} to obtain the estimated mask for

all frequency channels. Applying this mask to the noisy speech produces the estimated clean

speech.
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6.3 Experimental Results

We use kernel machines with 4 subbands (block of frequencies) for speech enhancement.

For fair comparison, we train both kernel machines and DNNs from scratch using the same

features and targets. We halt the training for any model when error on validation set stops

decreasing. Experiments are run on a server with 128GB main memory, two Intel Xeon(R)

E5-2620 CPUs, and one GTX Titan Xp (Pascal) GPU.

6.3.1 Regression Task

We compare kernel machines and DNNs on a speech enhancement task described in [130]

which is based on TIMIT corpus [36] and uses real-valued masks (IRM). We follow the descrip-

tion in [130] for data preprocessing and DNN construction/training. We consider five background

noises: SSN, babble, a factory noise (factory1), a destroyer engine room (engine), and an oper-

ation room noise (oproom). Every noise is mixed to speech at −5,0,5dB Signal-Noise-Ratio

(SNR).

Table 6.1 reports the MSE, STOI, and PESQ on test set for kernel machines and DNNs.

We also present the STOI and PESQ of the noisy speech without enhancement. For all noise

settings, we see that kernel machines consistently produce better MSE, in many cases significantly

lower than that from DNNs, which is also the training objective for both models. We also see

that STOI and PESQ of kernel machines are consistently better than or comparable to that from

DNNs with only one exception (Factory1 0dB).

6.3.2 Classification Task

We train kernel machines and DNNs for a speech enhancement task in [47] which is

based on HINT dataset and adopts binary masks (IBM) as targets. We follow the same procedure

described in [47] to preprocess the data and construct/train DNNs. Specifically, we use two

background noises, SSN and multi-talker babble. SSN is mixed to speech at -2, -5, -8dB SNR,
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and babble is mixed to speech at 0,−2,−5dB SNR. As our kernel machine is designed for

regression task, we use a threshold 0.5 to map its real-value prediction to binary target {0,1}.

Table 6.2. Kernel & DNN on HINT

Metrics Model
Babble SSN

0dB -2dB -5dB -2dB -5dB -8dB

Acc
DNN 0.90 0.91 0.90 0.91 0.91 0.92
Kernel 0.92 0.92 0.91 0.92 0.90 0.89

STOI
DNN 0.83 0.80 0.76 0.79 0.76 0.74
Kernel 0.86 0.83 0.78 0.81 0.75 0.71

In Table 6.2, we compare the classification accuracy (Acc) and STOI of kernel machine

and DNNs under different noise settings. We see that our kernel machines outperform DNNs on

noise settings with babble and perform worse than DNN on noise settings with SSN. In all, the

proposed kernel machines match the performance of DNNs on this classification task.

6.3.3 Single Kernel and Subband Adaptive Kernels

We start by analyzing the performance of kernel machines that use a single kernel for

all frequency channels on the regression task in Section 6.3.1. The training of such kernel

machine (1 subband) is significantly faster than that of our default kernel machine (4 subbands).

Remarkably, its performance is also quite competitive. It consistently outperforms DNNs in

MSE in all noise settings. In 8 out of 15 noise settings, it produces STOI the same as that from

the kernel machine with 4 subbands (it also produces nearly same PESQ).

Table 6.3. Comparison of kernel machines with 1 subband and 4 subbands

Noise
setting Metrics

Kernel
(1 subband)

Kernel
(4 subbands) DNN

SSN
0dB

MSE 1.60 1.48 1.67
STOI 0.81 0.82 0.82
PESQ 2.35 2.36 2.32

SSN
-5dB

MSE 1.67 1.60 1.76
STOI 0.73 0.74 0.74
PESQ 2.01 2.03 2.00

Factory1
-5dB

MSE 2.76 2.71 2.77
STOI 0.67 0.68 0.68
PESQ 1.78 1.79 1.77
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However, in other noise settings, kernel (1 subband) has smaller training loss (MSE) than

DNNs, but no better STOI (we show three cases in Table 6.3) [76, 143]. To improve desired

metrics (STOI/PESQ), we first compare the MSE of every frequency channel of DNNs and

kernel machines.

Figure 6.2. MSE along per frequency channel

As shown in the right figure of Fig. 6.2, which is for engine -5dB, for cases that kernels

have much smaller overall MSE and smaller MSE on each frequency channel, kernels also

achieve better STOI. For cases like SSN 0dB, as shown in the left figure of Fig. 6.2, even though

single kernel (1 subband) has smaller overall MSE, its STOI is not as good as DNNs. Multiple

kernels (4 subbands) decrease MSE further and also achieve better STOI. This shows that having

smaller MSE along all frequency channels leads to better STOI. This reveals a correlation

between MSE and STOI/PESQ associated with frequency channels.

6.3.4 Time Complexity

Table 6.4. Running time/epochs of Kernel & DNN

Dataset
Time (minutes) Epochs
Kernel

DNN Kernel DNN
1 subband 4 subbands

HINT 0.8 3.2 6.6 10 50
TIMIT 18 65 124 5 93

In Table 6.4, we compare the training time of DNNs and kernel machine on both HINT
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and TIMIT. Note that the training of kernel machines in all experiments typically completes

in no more than 10 epochs, significantly less than the number of epochs required for DNNs.

Furthermore, the training time of kernel machines is also less than that of DNNs. Notably,

training kernel machine with 1 subband takes much less time than DNNs.

6.4 Conclusion and Discussion

In this paper, we have shown that kernel machines using exponential power kernels show

strong performance on speech enhancement problems. Notably, our method needs no parameter

tuning for optimization and employs nearly automatic tuning for kernel hyper-parameter selection.

Moreover, we show that the training time and computational requirement of our method are

comparable or less than those needed to train neural networks. We expect that this highly efficient

kernel method will be useful for other problems in speech and signal processing.
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Chapter 7

Conclusion

Training objective is one key component in machine learning systems. The primary

objective of machine learning is to optimize the model’s parameters to minimize the loss function.

The loss function quantifies the discrepancy between the predicted outputs of the model and the

true targets. By minimizing the loss function, the model learns to make more accurate predictions

and improve its performance. During the training phase, the loss function guides the learning

process by measuring the model’s performance. By backpropagating the gradients of the loss

function, the model’s parameters are updated through techniques like gradient descent. The loss

function acts as a feedback signal, indicating how the model should adjust its internal parameters

to reduce prediction errors.

In terms of evaluation and comparison, the loss function provides a quantitative measure

of how well the model is performing. It allows for the comparison of different models or

variations of a model by assessing their respective loss values. Models with lower loss values

generally indicate better performance. Thus, the choice of an appropriate loss function is critical

for evaluating and selecting the most suitable model for a given task. The loss function also

provides feedback on model performance, helping identify areas where the model struggles

or makes frequent errors. By analyzing the loss function and its gradients, researchers and

practitioners can gain insights into the model’s weaknesses and make targeted improvements,

such as adjusting the architecture, modifying the training process, or collecting additional data.
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In summary, the loss function is a fundamental component of machine learning systems.

It drives the optimization process, guides the learning of the model, enables evaluation and

comparison, supports regularization, aligns with task-specific objectives, and provides feedback

for continuous model improvement.

Other than the training objective, model selection is another important component of

machine learning systems, and understanding kernel machines is important for understanding

deep models. Kernel machines, such as support vector machines (SVMs) with nonlinear kernels,

allow for nonlinear transformations of the input data. Deep models also incorporate nonlinear

transformations through activation functions. Understanding kernel machines helps grasp the

concept of mapping data to higher-dimensional feature spaces, which is a fundamental aspect of

deep models.

Kernel machines offer flexibility in capturing complex patterns and relationships in the

data. Deep models, with their multiple layers and non-linear activations, are designed to learn

hierarchical representations of data. Understanding kernel machines helps appreciate the ability

of deep models to learn intricate structures and extract high-level features from raw data.

Kernel machines provide interpretable representations through support vectors, which

are data points influencing the decision boundary. Deep models, while not as interpretable, can

learn high-level representations that capture important patterns in the data. Understanding kernel

machines helps grasp the notion of learning meaningful representations, which is a central aspect

of deep models.

In summary, understanding kernel machines is valuable in understanding deep models

as it provides insights into nonlinear transformations, flexibility in capturing complex patterns,

regularization strategies, interpretable representations, architectural choices, and model selection.

It enhances the overall comprehension of how deep models operate and can aid in effectively

designing and analyzing deep learning architectures.
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7.1 Contributions

In this thesis we give several surprising empirical phenomenon in deep learning and

kernel machines. First, in [51] we do a systematic evaluation of the square loss on training

modern deep classifiers and find that the square loss actually gives even better results than the

widely used cross-entropy loss in the majority of our experiments. We also provide precise

asymptotics of the rescaled square loss in multi-class classification.

Secondly, we propose a new loss function, which we call squentropy for multi-class

classification [53]. With a wide range of experiments across NLP, speech, vision and also 121

tabular datasets, we show that the proposed squentropy loss gives better generalization and also

significantly better calibration results.

The neural collapse phenomenon proposed in [101] leads to a hot research area and we

also dive into it, specifically we investigate the correlation of neural collapse to generalization

[52]. We provide precise definitions of training set collapse and test set collapse with both a

strong and a weak version. More importantly, we show that more neural collapse does not always

give better generalization in both on-distribution setting and also transfer learning setting. The

conclusion is keeping some variance in the features learnt by the neural networks actually gives

best test performance.

Finally, we introduce the work on kernel machines [54], where we show kernel machines

with exponential power kernel and fast iteration method can achieve better test performance

in speech enhancement tasks. Also, kernel machines require less computation resources and

consume less time in training.

We believe our plenty empirical results would provide evidence for the effectiveness of

the square loss and squentropy loss in classification. Also for the relation of neural collapse to

generalization and the kernel machines in applications. Meanwhile, the empirical protocols and

methodology used in those projects can also be applied to many other empirical works.
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7.2 Future work

The training objective and also the model selection are fundamental questions in machine

learning, and there are many interesting directions that can be done in those directions for future

work.

In theory, it is important to comprehend the underlying reasons behind the improved

generalization and calibration results achieved by squentropy. Several conjectures have been

proposed in [53] to shed light on this matter, such as the presence of a smoother decision

boundary with a wider margin and a reduction in weight norm. However, there is a lack of

rigorous theoretical analysis to support these ideas. Furthermore, the correlation between neural

collapse and generalization is primarily confirmed through experiments [52], and in depth

theoretical analysis in this aspect is in need as well.

In practice, there is a desire to integrate squentropy into commonly used toolkits like

PyTorch and scikit-learn. This integration would facilitate the adoption and implementation of

squentropy, making it more accessible for individuals to experiment with.
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Appendix A

A.1 Datasets and tasks

Below we provide a summary of datasets used in the experiments.

NLP tasks

• MRPC (Microsoft Research Paraphrase Corpus) [20] is a corpus of sentence pairs extracted

from online news sources. Human annotation indicates whether the sentences in the pair

are semantically equivalent. We report accuracy and F1 score.

• SST-2 (The Stanford Sentiment Treebank) [121] is a task to determine the sentiment of a

given sentence. This corpus contains sentences from movie reviews and their sentiment

given by human annotations. We use only sentence-level labels, and predict positive or

negative sentiment.

• QNLI is a converted dataset from the Stanford Question Answering Dataset [110] which

consists of question-paragraph pairs. As in [127], this task is to predict whether the context

sentence selected from the paragraph contains the answer to the question.

• QQP (Quora Question Pairs dataset) [55] contains question pairs from the question-

answering website Quora. Similar to MRPC, this task is to determine whether a pair of

questions are semantically equivalent. We report accuracy and F1 score.
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• text-c5 categorizes research papers to the most suitable conference. The dataset consists

of 2507 short research paper titles, largely technology related and there are 5 categorizes.

• text-c20 is the stack-overflow-data which can be found at https://www.kaggle.com/

stackoverflow/stackoverflow. It is a 20-class classification task, which classifies stack

overflow questions into one of the 20 tags.

• text8 [91] originally is a language modeling task. We consider it as a classification task

with the goal to classify each token of the input sentence into one of the 27 different

characters.

• enwik8 [91] is also interpreted as a classification task.

ASR tasks

• TIMIT [36] consists of speech from American English speakers, along with the corre-

sponding phonemical and lexical transcription. It is widely used for acoustic-phonetic

classification and ASR tasks. Its training set, validation set and test set are 3.2 hours, 0.15

hours, 0.15 hours long, respectively.

• WSJ (Wall Street Journal corpus) [102] contains read articles from the Wall Street Journal

newspaper. Its training, validation and test set are 80 hours, 1.1 hours and 0.7 hours long,

respectively.

• Librispeech [98] is a large-scale (1000 hours in total) corpus of 16 kHz English speech

derived from audiobooks. We choose the subset train-clean-100 (100 hours) as our training

data, dev-clean (2.8 hours) as our validation set and test-clean (2.8 hours) as our test set.

Vision tasks

• MNIST [72] contains 60,000 training images and 10,000 testing 28×28 pixel images of

hand-written digits. It is a 10-class image classification task.
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• CIFAR-10 [68] consists of 50,000 32× 32 pixel training images and 10,000 32× 32

pixel test images in 10 different classes. It is a balanced dataset with 6,000 images of each

class.

• ImageNet [117] is an image dataset with 1000 classes, and about 1.28 million images as

training set. The sizes of its validation and test set are 50,000 and 10,000, respectively.

All images we use are in 224×224 pixels.

A.2 Hyper-parameter settings

We give the implementation toolkits and specific hyper-parameter settings to help repro-

duce our results, and list the epochs needed for training with the square loss and the cross-entropy

(CE) loss. The data processing is following the standard methods. For NLP tasks, it is the same

as in [127], and for ASR tasks, it is the same as in [133]. For vision tasks, we are following the

default ones given in the implementation of the corresponding papers.

A.2.1 Hyper-parameters for NLP tasks

The implementation of BERT is based on the PyTorch toolkit [135]. The specific script

we run is https://github.com/huggingface/transformers/blob/master/examples/text-classification/

run glue.py, and we use the bert-base-cased model for fine-tuning. LSTM+Attention and

LSTM+CNN are implemented based on the toolkit released by [71]. The specific hyper-

parameters used in the experiments are in Table A.1. As there are many hyper-parameters,

we only list the key ones, and all other parameters are the default in the scripts.

A.2.2 Hyper-parameters for ASR tasks

The implementation of ASR tasks is based on the ESPnet [133] toolkit, and the specific

code we use is the run.sh script under the base folder of each task, which is https://github.com/

espnet/espnet/tree/master/egs/?/asr1, where ’?’ can be ’timit’, ’wsj’, and ’librispeech’. The

specific hyper-parameters are following the ones in the configuration file of each task, which
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Table A.1. Hyper-parameters for NLP tasks

Model Task
Batch
size

max seq
length

Learning rate w/ Epochs training w/
square loss CE square loss CE

BERT

MRPC 32 128 5e-5 2e-5 5 3
SST-2 32 128 2e-5 2e-5 3 3
QNLI 32 128 2e-5 2e-5 3 3
QQP 32 128 2e-5 2e-5 3 3
text5 32 128 2e-5 2e-5 3 3

text20 32 128 2e-5 2e-5 3 3

Transformer-XL
text8 8 70 2.5e-4 2.5e-4 400000♮ 400000♮

enwik8 8 70 2.5e-5 2.5e-4 400000♮ 400000♮

LSTM+Attention
MRPC 64 80 2e-4 1e-4 25 20
QNLI 32 sent len∗ 1e-4 1e-4 20 20
QQP 64 120 1e-4 1e-4 30 30

LSTM+CNN
MRPC 64 80 2e-4 1e-4 20 20
QNLI 32 sent len∗ 8e-5 1e-4 20 20
QQP 32 120 1e-3 1e-3 20 20

* The max sequence length equals the max sentence length of the training set. ♮ training steps.

is under the base folder. We list the files which give the hyper-parameter settings for acoustic

model training in Table A.2.

Table A.2. Hyper-parameters for ASR tasks

Model Task Hyper-parameters
Epochs training w/
square loss CE

Attention+CTC TIMIT conf/train.yaml♮ 20 20
VGG+BLSTMP WSJ∗ conf/tuning/train rnn.yaml 15 15
VGG+BLSTM Librispeech conf/tuning/train rnn.yaml♢ 30 20

Transformer WSJ conf/tuning/train pytorch transformer.yaml 100 100
Transformer Librispeech conf/tuning/train pytorch transformer.yaml 120 100

* For WSJ, we use the language model given by https://drive.google.com/open?id=
1Az-4H25uwnEFa4lENc-EKiPaWXaijcJp. ♮ We set mtlalpha=0.3, batch-size=30. ♢We
set elayers=4, as we use 100 hours training data.

A.2.3 Hyper-parameters for vision tasks

The implementation of these models are based on the open source toolkits. For TCNN

and EfficientNet, we use the open source implementation given by [3] and [124], respectively.

For Wide ResNet, we are based on the open source PyTorch implementation https://github.com/

xternalz/WideResNet-pytorch (W-ResNet). For ResNet-50, our experiments are based on the
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Tensorflow toolkit https://github.com/tensorflow/tpu/tree/master/models/official/resnet (ResNet)

implemented on TPU. The hyper-parameter settings for our vision experiments are in Table C.1.

Table A.3. Hyper-parameters for vision tasks

Model Task Hyper-parameters
Epochs training w/

square loss CE
TCNN MNIST♮ the default in [3] 20 20

Wide-ResNet CIFAR-10
the default in W-ResNet,
except wide-factor=20 200 200

Visual Transformer CIFAR-10 the default in [64] 200 200

ResNet-50 ImageNet
the default in ResNet,

for square loss, learning rate=0.3 168885∗ 112590∗

EfficientNet ImageNet
the default in EfficientNet-B0

of [124] 218949∗ 218949∗

♮ We are doing the permuted MNIST task as in [3].
* We give the training steps as in the original implementations.

A.3 Experimental results on validation and training sets

Table A.4. NLP results on validation set, accuracy

Model Task
train with

square loss (%)
train with

cross-entropy (%)
square loss w/ same
epochs as CE (%)

BERT
[17]

MRPC 888555...333 85.0 888555...333
SST-2 91.2 999111...555 91.2
QNLI 999000...888 90.7 999000...888
QQP 999000...888 90.7 90.6
text5 888000...888 80.6 888000...888

text20 888555...999 85.4 888555...999
Transformer-XL

[14]
text8 777333...444 72.9 777333...444

enwik8 77.0 777777...888 77.0

LSTM+Attention
[10]

MRPC 777666...555 74.8 75.3
QNLI 777999...777 777999...777 777999...777
QQP 888666...000 85.5 888666...000

LSTM+CNN
[45]

MRPC 777666...000 73.3 777666...000
QNLI 777666...888 777666...888 777666...888
QQP 84.0 888555...333 84.0

We report the results for validation set of NLP tasks in Table A.4 for accuracy and Table

A.5 for F1 scores.
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Table A.5. NLP results on validation set, F1 scores

Model Task
train with

square loss (%)
train with

cross-entropy (%)
square loss w/ same
epochs as CE (%)

BERT
[17]

MRPC 89.5 888999...666 89.5
QQP 888777...555 87.4 87.4

LSTM+Attention
[10]

MRPC 888333...777 83.3 83.5
QQP 888222...111 81.7 888222...111

LSTM+CNN
[45]

MRPC 888222...666 81.4 888222...666
QQP 77.4 888000...222 77.4

The validation set results of the ASR tasks are in Table A.6.

Table A.6. ASR results on validation set, error rate

Model Task
train with

square loss (%)
train with

cross-entropy (%)
square loss w/ same
epochs as CE (%)

Attention+CTC
[62]

TIMIT (PER) 111888...111 18.3 111888...111
TIMIT (CER) 333000...444 31.4 333000...444

VGG+BLSTMP
[88]

WSJ (WER) 888...555 8.8 888...555
WSJ (CER) 333...999 4.0 333...999

VGG+BLSTM
[88]

Librispeech (WER) 999...333 10.7 9.9
Librispeech (CER) 999...444 11.1 10.2

Transformer
[133]

WSJ (WER) 999...111 9.3 999...111
Librispeech (WER) 9.7 999...111 9.7

We report the training result for NLP tasks in Table A.7 for accuracy and F1 score in

Table A.8. The training results for ASR tasks and vision tasks are in Table A.9 and Table A.10,

respectively.

A.4 Our results compared with the original work

We list our results for the models trained with the cross-entropy (CE) loss and compare

them to the results reported in the literature or the toolkits in Table A.11. As we observe, our

results are comparable to the original reported results.

The models marked with ’N/A’ in Table A.11 do not have comparable results reported

in the literature. Specifically, LSTM+Attention and LSTM+CNN models for NLP tasks are

implemented based on the toolkit released by [71], where they did not show results on MRPC
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Table A.7. NLP results on training and test set, accuracy

Model Task
train with

square loss (%)
train with

cross-entropy (%)
square loss w/ same
epochs as CE (%)

Train Test Train Test Train Test

BERT
[17]

MRPC 99.7 83.8 99.9 82.1 99.6 83.6
SST-2 98.6 94.0 99.2 93.9 98.6 93.9
QNLI 98.0 90.6 97.5 90.6 98.0 90.6
QQP 96.2 88.9 98.0 88.9 96.2 88.8
text5 96.7 80.6 96.3 80.5 96.7 80.6

text20 95.6 85.6 94.9 85.2 95.6 85.6
Transformer-XL

[14]
text8 90.5 73.2 90.1 72.8 90.5 73.2

enwik8 90.7 76.7 91.8 77.5 90.7 76.7

LSTM+Attention
[10]

MRPC 94.6 71.7 84.9 70.9 93.2 71.5
QNLI 87.7 79.3 90.8 79.0 87.7 79.3
QQP 93.7 83.4 91.5 83.1 93.7 83.4

LSTM+CNN
[45]

MRPC 98.3 73.2 92.5 69.4 98.3 72.5
QNLI 92.8 76.0 90.7 76.0 92.8 76.0
QQP 91.3 84.3 95.7 84.4 91.3 84.3

Table A.8. NLP results on training and test set, F1 scores

Model Task
train with

square loss (%)
train with

cross-entropy (%)
square loss w/ same
epochs as CE (%)

Train Test Train Test Train Test
BERT
[17]

MRPC 99.8 88.1 99.9 86.7 99.7 88.0
QQP 94.5 70.9 97.2 70.7 94.5 70.7

LSTM+Attention
[10]

MRPC 96.1 80.9 89.5 80.6 94.7 80.7
QQP 91.9 62.6 89.2 62.3 91.9 62.6

LSTM+CNN
[45]

MRPC 98.8 81.0 94.5 78.2 98.8 81.0
QQP 88.0 60.3 94.2 60.5 88.0 60.3

and QNLI. The QQP results are not comparable with ours as they were using a different test

set, while we are using the standard test set same as in [127]. The VGG+BLSTM model for

Librispeech dataset is based on ESPnet toolkit [133]. Due to computational resources limitations,

we only use train-clean-100 (100 hours) as training data and 1000 unigram based dictionary for

acoustic model training, while they use 1000 hours of training data with at least 2000 unigram

dictionary.
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Table A.9. ASR results on training and test set, error rate

Model Task
train with

square loss (%)
train with

cross-entropy (%)
square loss w/ same
epochs as CE (%)

Train Test Train Test Train Test
Attention+CTC

[62]
TIMIT (PER) 0.9 20.8 4.8 20.8 0.9 20.8
TIMIT (CER) 4.5 32.5 11.6 33.4 4.5 32.5

VGG+BLSTMP
[88]

WSJ (WER)∗ 0.7 5.1 0.3 5.3 0.7 5.1
WSJ (CER)∗ 0.3 2.4 0.1 2.5 0.3 2.4

VGG+BLSTM
[88]

Librispeech (WER)∗ 0.8 9.8 0.4 10.6 0.8 10.3
Librispeech (CER)∗ 0.6 9.7 0.3 10.7 0.6 10.2

Transformer
[133]

WSJ (WER)∗ 0.7 5.7 0.5 5.8 0.7 5.7
Librispeech (WER)∗ 0.9 9.4 1.2 9.2 0.9 9.4

* For WSJ and Librispeech, we take 10% of the training set for the evaluation of the training error rate.

Table A.10. Vision results on training and test set, accuracy

Model Task
train with

square loss (%)
train with

cross-entropy (%)
square loss w/ same
epochs as CE (%)

Train Test Train Test Train Test
TCNN [3] MNIST (acc.) 98.3 97.7 99.5 97.7 98.3 97.7

W-Resnet [141] CIFAR-10 (acc.) 100.0 95.9 100.0 96.3 100.0 95.9
Visual Transformer [64] CIFAR-10 (acc.) 100.0 99.3 100.0 99.2 100.0 99.3

ResNet-50
[46]

ImageNet (acc.) 77.7 76.2 80.5 76.1 77.7 76.0
ImageNet (Top-5 acc.) 93.2 93.0 93.4 93.0 93.2 92.9

EfficientNet
[124]

ImageNet (acc.) 75.1 74.6 81.4 77.0 75.1 74.6
ImageNet (Top-5 acc.) 93.0 92.7 94.0 93.3 93.0 92.7

A.5 Regularization terms

We give the regularization term of each task in Table A.12. 0 means we didn’t add

regularization term. For WSJ, check the details at line 306 of https://github.com/espnet/espnet/

blob/master/espnet/nets/pytorch backend/rnn/decoders.py.

A.6 Variance of accuracy among different random seeds

Figure A.1 gives the error bar of 5 runs corresponding to 5 different random seeds, along

with the results for each inidividual run. In the left of each subfigure is the result of training with

the square loss, while in the right is result of the cross-entropy. As can be seen in Figure A.1,

using the square loss has better accuray/error rate and smaller variance in NLP and ASR tasks,
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Table A.11. Training with the cross-entropy loss, our results and the reported ones

Model Task Our CE result CE result in the literature

BERT∗

MRPC (acc./F1) 85.0/89.6 85.29/89.47 [135]
SST-2 (acc.) 91.5 91.97 [135]
QNLI (acc.) 90.7 87.46 [135]

QQP (acc./F1) 90.7/87.4 88.40/84.31 [135]
text5 (acc.) 80.5 N/A
text20 (acc.) 85.2 N/A

Transformer-XL N/A
LSTM+Attention N/A

LSTM+CNN N/A

Attention+CTC
TIMIT (PER) 20.7 20.5 [133]
TIMIT (CER) 32.7 33.7 [133]

VGG+BLSTMP
WSJ (WER) 5.4 5.3 [133]
WSJ (CER) 2.6 2.4 [133]

VGG+BLSTM
Librispeech (WER) 10.8 N/A
Librispeech (CER) 11.0 N/A

Transformer
WSJ (WER) 5.8 5.6

Librispeech (WER) 9.2 N/A
TCNN MNIST (acc.) 98.0 97.2 [3]

Wide-ResNet CIFAR-10 (acc.) 96.5 96.11 [141]
Visual Transformer CIFAR-10 (acc.) 99.2 99.16 [64]

ResNet-50 ImageNet (acc./Top-5 acc.) 76.1/93.0 76.0/93.0 [124]
EfficientNet ImageNet (acc./Top-5 acc.) 77.2/93.4 77.3/93.5 [124]

* The implementation in [135] is using bert-base-uncased model, we are using bert-base-cased,
which will result in a little difference. Also, as they didn’t give test set results, here for BERT, we
give the results of validation set.

which indicates that training with the square loss for those classification tasks is statistically

better.
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Figure A.1. Accuracy/error rate variance of results among 5 random seeds
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Table A.12. Regularization term for each task

Model Task dropout∗ batch norm Regularization Term

BERT
MRPC/SST-2/QNLI/QQP

text5/text20 0.1 N 0

Transformer-XL text8/enwik8 0.1 N 0
LSTM+Attention MRPC/QNLI/QQP 0.5 N 0

LSTM+CNN MRPC/QNLI/QQP 0.0 N 0
Attention+CTC TIMIT 0.0 N 0
VGG+BLSTMP WSJ 0.0 N label smoothing based
VGG+BLSTM Librispeech 0.2 N 0

Transformer WSJ/Librispeech 0.1 N 0
TCN MNIST 0.05 N 0

Wide-ResNet CIFAR-10 0.0 N 0
Visual Transformer CIFAR-10 0.0 N 0

ResNet-50 ImageNet 0.0 Y 10−4

2 ∑
n
i=1 www2

iii
EfficientNet ImageNet 0.0 Y 10−5

2 ∑
n
i=1 www2

iii
∗ For dropout, 0.0 means have not apply dropout.
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Appendix B

B.1 Proof of Lemma 4

Proof. To be concise in notation, in the proof, we denote pi j = p and γ+ = γ

Case 1 yi j = 1

min
z

f (z) = ∥R− (z)+∥2 + γ ∥z− p∥2 =


(R− z)2 + γ(z− p)2 if z > 0

R2 + γ(z− p)2 if z < 0

There are two local minima at z1 =
R+γ p
1+γ

and z2 = p. Then

min
z1

f (z1) =


γ

1+γ
(R− p)2 if p >−R

γ

R2 + γ

(1+γ)2 (R− p)2 if p <−R
γ

min
z2

f (z2) =


(R− p)2 if p > 0

R2 if p < 0

When −R
γ
< p < 0, need to compare R2 and γ

1+γ
(R− p)2 and see which one is smaller. With
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some calculation, when p = p⋆, the two is equal. Then

min
z

f (z) =



(R− p)2 if p > 0

R2 if p⋆ < p < 0

γ

1+γ
(R− p)2 if − R

γ
< p < p⋆

R2 + γ

(1+γ)2 (R− p)2 if p <−R
γ

Hence,

g(p,γ) = arg min
z

f (z) =


R+γ p
1+γ

p > p⋆

p otherwise

Case 2 yi j = 0, similarly,

min
z

f (z) = ∥(z)+∥2 + γ ∥z− p∥2 =


z2 + γ(z− p)2 if z > 0

γ(z− p)2 if z < 0

There are two local minima at z3 =
γ p

1+γ
and z4 = p. Then

min
z3

f (z3) =


γ p2

1+γ
if p > 0

γ p2

(1+γ)2 if p < 0

min
z4

f (z4) =


p2 if p > 0

0 if p < 0
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min
z

f (z) =


γ p2

1+γ
if p > 0

0 if p < 0

Hence,

g(p,γ) = arg min
z

f (z) =


γ p

1+γ
if p > 0

p if p < 0

□

B.2 Stieltjes Transform

For a non-negative random variable S2, define the Stieltjes transform as the function

T1(u) = T (u) := E
u

S2 +u
u > 0 (B.1)

We state a few quantities related to this transform are given below.

If XXX ∈ Rn×p and xi j ∼N (0,σ2
tr) i.i.d., and XXX = UUUSSSVVV⊤ with β = limn→∞

n
p . S2 obeys

the M-P law and the Stieltjes transform of the M-P law is

S(−z,β ) =
−(1−β + z)+

√
(1−β + z)2 +4β z

2β z
(B.2)

E
u

S2 +u
= uE

1
S2 +u

= u
∫ b

a

1
S2 +u

dMP(S2) = uS(−u,β ) (B.3)

1. T (u) = −(1−β+u)+
√

(1−β+u)2+4βu
2β

2. T2(u) = T ′(u) = 1
2β
(−1+ 1+β+u√

(1−β+u)2+4βu
)

3. T ′′ =− 2
[(1−β+u)2+4βu]3/2
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4. T3(u) = T (u)−uT ′(u) = −(1−β+2u)+
√

(1−β+u)2+4βu
2β

+ u(1+β+u)
2β

√
(1−β+u)2+4βu

5. T4(u) = 1−T (u)−uT ′(u) = (1+β )−
√

(1−β+u)2+4βu
2β

− u(1+β+u)
2β

√
(1−β+u)2+4βu

When u→ 0,

lim
u→0+

T (u) =


0 β < 1

β−1
β

β > 1
(B.4a)

lim
u→0+

T ′(u) =


1

1−β
β < 1

1
β (β−1) β > 1

(B.4b)

lim
u→0+

T ′′(u) =


− 2

(1−β )3 β < 1

− 2
(β−1)3 β > 1

(B.4c)

lim
u→0+

T3(u) =


0 β < 1

β−1
β

β > 1
(B.4d)

lim
u→0+

T4(u) =


1 β < 1

1
β

β > 1
(B.4e)

When u is small and β < 1,

T (u) =
1

1−β
u− 1

(1−β )3 u2 +o(u3) (B.5a)

T ′(u) =
1

1−β
− 2u

(1−β )3 +o(u2) (B.5b)

T3(u) =
u2

(1−β )3 +o(u3) (B.5c)

T4(u) = 1− 2
1−β

u+
3u2

(1−β )3 +o(u3) (B.5d)
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similarly when u is small and β > 1,

T (u) =
β −1

β
+

1
β (β −1)

u− 1
(β −1)3 u2 +o(u3) (B.6a)

T ′(u) =
1

β (β −1)
− 2u

(β −1)3 +o(u2) (B.6b)

T3(u) =
β −1

β
+

u2

(β −1)3 +o(u3) (B.6c)

T4(u) =
1
β
− 2

β (β −1)
u+

3u2

(β −1)3 +o(u3) (B.6d)

When β = 1, i.e. p = n and σ2 = 1, S(z) =−1
2 +

1
2

√
1− 4

z , then

T (u) := E
u

S2 +u
= uS(−u) = u(−1

2
+

1
2

√
1+

4
u
) =

u
2
(

√
1+

4
u
−1) (B.7)

T2(u) := T ′(u) =
1
2
(

√
1+

4
u
−1)− 1√

u2 +4u
(B.8)

Lemma 6. For u > 0 we have

1. T2(u) := E S
S2+u

2
= T ′(u)

2. T3(u) := E u
S2+u

2 = T (u)−uT ′(u)

3. T4(u) := E S2

S2+u

2
= 1−T (u)−uT ′(u)

Proof. 1. Observe that

T ′(u) = E
(S2 +u) ·1−1 ·u

(S2 +u)2 = E
S2

(S2 +u)2
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2. Consider the following equalities

T (u)+T ′(u) = E
(

u
S2 +u

+
S2

(S2 +u)2

)
= E

uS2 +u2

(S2 +u)2 +E
S2

(S2 +u)2

= (u+1)E
S2

(S2 +u)2 +E
u2

(S2 +u)2 = (u+1)T ′(u)+LHS

3. Observe that

E
S2

S2 +u

2

= 1−2E
u

S2 +u
+E

u
S2 +u

2
= 1−2T (u)+(T (u)−uT ′(u))

This concludes the proof. □
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Appendix C

C.1 Datasets

Datasets used in our tests include the following.

• CIFAR-100: [68] consists of 50, 000 32×32 pixel training images and 10, 000 32 × 32

pixel test images in 100 different classes. It is a balanced dataset with 6, 00 images of each

class.

• SVHN: [96] is a real-world image dataset obtained from house numbers in Google Street

View images and it incorporates over 600,000 digit images with labeles. It is a good

choice for developing machine learning and object recognition algorithms with minimal

requirement on data preprocessing and formatting.

• STL-10: [12] is an image recognition dataset mainly for developing unsupervised feature

learning as it contains many images without labels. The resolution of this dataset is 96x96

and this makes it a challenging benchmark.

See Appendix A of [51] for details of other datasets.

C.2 Hyperparameters

Detailed hyperparameter settings for CIFAR-100, SVHN, and STL-10 are shown in Table

C.1. For the other tasks, we follow the exact same settings as provided in Appendix B of [51].
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Table C.1. Hyper-parameters for CIFAR-100, SVHN, and STL-10.

Model Task Hyper-parameters
Epochs training w/

squentropy square loss CE

Wide-ResNet CIFAR-100
lr=0.1, layer=28

wide-factor=20, batch size: 128 200 200 200

VGG SVHN
lr=0.1 for cross-entropy

lr=0.0.02 for squentropy and square loss 200 200 200

Resnet-18 STL-10
lr=0.1 for cross-entropy

for squentropy and square loss lr=0.02 200 200 200

C.3 More reliability diagrams

We provide the reliability diagrams for more tasks. Note that the values given for ECE

(Expected calibration error as defined in (4.2) and the smaller the better) in these plots are

percentages as in Table 4.1.
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Figure C.1. Reliability diagrams for a pretrained BERT on text5 data. Left: squentropy, middle:
cross-entropy, right: square loss.

C.4 Results for 121 tabular datasets

We list the test accuracy and calibration results (ECE) of each tabular dataset in Tables C.2,

C.3 and C.4. Note that the square loss of in those tables are all rescaled square loss defined in

Equation (4.3). with t = 1,M = 5.
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Figure C.2. Reliability diagrams for a pretrained BERT on text20 data. Left: squentropy,
middle: cross-entropy, right: square loss.
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Figure C.3. Reliability diagrams for a Transformer-XL on enwik8. Left: squentropy, middle:
cross-entropy, right: square loss.
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Figure C.4. Reliability diagrams for a Transformer-XL on text8. Left: squentropy, middle:
cross-entropy, right: square loss.
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Figure C.5. Reliability diagrams for a Attention+CTC model on TIMIT. Left: squentropy,
middle: cross-entropy, right: square loss.
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Figure C.6. Reliability diagrams for a VGG+BLSTMP model on WSJ. Left: squentropy,
middle: cross-entropy, right: scaled square loss.
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Figure C.7. Reliability diagrams for a VGG+BLSTM model on Librispeech. Left: squentropy,
middle: cross-entropy, right: scaled square loss.
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Figure C.8. Reliability diagrams for a TCN on MNIST. Left: squentropy, middle: cross-entropy,
right: square loss.
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Figure C.9. Reliability diagrams for a Resnet18 on CIFAR-10.Left: squentropy, middle:
cross-entropy, right: scaled square loss.
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Figure C.10. Reliability diagrams for a Wide Resnet on CIFAR-100 subset. Left: squentropy,
middle: cross-entropy, right: scaled square loss.
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Figure C.11. Reliability diagrams for a Resnet18 on STL10. Left: squentropy, middle:
cross-entropy, right: square loss.
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Figure C.12. Reliability diagrams for a VGG on SVHN. Left: squentropy, middle:
cross-entropy, right: square loss.
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Table C.2. Test accuracy (Acc)/ECE for 121 tabular datasets

Dataset
Squentropy Cross-entropy Rescaled square
Acc ECE Acc ECE Acc ECE

abalone 66.0 3.9 67.9 14.1 68.3 13.8
acute-inflammation 96.4 3.8 91.3 4.7 95.8 4.3

acute-nephritis 100.0 1.7 100.0 3.0 100.0 4.8
adult 84.0 4.7 85.1 5.7 85.1 10.7

annealing 94.3 3.6 93.3 3.9 94.4 4.1
arrhythmia 68.1 21.4 67.0 24.5 68.4 17.3

audiology-std 72.6 26.3 73.0 26.0 70.3 29.7
balance-scale 97.2 5.0 96.3 3.8 96.5 4.0

balloons 95.6 23.7 95.4 21.4 90.0 25.8
bank 89.9 4.1 89.8 7.7 89.2 10.6
blood 81.6 11.7 81.9 7.0 81.7 16.6

breast-cancer 76.8 26.6 75.6 24.5 75.5 27.5
breast-cancer-wisc 98.0 4.8 97.6 4.9 97.1 4.5

breast-cancer-wisc-diag 99.5 3.5 99.2 3.4 98.8 2.2
breast-cancer-wisc-prog 89.6 16.3 87.9 15.7 89.0 19.3

breast-tissue 83.3 17.9 84.1 17.1 83.6 19.2
car 100.0 0.4 100.0 0.4 100.0 2.3

cardiotocography-10clases 87.7 6.3 87.8 7.3 87.2 3.9
cardiotocography-3clases 94.8 4.0 94.9 5.5 94.7 4.6

chess-krvk 86.6 3.7 87.8 1.8 86.1 16.0
chess-krvkp 99.8 0.4 99.7 0.5 99.8 0.7

congressional-voting 65.9 9.7 65.7 9.2 65.1 18.3
conn-bench-sonar-mines-rocks 90.6 11.7 91.4 10.2 91.4 13.1
conn-bench-vowel-deterding 99.6 2.7 99.1 1.9 98.9 9.3

connect-4 89.4 3.3 89.0 5.1 89.7 6.6
contrac 57.7 13.6 58.6 30.4 58.0 35.3

credit-approval 89.1 9.4 88.4 11.7 88.6 14.3
cylinder-bands 81.9 13.1 84.1 14.8 83.9 17.8
dermatology 97.6 4.7 97.2 4.4 97.3 3.5

echocardiogram 85.0 17.6 84.9 17.8 84.4 19.3
ecoli 88.2 12.4 88.1 7.8 88.2 9.8

energy-y1 97.3 4.2 97.5 4.2 97.3 3.0
energy-y2 97.2 4.4 96.7 5.3 96.4 4.0

fertility 94.6 23.3 93.4 26.3 90.0 19.4
flags 60.1 27.1 58.4 31.3 57.4 20.6
glass 78.7 18.7 78.1 25.4 78.1 20.8

haberman-survival 80.3 12.2 79.8 17.9 79.7 22.9
hayes-roth 85.8 5.4 84.1 11.4 83.7 13.6

heart-cleveland 62.5 32.0 62.1 32.5 64.6 25.7
heart-hungarian 85.3 17.6 84.8 16.0 85.4 19.2
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Table C.3. Test accuracy (Acc)/ECE for 121 tabular datasets

Dataset
Squentropy Cross-entropy Rescaled square
Acc ECE Acc ECE Acc ECE

heart-switzerland 43.8 50.4 43.6 47.7 46.4 44.4
heart-va 42.1 46.0 46.4 54.1 42.0 47.9
hepatitis 77.4 18.1 75.3 20.6 84.5 14.8

hill-valley 66.0 14.2 71.9 36.3 71.1 40.2
horse-colic 85.9 13.3 84.4 13.9 86.0 14.2

ilpd-indian-liver 77.2 12.7 75.3 22.9 75.9 25.7
image-segmentation 96.8 5.4 94.7 6.5 94.8 6.9

ionosphere 98.3 7.0 98.2 5.5 97.2 6.2
iris 97.2 3.9 97.1 4.3 98.0 2.9

led-display 75.2 10.7 75.3 5.2 74.9 8.3
lenses 76.6 20.8 68.4 21.5 80.0 17.8
letter 98.8 1.1 98.6 1.2 98.4 16.6
libras 93.1 4.9 92.9 5.7 92.5 12.9

low-res-spect 95.9 4.0 95.2 5.0 94.2 7.7
lung-cancer 60.6 27.1 54.7 40.4 62.9 40.4

lymphography 89.2 6.4 87.1 7.1 91.3 8.0
magic 88.3 5.5 89.1 5.3 89.2 8.3

mammographic 81.9 9.4 83.3 8.0 83.4 14.6
miniboone 81.7 20.3 81.5 20.3 77.9 27.2

molec-biol-promoter 87.9 11.4 78.6 9.9 85.5 14.8
molec-biol-splice 87.9 7.1 84.2 10.8 87.2 8.2

monks-1 85.4 14.0 83.6 13.5 87.2 14.6
monks-2 72.9 6.9 89.9 12.8 95.9 14.5
monks-3 93.4 6.7 91.6 7.6 92.0 9.4

mushroom 100.0 0.0 100.0 0.0 100.0 0.7
musk-1 95.2 3.3 94.6 6.3 95.6 4.9
musk-2 100.0 1.1 100.0 0.2 100.0 0.7
nursery 100.0 0.1 100.0 0.0 100.0 2.7

oocytes merluccius nucleus 4d 85.1 3.5 86.6 10.4 87.1 14.4
oocytes merluccius states 2f 95.4 3.2 95.2 6.3 95.2 4.6

oocytes trisopterus nucleus 2f 89.0 5.4 89.7 9.2 89.0 10.7
oocytes trisopterus states 5b 97.1 4.3 97.1 4.6 97.3 3.7

optical 99.6 0.9 99.3 1.2 99.0 6.6
ozone 97.7 4.5 97.5 3.9 97.1 3.1

page-blocks 97.7 2.2 97.5 2.3 97.1 1.8
parkinsons 97.0 2.9 97.9 5.8 97.4 4.2
pendigits 99.8 0.2 99.8 0.3 99.9 6.1

pima 79.9 20.8 78.0 22.4 77.4 24.6
pittsburg-bridges-MATERIAL 79.7 15.4 80.4 15.8 89.1 14.0

pittsburg-bridges-REL-L 68.2 30.2 66.2 28.3 73.3 36.5
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Table C.4. Test accuracy (Acc)/ECE for 121 tabular datasets

Dataset
Squentropy Cross-entropy Rescaled square
Acc ECE Acc ECE Acc ECE

pittsburg-bridges-SPAN 73.2 31.0 69.9 30.8 73.7 34.6
pittsburg-bridges-T-OR-D 90.1 19.3 90.0 24.5 89.5 17.9
pittsburg-bridges-TYPE 63.4 34.8 63.3 33.0 66.7 39.7

planning 77.9 23.4 75.6 33.5 76.8 31.7
plant-margin 85.1 4.4 84.0 5.9 82.9 55.7
plant-shape 74.3 7.8 73.9 13.9 70.6 49.1
plant-texture 85.3 3.1 84.3 6.2 82.6 52.8

post-operative 73.9 35.2 70.4 34.7 62.2 35.3
primary-tumor 50.0 27.7 49.8 38.5 48.5 24.0

ringnorm 98.6 1.7 98.5 2.1 98.1 1.5
seeds 100.0 4.0 99.0 6.3 98.6 5.9

semeion 95.4 2.3 94.9 3.5 94.8 10.7
soybean 92.2 3.4 90.8 3.9 91.3 17.5

spambase 95.6 4.1 95.4 4.6 95.0 4.9
spect 76.8 37.3 75.4 41.7 76.2 42.2
spectf 79.3 18.2 82.9 17.1 83.8 21.8

statlog-australian-credit 61.2 24.1 64.5 34.0 66.4 34.1
statlog-german-credit 80.3 15.7 79.1 21.2 79.6 23.1

statlog-heart 86.9 18.0 86.4 15.4 85.9 18.8
statlog-image 99.3 1.4 99.1 1.4 98.8 4.1
statlog-landsat 93.3 5.8 93.0 6.8 92.7 2.7
statlog-shuttle 99.8 0.5 99.8 0.5 99.8 3.7
statlog-vehicle 87.5 7.8 86.9 9.7 86.8 11.9

steel-plates 78.8 9.7 78.5 14.4 78.7 10.2
synthetic-control 99.1 2.1 99.1 2.0 98.7 4.9

teaching 65.1 29.9 63.0 30.5 63.9 37.2
thyroid 98.5 2.0 97.6 2.6 97.9 1.4

tic-tac-toe 99.8 0.3 99.8 0.2 99.8 0.6
titanic 78.6 12.6 78.4 4.2 78.9 13.6
trains 100.0 34.1 90.4 27.2 80.0 53.0

twonorm 98.2 2.0 98.1 2.6 97.7 2.0
vertebral-column-2clases 91.2 8.5 91.1 8.6 91.3 13.1
vertebral-column-3clases 88.0 15.4 86.6 15.1 87.1 16.1

wall-following 96.1 2.2 95.8 3.2 95.7 1.7
waveform 86.5 9.0 86.8 11.2 86.9 12.0

waveform-noise 85.4 9.4 85.4 11.9 86.1 14.1
wine 100.0 3.3 100.0 3.0 100.0 2.9

wine-quality-red 68.8 23.2 68.9 26.6 69.3 19.7
wine-quality-white 65.0 19.9 65.9 25.3 65.5 17.2

yeast 63.3 21.4 63.1 29.9 63.5 18.8
zoo 92.0 4.8 91.9 3.9 91.4 9.1
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Appendix D

D.1 Experimental setup for figure 5.3

Datasets. We consider image classification tasks with MNIST [72], FashionMNIST

[136], CIFAR-10 [68], SVHN [96] and STL-10 datasets [12]. SVHN was sub-sampled to

N = 4600 samples per class as training set and N = 1500 samples per class for test set. Other

datasets are following the standard setup. No data argumentation was done and we pre-process

the images pixel-wise by subtracting the mean and dividing by the standard deviation.

Models. We train standard Resnet18 and DenseNet201 for MNIST, FashionMNIST,

CIFAR10 and SVHN. Resnet50 and DenseNet201 were trained for STL10. For all datasets we

also train VGG11 with batch normalization. All models were trained from scratch with open

source code from torchvision models.

Optimization mechenism. We use stochastic gradient descent (SGD) with momentum

0.9 and minimize the cross-entropy loss. All tasks were trained on a single GPU with batch size

128 and 80000 SGD iterations. Initial learning rate is 0.1 for Resnet18 and Resnet50 and 0.01 for

DenseNet201 and VGG architectures. We decay the learning rate with cosine annealing scheme.

D.2 Experimental setup for transfer learning

Super-class pre-training. For MNIST, we set all odd numbers as one class and all even

numbers as the other class. We train the model with the first N = 1000 training samples as
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train set and the first N = 200 test samples as test set. For CIFAR-10, we combine samples of

‘airplane, automobile, ship, truck’ as one (objects) class and ‘bird, cat, frog, horse’ as the other

(animals) class. The two classes are balanced and have 40000 training samples, and 8000 test

samples. We use a subset with N = 20000 training samples (to keep each class balanced, we

randomly choose 2500 samples from each original class) and N = 4000 (500 samples from each

original class) test samples for pre-training. The learning rate for MNIST with fully-connected

networks is 0.001 while for CIFAR-10 with ResNet18 is 0.1. We decay learning rate with cosine

annealing scheme. The models were trained minimizing the cross-entropy loss using SGD with

momentum 0.9 for 100000 SGD iterations.

Fine-tuning. We initialize the weights (other than the last classification layer) of the

downstream task with the pre-trained weights and fine-tune the whole network. For MNIST,

we do the standard 10-class classification, while we sample another 500 samples from training

set for training and 100 samples from the test set for inference. For CIFAR-10 we implement

a 8-class classification (‘airplane, automobile, ship, truck, bird, cat, frog, horse’) with another

10000 training samples as train set and another 2000 test samples as test set. The optimization

methodology is the same as in pre-training, other than the learning rate. We search over 0.0005

to 0.25 in fine-tuning for both MNIST and CIFAR-10 and report the best test accuracy of all

swept learning rates.

D.3 Proof of Lemma 5

Proof. As given in Lemma 5, for (x1,0) ∼ D2 and (x2,1) ∼ D2, there have h(x1) = µ1 and

h(x2) = µ2, where x1 and x2 are samples from class 0 and class 1 correspondingly. For a

test sample x ∼ D , which is sampled from the target distribution, the corresponding feature

representation h(x) also maps x to µ1 or µ2, due to the superclass property.

For any function f : Rd → {0,1, ...,2k− 1}, which maps the feature representation
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h(x) ∈ Rd of a sample x to class index ŷ,

ŷ = f (h(x)) =


f (µ1) = k1 if x is superclassed to class 0

f (µ2) = k2 if x is superclassed to class 1

where k1,k2 are class index from {0,1,.., 2k-1}. As we are considering the class-balanced case,

for each sample x∼D , the probability of its true label y to be k1 or k2 is Pr(y = k1) =
1
2k and

Pr(y = k2) =
1
2k . Then

Pr
(x,y)∼D

[ŷ = y] =


1
k

if y = k1 or y = k2

0 if y ̸= k1 and y ̸= k2

Hence

Pr
(x,y)∼D

[ f (h(x)) = y]≤ 1
k

and the equality holds when y = k1 or y = k2. □
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