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(Communicated by Qi Lü)

Abstract. This paper investigates the regional gradient controllability for
ultra-slow diffusion processes governed by the time fractional diffusion systems
with a Hadamard-Caputo time fractional derivative. Some necessary and suf-
ficient conditions on regional gradient exact and approximate controllability
are first given and proved in detail. Secondly, we propose an approach on how
to calculate the minimum number of ω−strategic actuators. Moreover, the
existence, uniqueness and the concrete form of the optimal controller for the
system under consideration are presented by employing the Hilbert Unique-
ness Method (HUM) among all the admissible ones. Finally, we illustrate our
results by an interesting example.

1. Introduction. In recent years, fractional differential equations have attracted
increasing interests and a wide number of monographs have been published both
in its basic theory and applications (see e.g. the monographs [8, 22, 32, 35] and
the references cited therein). In particular, the introduction of the continuous time
random walk (CTRW) theory, which is closely related to the anomalous diffusion
[1, 38], sets off a new wave in the research on fractional order systems, whose
unique power-law property efficiently describes the characteristics of the anomalous
diffusion. Nevertheless, most of these studies on anomalous diffusion are involved in
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2 RUIYANG CAI, FUDONG GE, YANGQUAN CHEN AND CHUNHAI KOU

Riemann-Liouville and Caputo fractional derivatives, while the Hadamard fractional
derivative, which was introduced in 1892 [16], has not been researched so much as the
previous two even though it has some special features. The main differences between
the Hadamard fractional derivative and the above two common kinds of fractional
derivative focus on two aspects. On one hand, the Hadamard fractional derivative
involves an integral kernel of logarithmic function with an arbitrary exponent, which
could be more effective in describing the ultra-slow diffusion processes. On the
other hand, the t d

dt
in its definition has shown to be invariant on the half-axis in

concerns of dilation [13]. For more knowledge of the Hadamard fractional integral
and derivative, we refer the reader to [5, 23].

The applications of the Hadamard fractional derivative are also abundant in real
world. For example, fractional thermoelasticity [33], kinetic theory of gases [37]
and physical phenomena in fluctuating environments [36], which are special cases of
ultra-slow diffusion processes. The Hadamard fractional derivative can well describe
these situations because of the ultra-slow increasing rate of log t compared with t

(t > 0), while both Riemann-Liouville and Caputo fractional derivatives cannot
meet these needs.

Nowadays, several theoretical results on Hadamard fractional differential equa-
tions have been obtained. Two surveys [2, 27] proved the existence of solutions and
weak solutions for some classes of Hadamard type fractional differential equations
with and without impulse effects and presented the analytical solutions in terms of
the Mittag-Leffler function. The authors in [4] investigated the initial and bound-
ary value problems of Hadamard fractional differential equations and inclusions,
and obtained some new results on them. The asymptotic behavior of solutions of
nonlinear Caputo-type Hadamard fractional differential equations was established
in [15]. More contributions in this field can be found in [7, 18, 19]. However, the
studies on the controllability theory and applications of Hadamard time fractional
diffusion systems are still on their early stages and need further investigation, even
though there are a great many works on the controllability of diffusion systems
[20, 21, 24], and fractional systems [14, 31].

Notice that in practical applications not all the diffusion systems can be con-
trolled on the whole domain. Hence, regional controllability should be considered,
where we concern the systems under consideration only within some subregions of
the whole domain [3, 8]. We claim, in addition, that the concept of regional gradient
controllability makes sense in many real-life applications. One of the most impor-
tant applications is in forest fire. Other than put out the fire directly, fire fighters
usually try to control its spread, namely the gradient of fire intensity. Other ap-
plications can be found in thermic isolation problem, industrial ceramics, etc. By
considering the characteristics of actuators, our goal here is to study the regional
gradient controllability of the Hadamard time fractional diffusion systems, which
is suitable for a much wider range of physical phenomena. This is especially ap-
pealing for these systems which are not gradient controllable on the whole domain.
Furthermore, it is worth mentioning that a number of remarkable new results have
been derived by Zerrik et al. [39, 40, 41] on the regional gradient controllability of
integer order diffusion systems. Nowadays, the authors in [9, 10, 11] have extended
to study the regional (gradient) controllability of time fractional diffusion systems
with the Riemann-Liouville and the Caputo fractional derivatives. Besides, we note
that the initial condition of the Caputo fractional differential equation is the same as
that of integer order, which has a more intuitive physical interpretation and easier
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to realize in engineering. With these, in this paper, we will adopt the Caputo type
modification of the Hadamard fractional derivative, the so called Hadamard-Caputo
fractional derivative, introduced in [18], to establish some criteria for the regional
gradient controllability of Hadamard-Caputo time fractional diffusion systems.

Motivated by the arguments above, herein, we consider the following time frac-
tional diffusion system with a Hadamard-Caputo time fractional derivative:





HC
a Dα

t z(x, t) = Az(x, t) +Bu(t) in Υ,

z(x, a) = z0(x) in Ω,

z(ξ, t) = 0 on ∂Ω× [a, b],

(1)

where Υ = Ω× [a, b], a > 0, 0 < α < 1, Ω is a bounded open set of Rn with smooth

boundary ∂Ω and z(x, ·) ∈ AC[a, b] , {z(x, ·) : [a, b] → R and z(x, ·) is absolutely
continuous in [a, b]}. Here, A is the infinitesimal generator of a C0−semigroup
{T (t)} on L2(Ω) and −A is a uniformly elliptic operator. Besides, z0 ∈ H1

0 (Ω), u:
[a, b] → Rm and B : Rm → H1

0 (Ω) is a bounded linear operator. In addition, HC
a Dα

t

denotes the Hadamard-Caputo time fractional derivative to be specified later. To
the best of our knowledge, no results are available on this topic and we hope that the
obtained results could provide some insights into the control theory of Hadamard
time fractional diffusion systems.

The rest of this paper is organized as follows. Some needed definitions and lem-
mas are presented in the next section. In Section 3, we give our main results, where
the necessary and sufficient conditions on regional gradient exact and approximate
controllability for the system (1) are first explored and then we discuss the exis-
tence, uniqueness and the concrete form of the optimal controller for the system
under consideration. An example is finally worked out to confirm the effectiveness
of our results.

2. Preliminary results. In this section, we recall some basic definitions and lem-
mas to be applied throughout this paper.

Definition 2.1. [18] The left-sided and right-sided Hadamard fractional integral
of order α ∈ C, Re(α) > 0 of a function f(t) are respectively, defined by

H
a Iαt f(t) ,

1

Γ(α)

∫ t

a

(
log

t

s

)α−1

f(s)
ds

s
(2)

and

H
t Iαb f(t) ,

1

Γ(α)

∫ b

t

(
log

s

t

)α−1

f(s)
ds

s
, (3)

where Re(α) denotes the real part of α.

Definition 2.2. [18] Let Re(α) ≥ 0 and n = [Re(α)] + 1. If f(t) ∈ ACn
δ [a, b],

where 0 < a < b < ∞ and ACn
δ [a, b] =

{
f(t) : [a, b] → C | δn−1f(t) ∈ AC[a, b], δ =

t d
dt

}
. Define the left-sided and right-sided Hadamard-Caputo fractional derivatives

respectively, as follows:

HC
a Dα

t f(t) ,
H
a Dα

t

[
f(t)−

n−1∑

k=0

δkf(a)

k!

(
log

t

a

)k
]

(4)

and

HC
t Dα

b f(t) ,
H
t Dα

b

[
f(t)−

n−1∑

k=0

(−δ)kf(b)

k!

(
log

b

t

)k
]
, (5)
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where H
a Dα

t f(t) and
H
t Dα

b f(t) are the left-sided and right-sided Hadamard frac-
tional derivative, defined by

H
a Dα

t f(t) ,
1

Γ(n− α)
δn
∫ t

a

(
log

t

s

)n−α−1

f(s)
ds

s
(6)

and

H
t Dα

b f(t) ,
(−1)n

Γ(n− α)
δn
∫ b

t

(
log

s

t

)n−α−1

f(s)
ds

s
, (7)

respectively. In particular, if 0 < Re(α) < 1 and f(t) ∈ AC[a, b], where 0 < a <

b < ∞. Then HC
a Dα

t f(t) exists everywhere on [a, b] and can be presented by

HC
a Dα

t f(t) =
1

Γ(1− α)

∫ t

a

(
log

t

s

)−α

f ′(s)ds. (8)

Let ∇ : H1
0 (Ω) →

(
L2(Ω)

)n
be the gradient operator defined by

∇z ,

(
∂z

∂x1
, . . . ,

∂z

∂xn

)
.

According to the Eq.(2) in [41], then ∇∗ :
(
L2(Ω)

)n
→ H−1(Ω), z 7→ h, the adjoint

operator of ∇, can be given by the unique solution of
{

∆h = −div z in Ω,

h = 0 on ∂Ω.
(9)

With this, we give the following definitions.

Definition 2.3. [40] System (1) is said to be regionally gradient exactly (approx-

imately) controllable on ω at time b, if for every f(x) ∈
(
L2(ω)

)n
and any ε > 0,

there exists a u ∈ L2 ([a, b], Rm) such that

pω∇zu(x, b) = f(x)
(
‖ pω∇zu(x, b)− f(x) ‖(L2(ω))n< ε

)
, (10)

where pω is the restriction map from Ω to its subset ω.

Remark 1. In Definition 2.3, if we choose ω = Ω, then the definition of regional
controllability coincides with that of the classical controllability.

Definition 2.4. [39] The actuator (actuators) is (are) said to be gradient ω-
strategic if system (1) is regionally gradient approximately controllable on ω at
time b.

To discuss the regional controllability problem of system (1), the following gen-
eralized Mittag-Leffler function of two parameters [22] is needed:

Eα,β(z) ,

∞∑

n=0

zn

Γ (nα+ β)
,

where z ∈ C, Re(α) > 0. We see that when β = 1, Eα, β(z) = Eα(z), the Mittag-
Leffler function in one parameter. For α = 1, we have E1(z) = ez, which is the
exponential function.

Based on the Theorem 3.6 and 3.8 in [27], we present two important lemmas as
follows.
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Lemma 2.5. Let 0 < α < 1. If there exists constants k > −α, l ≤ 0 with
l > max {−α,−α− k} and M ≥ 0 such that ‖ Bu(t) ‖≤ Mtk(1−t)l for all t ∈ (a, b).
Then system (1) has a unique solution

z(x, t) = Sα

(
log

t

a

)
z0(x) +

∫ t

a

(
log

t

s

)α−1

Kα

(
log

t

s

)
Bu(s)

ds

s
,

where

Sα(t) =

∫ ∞

0

φα(s)T (tαs) ds

and

Kα(t) = α

∫ ∞

0

sφα(s)T (tαs) ds.

Here, φα(s) =
s
−

1

α
−1

α
ηα

(
s−

1

α

)
and ηα(s) is defined by

ηα(s) = −
∞∑

n=1

Γ(nα+ 1)

n!πs

(
−1

sα

)n

sinnπα, s ∈ (0,∞).

Proof. Because of the equivalence between ‖ · ‖L1 and ‖ · ‖L2 in a bounded domain,
thus, u(t) ∈ L2 ([a, b],Rm) is bounded. This, together with that B is a bounded
linear operator, yields that we can choose k = l = 0 such that for some M > 0,
‖ Bu(t) ‖≤‖ B ‖‖ u ‖≤ M to satisfy the assumption in this lemma.

We choose the Picard function sequence as η0(x, t) = z0(x) and

ηi(x, t) = z0(x) +
1

Γ(α)

∫ t

a

(
log

t

s

)α−1

(Aηi−1(x, s) +Bu(s))
ds

s
,

for x ∈ Ω, t ∈ [a, b] and i = 1, 2, · · · . Similar to Claim 1∼3 in [27], we can prove
that
(i) ηi(x, t) ∈ C (Ω× [a, b]), i = 1, 2, · · · ;
(ii) {ηi(x, t)}n≥1 converges uniformly to η(x, t) with (x, t) ∈ Ω× [a, b];

(iii) η(x, t) = lim
i→∞

ηi(x, t) is the unique continuous solution of the Picard function

sequence given by

η(x, t) = z0(x) +
1

Γ(α)

∫ t

a

(
log

t

s

)α−1

(Aη(x, s) +Bu(s))
ds

s
.

Moreover, by applying the same iteration procedure as that in Theorem 3.8 of [27],
it yields that

ηi(x, t) = z0(x)
i∑

k=0

Ak
(
log t

a

)kα

Γ(kα+ 1)
+

1

Γ(α)

∫ t

a

(
log

t

s

)α−1

µi(s)Bu(s)
ds

s

→ Sα

(
log

t

a

)
z0(x) +

∫ t

a

(
log

t

s

)α−1

Kα

(
log

t

s

)
Bu(s)

ds

s

as i → ∞, where µi(s) =
i∑

k=0

Ak(log t
s )

kα

Γ((k+1)α) . �

Remark 2. For the abstract operators A and B involved in system (1), the last
formula is given in terms of the operator Sα(t) and Kα(t), because of the unique-
ness of the solution for a linear system (see e.g. [22] or the Theorem 3.8 of [27]).
Moreover, the uniqueness of the solution shows that when A is a real number,
Sα(t) = Eα (Atα), Kα(t) = Eα,α (Atα) and the solution coincides with that in [27].
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For more arguments and properties of Sα(t), Kα(t), φα(t) and ηα(t), we refer the
reader to [29, 30, 42].

Lemma 2.6. Let 0 < α < 1. Then the following problem




H
a Dα

t z(x, t) = Az(x, t) in Υ,

lim
t→a

H
a Dα−1

t z(x, t) = z0(x) in Ω,

z(ξ, t) = 0 on ∂Ω× [a, b]

has a unique solution satisfying

z(x, t) =

(
log

t

a

)α−1

Kα

(
log

t

s

)
z0(x).

The proof is similar to that of Lemma 2.5 and we omit it.

Lemma 2.7. [6] Let Ω ⊆ Rn be a bounded open set and C∞
0 (Ω) be the set of

infinitely differentiable functions on Ω with compact support. If for v1 ∈ L1(Ω),
such that ∫

Ω

v1(x)v2(x)dx = 0, ∀v2 ∈ C∞
0 (Ω).

Then v1 = 0, a.e. in Ω.

Lemma 2.8. Define Q as Qf(t) = f
(
ab
t

)
and assume 0 < α < 1. Then we have

the following equalities:

(i) QH
a Iαt f(t) =

H
t Iαb Qf(t), (ii) QH

a Dα
t f(t) =

H
t Dα

b Qf(t),

(iii) H
a Iαt Qf(t) = QH

t Iαb f(t), (iv) H
a Dα

t Qf(t) = QH
t Dα

b f(t).

Proof. (i) From Definition 2.1, we have

H
t Iαb Qf(t) =H

t Iαb f

(
ab

t

)

=
1

Γ(α)

∫ b

t

(
log

s

t

)α−1

f

(
ab

s

)
ds

s

=
1

Γ(α)

∫ ab
t

a

(
log

ab

st

)α−1

f(s)
ds

s

= QH
a Iαt f(t).

(iv) It follows from (6) that

H
a Dα

t Qf(t) =H
a Dα

t f

(
ab

t

)

=
t

Γ(1− α)

d

dt

∫ t

a

(
log

t

s

)−α

f

(
ab

s

)
ds

s

=
t

Γ(1− α)

d

dt

∫ b

ab
t

(
log

ut

ab

)−α

f(u)
du

u
.

On the other hand,

Q
(
H
t Dα

b f(t)
)
=Q

(
−t

Γ(1− α)

d

dt

∫ b

t

(
log

s

t

)−α

f(s)
ds

s

)
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=
−ab

tΓ(1 − α)

d

d
(
ab
t

)
∫ b

ab
t

(
log

st

ab

)−α

f(s)
ds

s

=
−ab

tΓ(1 − α)

−t2

ab

d

dt

∫ b

ab
t

(
log

st

ab

)−α

f(s)
ds

s

=
t

Γ(1 − α)

d

dt

∫ b

ab
t

(
log

st

ab

)−α

f(s)
ds

s
.

Hence, H
a Dα

t Qf(t) = QH
t Dα

b f(t). Based on these, (ii) and (iii) can be proved simi-
larly. �

Lemma 2.9. [34] Suppose that X, Y, Z are reflexive Hilbert spaces, f ∈ L(X,Z)
and g ∈ L(Y, Z). Then

Im(f) ⊆ Im(g)

is equivalent to

∃K > 0, s.t. ‖ f∗z ‖X∗≤ K ‖ g∗z ‖Y ∗ , ∀z ∈ Z.

Lemma 2.10. [25] Let U be a closed, convex subset of a Hilbert space H. Assume
that for v ∈ U , the functional v → J(v) is strict convex, differentiable and satisfies
J(v) → +∞ as ‖ v ‖→ +∞. Then the unique element u in U satisfying J(u) =
infv∈U J(v) is characterized by

J ′(u)(v − u) ≥ 0, ∀v ∈ U.

3. Main results. By Proposition 3.1 in [12], since system (1) is a linear system,
without loss of generality, we can suppose z0(x) = 0. Then, the solution of system
(1) reduces to

z(x, t) =

∫ t

a

(
log

t

s

)α−1

Kα

(
log

t

s

)
Bu(s)

ds

s
. (11)

Define the operator H : L2 ([a, b],Rm) → L2(Ω),

Hu ,

∫ b

a

(
log

b

s

)α−1

Kα

(
log

b

s

)
Bu(s)

ds

s

=

∫ log b
a

0

sα−1Kα(s)Bu(be−s)ds

(12)

for any u(t) ∈ L2 ([a, b], Rm). Since B is bounded and linear, let H∗, be the adjoint
operator of H , that is, 〈Hu, v〉 = 〈u, H∗v〉 for any v ∈ L2(Ω). For any v ∈ L2(Ω),
one has

〈Hu, v〉 =

〈∫ b

a

(
log

b

s

)α−1

Kα

(
log

b

s

)
Bu(s)

ds

s
, v

〉

=

∫ b

a

〈(
log

b

s

)α−1

Kα

(
log

b

s

)
Bu(s)

s
, v

〉
ds

=

∫ b

a

〈
u(s),

(
log

b

s

)α−1

K∗
α

(
log

b

s

)
B∗v

s

〉
ds.

Hence,

H∗v =
1

t
B∗

(
log

b

t

)α−1

K∗
α

(
log

b

t

)
v, ∀v ∈ L2(Ω). (13)
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In addition, the adjoint operator of the restriction map pω is defined by

p∗ωf(x) =

{
f(x), x ∈ ω,

0, x ∈ Ω \ ω.
(14)

When n = 1, we denote pω as p1,ω, so does p∗1,ω.
We can deduce the following results.

Theorem 3.1. The following statements are equivalent:
(i) System (1) is regionally gradient exactly controllable on ω at time b;

(ii) Im (pω∇H) =
(
L2(ω)

)n
;

(iii) Ker (pω) + Im(∇H) =
(
L2(Ω)

)n
;

(iv) There exists K > 0, such that ∀z ∈
(
L2(ω)

)n
,

‖ z ‖(L2(ω))n≤ K ‖ H∗∇∗p∗ωz ‖L2(a,b;Rm) .

Proof. The equivalence between (i) and (ii) can be easily obtained from Definition

2.3. In Lemma 2.9, choose X = Z =
(
L2(ω)

)n
, Y =

(
L2(Ω)

)n
, f = I, the identity

operator and g = pω∇H , we have (i)⇔(iv). So we only need to prove (ii)⇔(iii).
(ii)⇒(iii): ∀x1 ∈ Ker (pω), x2 ∈ Im(∇H), since

pω (x1 + x2) = pωx2 ∈ Im (pω∇H) =
(
L2(ω)

)n
,

it follows that x1 + x2 ∈
(
L2(Ω)

)n
, that is,

Ker (pω) + Im(∇H) ⊆
(
L2(Ω)

)n
. (15)

Next, ∀x ∈
(
L2(Ω)

)n
, define x̃ , pωx ∈

(
L2(ω)

)n
= Im (pω∇H), and y , x− x̃.

So, there exists a u ∈ L2(Ω), such that pω∇Hu = x̃. Then x̃ ∈ Im(∇H). Besides,

pωy = pω (x− x̃) = pωx− pωx̃ = 0,

that is, y ∈ Ker (pω). Hence,
(
L2(Ω)

)n
⊆ Ker (pω) + Im(∇H). (16)

(iii)⇒(ii): From (iii), for any x ∈
(
L2(ω)

)n
⊆
(
L2(Ω)

)n
, there exists x1 ∈

Ker (pω) and x2 ∈ Im(∇H) such that x = x1+x2. Then a u ∈ L2(Ω) can be found
satisfying ∇Hu = x2. Hence,

x = pωx = pω (x1 +∇Hu) = pω∇Hu ∈ Im (pω∇H) ,

that is, (
L2(Ω)

)n
⊆ Im (pω∇H) . (17)

Next, ∀x ∈ Im (pω∇H), together with the definition of H , we immediately get that

there exists a u ∈ L2(Ω), such that pω∇Hu = x ∈
(
L2(ω)

)n
, namely

Im (pω∇H) ⊆
(
L2(ω)

)n
. (18)

Combining (15)∼(18), we get that (ii)⇔(iii) and complete the proof.

Theorem 3.2. The following statements are equivalent:
(i) System (1) is regionally gradient approximately controllable on ω at time b;

(ii) Im (pω∇H) =
(
L2(ω)

)n
;

(iii) Ker (pω) + Im(∇H) =
(
L2(Ω)

)n
;

(iv) pω∇HH∗∇∗p∗ω is a positive definite operator;
(v) If 〈pω∇Hu, z〉 = 0, ∀u ∈ L2(Ω), leads to z = 0, where 〈·, ·〉 denotes the inner
product.
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Proof. Similar to Theorem 3.1, one has (i)⇔(ii)⇔(iii). Then we prove (ii)⇔(iv)
and (ii)⇔(v).

(ii)⇔(iv): For any y, z ∈
(
L2(ω)

)n
,

〈pω∇HH∗∇∗p∗ωy, z〉 = 〈y, pω∇HH∗∇∗p∗ωz〉

and 〈pω∇HH∗∇∗p∗ωy, y〉 = 〈H∗∇∗p∗ωy, H
∗∇∗p∗ωy〉. These, together with the equiv-

alence between Im (pω∇H) =
(
L2(ω)

)n
and the domain of pω∇HH∗∇∗p∗ω is dense

in
(
L2(ω)

)n
, lead to the result.

(ii)⇔(v): We can easily see that (ii)⇒(v) and Im (pω∇H) ⊆
(
L2(ω)

)n
. More-

over, we claim that
(
L2(ω)

)n
⊆ Im (pω∇H). If not, there is a nonzero z ∈(

L2(ω)
)n

\ Im (pω∇H), such that

〈pω∇Hu, z〉 = 0, ∀u ∈ L2(Ω),

which leads to a contradiction.

Next, we will take research on the description of the actuators and give the
minimum number of the actuators to guarantee the desired performance. By [17],
we see that an actuator can be characterized by (P, d), where P ⊆ Ω represents
the working area of the actuator and d is its spatial distribution. Here, we suppose
that the system is controlled by m actuators with corresponding characteristics
(Pi, di(x)), where di(x) ∈ L2(Ω), i = 1, 2, . . . ,m. Let

Bu =
m∑

i=1

χPi
di(x)ui(t), (19)

where u = (u1, . . . , um), ui ∈ L2 ([a, b],R) and χPi
denotes the indicator function

on Pi. Then, system (1) is equivalent to




HC
a Dα

t z(x, t) = Az(x, t) +
m∑

i=1

χPi
di(x)ui(t),

z(x, a) = 0 in Ω,

z(ξ, t) = 0 on ∂Ω× [a, b],

(20)

whose solution is given by

z(x, t) =

∫ t

a

(
log

t

s

)α−1

Kα

(
log

t

a

) m∑

i=1

χPi
di(x)ui(s)

ds

s

=

∫ log t
a

0

sα−1Kα(s)χPi
di(x)ui(te

−s)ds.

(21)

Suppose that λ1, . . . , λk, . . . are the eigenvalues of −A with corresponding mul-
tiplicities r1, . . . , rk, . . ., satisfying 0 < λ1 < . . . < λk < . . ., and limk→∞ λk = ∞.
The orthonormal eigenfunctions αkj(x), j = 1, . . . , rk corresponding to λk, for
k = 1, 2, . . . consist of an orthonormal basis of L2(Ω). With this, for any z ∈ L2(Ω),
the C0−semigroup {T (t)}t≥0 can be shown as

T (t)z =
∞∑

k=1

rk∑

j=1

e−λjt〈z, αkj(x)〉αkj(x),



10 RUIYANG CAI, FUDONG GE, YANGQUAN CHEN AND CHUNHAI KOU

that is

z =

∞∑

k=1

rk∑

j=1

〈z, αkj(x)〉αkj(x). (22)

From (22), the solution of system (1) in (21) can be expressed by

z(x, t) =

∞∑

k=1

rk∑

j=1

m∑

i=1

∫ log t
a

0

sα−1Eα, α (−λks
α) dikj(x)ui

(
te−s

)
ds · αkj(x), (23)

where dikj(x) , 〈χPi
di(x), αkj(x)〉.

Theorem 3.3. Define

Dl
k ,

∂

∂xl



d1k1(x)αk1(x) · · · d1krk(x)αkrk (x)

... · · ·
...

dmk1(x)αk1(x) · · · dmkrk(x)αkrk (x)


 .

Then (Pi, di(x)) , i = 1, . . . ,m are gradient ω-strategic if and only if for any z ∈(
L2(ω)

)n
,

∞∑

k=1

rk∑

j=1

tα−1Eα, α (−λkt
α)

n∑

l=1

Dl
kΦkl = 0 ⇒ z = 0, (24)

where z = (z1, . . . , zn)
⊤, Φkl , (zk1l, . . . , zkrkl)

⊤ and zkjl ,
〈
p∗1,ωzl, αkj(x)

〉
. When

n = 1, (24) is equivalent to

m ≥ r , sup {rk} and rank D1
k = rk,

for k = 1, 2, . . ..

Proof. According to Definition 2.4 and Theorem 3.2, we know (Pi, di(x)) , i =
1, . . . ,m are gradient ω-strategic is equivalent to z = 0, provided that 〈pω∇Hu, z〉 =
0, for any u ∈ L2 ([a, b],Rm).

From 〈pω∇Hu, z〉 = 0 and (23), we have

n∑

l=1

〈

∞∑

k=1

rk∑

j=1

m∑

i=1

∫ log b
a

0

sα−1Eα, α (−λks
α)×

ui

(
be−s

)
ds ·

∂

∂xl

(
dikj(x)αkj(x)

)
, p∗1ωzl〉 = 0.

(25)

Then, the arbitrariness of u leads to the equivalence between (25) and
∞∑

k=1

rk∑

j=1

tα−1Eα, α (−λkt
α)

n∑

l=1

Dl
kΦkl = 0

and the proof of the first part is completed.
When n = 1, since tα−1Eα,α (−λkt

α) > 0, for any t ∈ [a, b], the equivalence
between (24) and

m ≥ sup {rk} and rankD1
k = rk, k = 1, 2, . . . ,

can be easily derived by the knowledge of linear algebra.

Remark 3. If for every k, λk is a single eigenvalue of −A, Theorem 3.3 shows that
we can steer system (1) to be regionally gradient approximately controllable by one

actuator; and if there is a k̃, such that the multiplicity of λ
k̃
is infinite, then the

number of actuators must be infinite.
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The last part in this section aims to provide a method to find out the optimal
actuators with minimum energy to achieve the regional gradient approximate con-
trollability among all admissible ones. The HUM, which was first introduced by
Lions [25, 26], is the main method to be used.

For any given target state f ∈
(
L2(ω)

)n
, define

Uad ,
{
u ∈ L2(Ω) | pω∇Hu = f(x)

}
, (26)

and the minimum energy (cost) functional

inf
u∈Uad

J(u) , inf
u∈Uad

∫ b

a

‖ u(t) ‖2
Rm dt. (27)

When system (1) is regionally gradient controllable, we can easily see that Uad is
nonempty.

It’s also worth mentioning that the cost for regional gradient controllability is not

more than that for regional controllability. Let Ũad be the admissible control set for
the corresponding regional controllability. Since Hu = f(x) implies ∇Hu = ∇f(x),

thus Ũad ⊆ Uad and

inf
u∈Uad

J(u) ≤ inf
u∈Ũad

J(u).

Next, by using the HUM, we’ll provide the unique solution to the minimum en-
ergy functional (27) to guarantee the regional gradient approximate controllability.

Define G ,
{
g ∈

(
L2(Ω)

)n
| g = 0 in Ω \ ω and ∃ ! g̃ ∈ H1

0 (Ω), s.t. ∇g̃ = g
}
.

Then, g̃ = ∇∗p∗ωg ∈ H1
0 (Ω), for any g ∈ G. Consider




QH
t Dα

b ϕ(x, t) = A∗Qϕ(x, t) in Υ,

lim
t→b

QH
t Dα−1

b ϕ(x, t) = ∇∗p∗ωg(x) in Ω,

ϕ(ξ, b− t) = 0 on ∂Ω× [a, b].

(28)

According to Lemma 2.8 and then utilizing Lemma 2.6, the unique solution of
system (28) satisfies:

ϕ(x, t) =

(
log

b

t

)α−1

K∗
α

(
log

b

t

)
∇∗p∗ωg(x). (29)

Define

‖ g ‖2G,

∫ b

a

∥∥∥∥
1

t
B∗K(t)∇∗p∗ωg(x)

∥∥∥∥
2

dt, (30)

where K(t) =
(
log b

t

)α−1
K∗

α

(
log b

t

)
, then we have the following lemma.

Lemma 3.4. If system (1) is regionally gradient approximately controllable, then
(30) is a norm on G.

Proof. It’s obvious that (30) defines a semi-norm on G.
From ‖ g ‖G= 0, we have

1

t
B∗K(t)∇∗p∗ωg(x) = 0.

If system (1) is regionally gradient approximately controllable, from Theorem

3.2, we know Im (pω∇H) =
(
L2(ω)

)n
. Hence,

Ker (H∗∇∗p∗ω) = {0},

that is, ‖ g ‖G= 0 leads to g = 0. Thus, (30) defines a norm on G.
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Now, consider the following two systems




HC
a Dα

t Ψ1(x, t) = AΨ1(x, t) +
1

t
BB∗ϕ(x, t) in Υ,

Ψ1(x, a) = 0 in Ω,

Ψ1(ξ, t) = 0 on ∂Ω× [a, b]

(31)

and 



HC
a Dα

t Ψ2(x, t) = AΨ2(x, t) in Υ,

Ψ2(a) = y0(x) in Ω,

Ψ2(ξ, t) = 0 on ∂Ω× [a, b].

(32)

Define Fg , pω∇Ψ1(x, b). According to the superposition principle in linear system,
we can provide the regional gradient approximate controllability of system (1) if we
can solve

Fg = f(x)− pω∇Ψ2(x, b). (33)

Theorem 3.5. If system (1) is regionally gradient approximately controllable, then

for any given f(x) ∈
(
L2(ω)

)n
, (33) exists a unique solution g ∈ G, and the actuator

u∗(t) = 1
t
B∗ϕ(x, t) is the unique solution of (27).

Proof. Given any g ∈ G, it yields that

〈g, Fg〉 = 〈g, pω∇Ψ1(x, b)〉 = 〈∇∗p∗ωg,Ψ1(x, b)〉

=〈∇∗p∗ωg,

∫ b

a

(
log

b

s

)α−1

Kα

(
log

b

s

)
BB∗ϕ(x, s)

ds

s2
〉

=

∫ b

a

∥∥∥∥
1

t
B∗ϕ(x, t)

∥∥∥∥
2

dt = ‖g‖2G .

Hence, (33) exists a unique solution ĝ. From u∗(t) = 1
t
B∗ϕ(x, t), we can easily

check that pω∇Hu∗ = f(x), that is, u∗ ∈ Uad.
For any ũ ∈ L2(Ω), satisfying pω∇Hũ = f(x), we have pω∇Hu∗ = pω∇Hũ.

Therefore, it leads to

J ′(u∗) (u∗ − ũ) = 2

∫ b

a

〈u∗(s), u∗(s)− ũ(s)〉 ds

=2

∫ b

a

〈
1

s
B∗ϕ(x, s), u∗(s)− ũ(s)

〉
ds

=2

〈
∇∗p∗ωg,

∫ b

a

T (s)
ds

s

〉

=2 〈g, pω∇Hu∗ − pω∇Hũ〉 = 0,

where

T (s) =

(
log

b

s

)α−1

Kα

(
log

b

s

)
B (u∗(s)− ũ(s)) .

By applying Lemma 2.10, we conclude that u∗ is the unique solution of (27).

Remark 4. If we choose f(x) = 0 in Definition 2.3, then the regional gradient
exact/approximate null controllability can be guaranteed.
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4. An example. Let Ω = [−1, 1] × [−1, 1] and consider the following diffusion
system with one zone actuator:





HC
2 D0.5

t z(x, t) = −△z(x, t) + χPu(t) in Υ̃,

z(x, 2) = 0, in Ω,

z(x, t) = 0, on ∂Ω× [2, 4],

(34)

where Υ̃ = Ω × [2, 4], x = (x1, x2)
⊤ and △ = ∂2

∂x2

1

+ ∂2

∂x2

2

, the two dimensions

Laplace operator. Here, A = −△ generates a C0−semigroup {T (t)} on L2(Ω) and
−A = △ is a uniformly elliptic operator. As we know, the eigenvalue λkl and
the corresponding eigenfunction αkl(x) of A are λkl =

(
k2 + l2

)
π2 and αkl(x) =

2 sin(kπx1) sin(lπx2), respectively, for k, l = 1, 2, . . . and x ∈ Ω.
According to (13), for any z ∈ L2(Ω), it follows that

H∗∇∗z =
1

t
N(t)

∞∑

k,l=1

E0.5, 0.5 (λklN(t)) 〈∇∗z, αkl(x)〉Mkl,

where N(t) =
(
log 4

t

)−0.5
and Mkl =

∫
P
αkl(x)dx. When we consider the gradient

approximate controllability on the whole region at time 4, that is, P = Ω, then

Mkl =

∫ 1

−1

∫ 1

−1

2 sin(kπx1) sin(lπx2)dx1dx2 ≡ 0.

Hence, we have

H∗∇∗z ≡ 0, ∀z ∈ L2(Ω), (35)

which implies that Ker (H∗∇∗) 6= {0}, i.e., Im(∇H) 6= L2(Ω). From Theorem
3.2, we conclude that system (34) is not gradient approximately controllable on the
whole interested domain at time 4.

Next, we show that system (34) is regionally gradient approximately controllable
on a subinterval ω $ Ω.

Let ω = [0, 1]× [0, 1] and z = sin(pπx1) cos(qπx2) with even numbers p, q. Then

H∗∇∗p∗ωz =
1

t
N(t)

∑

k,l

E0.5, 0.5

(
−
(
k2 + l2

)
π2N(t)

)
Jklpq 6= 0,

where

Jklpq =
8p

klπ

(
1

(k + p)π
−

1

(k − p)π

)(
1

(l + q)π
−

1

(l − q)π

)
,

for odd numbers k, l.
Hence, z = sin(pπx1) cos(qπx2) is reachable and thus regionally gradient approx-

imately controllable on ω at time 4. Since the eigenvalues of A are all of multiplicity
1, that is, rk = 1 for all k, then r = 1 and rankD1

k = rankD2
k = 1. Hence, from

Theorem 3.3, the zone actuator is gradient ω−stratigic, which coincides with Re-
mark 3. Moreover, the regional gradient approximate controllability of system (34)
on ω at time 4 shows that (30) defines a norm on G according to Lemma 3.4. It
follows from 〈Bu,ϕ(x, t)〉 = 〈u,B∗ϕ(x, t)〉 and Bu = χωu(t) that

B∗ϕ(x, t) =

∫

L2(ω)

ϕ(x, t)dx.
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Therefore, according to Theorem 3.5, the unique minimum energy control can be
presented by

u∗(t) =
1

t

∫

L2(ω)

ϕ(x, t)dx.

5. Conclusion. In this paper, we established some effective necessary and suffi-
cient conditions on the regional gradient controllability of Hadamard-Caputo time
fractional diffusion systems. The characteristics of admissible actuators and the
optimal control described by the minimum energy functional were also derived. Fi-
nally, the illustrative example showed the application of our results in practical
models.

6. Further works. [28] considered a rather stronger notion of null controllability,
which requires the state of system stays at rest after the final moment. In this
sense, a fractional system is not null controllable. It’s natural to ask whether it is
controllable in other sense, such as regionally gradient approximately controllable.
Similar to the definition of null controllability in [28], one should take into account
the memory effect of the fractional derivative for the regional gradient approximate
controllability. This is beyond the scope of this paper and will be analyzed in detail
in another paper.

Acknowledgments. We would like to thank the referees for all the comments and
suggestions that made possible a better version of this paper.
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