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ABSTRACT OF THE DISSERTATION

An Integrated Framework for Contextual Personalized LLM-Based Food Recommendation

By

Ali Rostami

Doctor of Philosophy in Computer Science

University of California, Irvine, 2024

Professor Amir M. Rahmani, Chair

Personalized food recommendation systems (Food-RecSys) are recognized for their potential

to enhance dietary practices and address pressing health issues. Despite their promise,

current food recommendation methodologies, predominantly rule-based and classification-

driven, encounter substantial barriers in achieving practical applicability. This challenge

is largely attributed to two main factors: the poor understanding of food recommendation

specific components as a whole and inadequate research on a holistic integration between all

the key components which enables the final methodology to achieve effective results, and also,

the limitations of conventional machine learning models, which falter in the face of a virtually

limitless array of food categories and the inherent imbalance within datasets. In this context,

the advent of Large Language Models (LLMs) presents an intriguing alternative, suggesting

a path forward for recommendation systems. Nevertheless, existing approaches that employ

LLMs generally adopt a generic Recommendation as Language Processing (RLP) strategy,

which falls short of incorporating the nuanced components essential for successful Food-

RecSys.

To bridge this research gap, this thesis provides a comprehensive overview on an intensely

complex big picture, identifies the key components and provides innovative exploratory mod-

els for each the multiplex key components required for personalized contextual food recom-

xv



mendation, additionally, articulates a novel feasibility study of a comprehensive integrated

personal contextual Food-RecSys framework, underpinned by several pivotal innovations

aimed at fortifying the effectiveness of personalized food recommendations. Key among

these is the development of a multimedia food logging platform and the World Food Atlas,

the latter of which facilitates geolocation-based food queries—a capability notably absent in

current offerings. Moreover, this work pioneers the Food Recommendation as Language Pro-

cessing (F-RLP) framework. F-RLP represents a bespoke solution that adeptly harnesses the

strengths of LLMs, furnishing a food-specific recommendation infrastructure that transcends

the limitations of generic models.
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Chapter 1

Introduction

1.1 Overview

In the contemporary landscape, characterized by the prevalence of digital assistants and

customized user experiences, the domain of artificial intelligence in personalized Food Rec-

ommendation Systems (Food-RecSys) has arisen as a significant influence on our dietary

explorations [129]. These systems extend beyond the realm of mere convenience, harboring

the capacity to enhance nutritional decisions, mitigate nutritional deficits, and contribute to

the prevention and management of chronic health conditions [132], [129].

The umbrella of food encompasses an immensely broad spectrum of categories, each with its

own distinct facets, essentially rendering the space of potential classes virtually boundless.

This diversity poses a significant challenge to classification-based methodologies in crafting

effective and practical Food-RecSys that account for the extensive variety of food classes,

their characteristics, and the crucial element of personalization [132], [170].

Current Food-RecSys encompasses a diverse array of classification based methods, from
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content-based filtering relying on user-rated recipes to collaborative filtering leveraging shared

preferences [144]. While intriguing in their conceptualization, these methodologies encounter

substantial limitations when confronted with the expansive variety of categories and the

multidimensional nature of Food-RecSys, rendering them inefficient for practical, daily ap-

plications. The large number of classes and complicated dimensions in FR systems make it

clear that we need more advanced methods that can handle these difficulties. This makes us

wonder if these methods can really be used effectively in real life [90].

However, progress in Large Language Models (LLMs) has shown that they are good at rec-

ommendation tasks that involve a huge number of categories [70]. This is because they are

good at dealing with a lot of options. Despite the potential of LLM-based recommendations

in navigating the intricate web of food categories, a number of barriers prevent their ap-

plication in providing useful, real-world food recommendations [41]. Notably, these include

limitations in logical reasoning, real-time geographic awareness, and the incorporation of

unique, domain-specific components vital for the accuracy and performance of Food-RecSys

[224]. Among the novel components introduced in this work are Multimedia Food Logger

(MFL) [11] and the World Food Atlas (WFA) [58]. Moreover, the absence of a comprehen-

sive framework tailored to LLM-based food recommendations remains a notable gap in the

literature. Some projects, like the Food Recommendation Language Processing (F-RLP)

approach, are taking steps toward using LLMs in this way, but they usually train their

models using methods that are not LLM-specific, so they do not fully use LLMs for food

recommendation tasks [70].

In response, in this thesis we propose a holistic framework for LLM-based food recommenda-

tions that meticulously integrates domain-specific elements essential for food recommenda-

tions while leveraging the strengths of LLM machine learning models to manage an extensive

range of food categories effectively as a comprehensive framework. We additionally show the

depth of this huge problem and also present a novel feasibility study at the end as a prove of
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concept of an inherently almost infinitely complex [12] problem which interacts in every di-

mension with reality that we know of. Our framework encompasses a detailed exploration of

all requisite components, offering a clear delineation of each element’s role and significance,

alongside a pre-training mechanism that harmonizes the needs of food recommendation with

the advantages of LLM-based approaches.

1.2 Research aim and objective

The research aim of this scholarly inquiry is two-fold.

One is to elucidate the essential prerequisites for efficacious Food-RecSys, elements that have

been hitherto underemphasized across various dimensions of study. This endeavor seeks to

elucidate a coherent and actionable conceptualization of these integral components, such as

the food logger and the world food atlas, delineating their pivotal functions and contributions

within the architecture of Food-RecSys [170]. Additionally, this research aims to furnish a

comprehensive exposition on the synergistic interplay among the diverse constituents of per-

sonal food recommendation platforms. It proposes an innovative framework that harmonizes

these disparate elements, thereby elucidating the substantial advantages derivable from the

meticulous design and application of these components within a unified system [132].

An additional scholarly pursuit of this thesis is to tackle a prevalent challenge within the

realm of personalized Food-RecSys: the inadequacy of conventional classification techniques

to effectively manage the categorization within an extensively large and multidimensional

space of food-related attributes [23]. This investigation aspires to harness the capabilities of

Large Language Models (LLMs), renowned for their proficiency in navigating vast expanses

of possibilities inherent to tasks like language generation, to surmount this hurdle [242]. A

critical objective encompasses synthesizing the broad applicability of LLMs in general per-
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sonal recommendation scenarios with the distinctive features and exigencies of personalized

food recommendation domains. The intricacies of food recommendation present a singularly

unique challenge, prompting the development of an LLM-based recommendation framework

meticulously crafted to not only mitigate inherent drawbacks such as hallucination phenom-

ena and logical inaccuracies but also to transform these issues into strategic advantages [169].

This entails the construction of an innovative architecture that synergistically integrates the

strengths of LLMs with the nuanced requirements of personalized Food-RecSys, thereby fos-

tering a novel and efficacious methodology as a preliminary prove of concepts which God

willing paves the way for much more complex systems in the future.

1.3 Thesis Contributions

This thesis delineates several pivotal contributions to the field of personalized Food-RecSys,

employing a comprehensive academic lexicon and integrating novel references and method-

ologies:

• Elaboration on Critical System Components: This research identifies and elab-

orates on the key components indispensable for the efficacy and precision of Food-

RecSys. Unlike general-purpose LLM-based recommendations, which may not account

for the nuanced requirements of the food recommendation domain, this study highlights

and details the most critical elements that underpin high-performing food recommen-

dation services [132].

• Development of a Specialized Food Logging Platform: The thesis introduces

an advanced specification for food logging, a component vital for personalized food rec-

ommendations. The proposed platform offers a refined approach to capturing dietary

preferences and consumption patterns, tailored specifically for enhancing personalized
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recommendation accuracy.

• Inception of the World Food Atlas: Acknowledging the necessity of a geospatial

database for practical food recommendation, this research pioneers the World Food At-

las. This innovative server aggregates diverse food data sources into a geospatial atlas,

enabling user queries based on geographical location, thereby addressing a significant

gap in existing recommendation frameworks.

• Formulation of a Holistic Framework: Prior works have not presented a com-

prehensive framework for LLM-based food recommendations. This thesis critiques ex-

isting methodologies for their partial utilization of food recommendation components

and proposes a prove of concept version of a holistic framework that paves the way for

fully leveraging LLM potential while detailing the integral structure of the recommen-

dation system as a comprehensive integrated system., including data organization and

processing methodologies to preclude hallucination phenomena.

• Integration of Food-Specific Models with LLM: Recognizing the unique chal-

lenges of food recommendations, this work integrates specialized models with LLMs to

navigate the complex personalization dimensions inherent in food preferences, involv-

ing diverse data streams and processed information.

• Ensuring LLM Recommendation Reliability: Addressing the limitations of LLMs

in understanding logical coherence and real-time geographical context, this thesis intro-

duces mechanisms such as food decoding and option list generation interfaces. These

tools constrain LLM recommendations to a reliable set of options, enhancing result

relevancy and mitigating the risk of erroneous outputs.

• Incorporation of Essential External Food Servers: Highlighting the challenges

LLMs face in accessing and processing data from external food servers, such as in-

jecting knowledge from the World Food Atlas and the Food Knowledge Graph, this
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research explores innovative solutions for integrating external server data into the LLM

recommendation process, marking a significant advancement in the field.

• Pioneering Research in LLM-based Food Recommendations: By venturing

into the relatively unexplored territory of LLM-based food recommendation, this the-

sis sets the groundwork for a novel research domain. It showcases the suitability of

LLMs for handling the vast complexity and variety inherent in personalized food rec-

ommendation tasks, thereby laying a foundation for future scholarly endeavors in this

promising intersection of technology and gastronomy.

1.4 Organization

Figure 1.1: Structure of the thesis

The subsequent sections of this dissertation, as illustrated in Figure 1.1, are methodically

organized to facilitate a comprehensive understanding of Personal Food Recommendation

and LLM integration. The structure is outlined as follows:

• Chapter 2: This section introduces the concept of Personal Food Recommendation,

situating it within the expansive domain of food computing. It surveys existing schol-

arly efforts related to personal Food-RecSys and LLM-based recommendation frame-

works, concluding with a succinct overview of the key components integral to personal

food recommendations.
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• Chapter 3: A pioneering personal food model is delineated, encapsulating digitized

representations of user-specific food attributes. This model bifurcates into the biolog-

ical and preferential personal food models, elucidating their contributions within the

overarching framework and offering a case study to exemplify its application.

• Chapter 4: An elaborate schema for data collection tailored to personal food rec-

ommendation is introduced, with an emphasis on a food logging platform as the

cornerstone of personal data acquisition. This chapter delves into the spectrum of

food-related data requisite for tailoring effective personal food recommendations.

• Chapter 5: A discourse on context-based causal analysis in food decision-making

processes is presented, alongside a novel schema for comprehensive food event context

representation. This analysis examines the multifaceted impact of various factors on

food choices, supplemented by an experimental study to substantiate these insights.

• Chapter 6: The World Food Atlas is proposed as a crucial component for any gen-

uinely functional personal Food-RecSys. This chapter highlights the necessity of real-

time, location-based food queries and outlines a new schema and platform architecture

for the World Food Atlas.

• Chapter 7: A groundbreaking framework that amalgamates the disparate elements

of personal food recommendations with the capabilities of LLMs is proposed. This sec-

tion scrutinizes the hurdles associated with such integration, particularly the inherent

limitations of LLMs, and proposes a hybrid framework to overcome these obstacles.

• Chapter 8: The dissertation concludes by reflecting on the strengths and limitations

of the presented work and suggesting avenues for future research within the field of

personalized food recommendations.
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Chapter 2

An Overview on Food

Recommendation

2.1 Background

This segment initiates with a concise delineation of the quadruple stratifications inherent

in Food Computing [170], subsequently narrowing the focus to the user-centric stratum

and delineating the placement of Personal Food Recommendation within this echelon. An

extensive exposition on the multifaceted dimensions of Personal Food Recommendations

and LLM (Large Language Model)-based recommendation frameworks ensues, incorporat-

ing an in-depth exploration of foundational principles pertinent to Recommender Systems

and LLMs [70]. This is augmented by a rigorous review of scholarly literature addressing both

domains of personal food recommendation and LLM-based recommendation methodologies.

Conclusively, this section enumerates the essential constituents of Personal Food Recommen-

dation, furnishing a succinct elucidation of each element’s function and significance within

the broader recommendation architecture.
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2.1.1 Food Computing Overview

Food computing is a multidisciplinary research field that covers various layers of food sys-

tems. The research can be categorized into four different layers: user-centric, dish-centric,

food chain-centric, and environmental-centric [171]. These layers provide different perspec-

tives on the food system, each with its own set of challenges and opportunities.

Food computing is an emerging interdisciplinary field that combines food science, computer

science, and artificial intelligence to develop computational methods for analyzing and mod-

eling food-related data. It aims to create novel applications that could transform the food

industry and benefit consumers by providing more efficient and effective ways of managing

food production, distribution, and consumption [132].

One of the main challenges in food computing is the complexity and diversity of food-related

data. This data can include information on food ingredients, recipes, nutrition, cooking

techniques, and cultural factors. To make sense of this data, food computing researchers

use various computational techniques such as machine learning, data mining, and natural

language processing [132].

Food computing has a wide range of potential applications, from personalized nutrition and

food recommendation systems to food safety and traceability. For example, personalized

nutrition systems can use data on an individual’s health status, lifestyle, and food preferences

to generate personalized diet plans that could help prevent or manage chronic diseases. Food

recommendation systems can use location-based and context-aware information to suggest

restaurants and food options that match a user’s taste, budget, and dietary requirements.

Some recent research in food computing has focused on developing methods for analyzing

the impact of food consumption on the environment and sustainability. For example, the

Food and Agriculture Organization of the United Nations (FAO) has proposed the concept
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of ”food systems intelligence” that aims to integrate data from various sources to enable

a more holistic and evidence-based approach to food systems analysis and decision-making

[213], [85].

Figure 2.1: The food computing layers and the pyramid of the body of work. A simple
search of publications in each layer by a few trivial keywords from each layer shows the focus
of research tends to be more active in areas closer the centric layer demonstrating its more
immediate importance in a human centric society.

User-centric research focuses on the user’s behavior, preferences, and health. This layer

aims to personalize the food recommendations based on the user’s goals, such as weight loss,

health improvement, or cultural preferences. User-centric research also explores the use of

sensors and wearables to monitor the user’s food intake, eating patterns, and physiological

responses to food. This layer involves several challenges, such as the accuracy of the sensor

data, privacy concerns, and the user’s willingness to adopt new technologies.

Dish-centric research focuses on the food itself, its ingredients, nutrition, and culinary prop-

erties. This layer aims to understand the dish’s flavor, texture, and appearance and how

they affect the user’s enjoyment and satisfaction. Dish-centric research also explores the

use of computer vision and machine learning techniques to recognize the dish’s ingredients,

estimate its nutritional value, and predict its sensory properties. This layer involves several

challenges, such as the variability of the ingredients, the complexity of the recipes, and the
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subjectivity of the sensory evaluation.

Food chain-centric research focuses on the food production, distribution, and consumption

chain. This layer aims to improve the efficiency, sustainability, and safety of the food system.

Food chain-centric research also explores the use of blockchain, IoT, and AI technologies to

track and trace the food products, monitor the environmental impact of food production,

and prevent food fraud and contamination. This layer involves several challenges, such as

the interoperability of the data sources, the trustworthiness of the information, and the

scalability of the solutions.

Environmental-centric research focuses on the environmental impact of food systems, such

as greenhouse gas emissions, water consumption, and land use. This layer aims to promote

sustainable and regenerative food systems that minimize the negative impact on the environ-

ment and maximize the positive impact on the ecosystem. Environmental-centric research

also explores the use of circular economy, agroforestry, and biodiversity conservation strate-

gies to create resilient and diversified food systems. This layer involves several challenges,

such as the trade-offs between different environmental indicators, the complexity of the food

system, and the need for interdisciplinary collaboration.

Overall, the different layers of food computing research provide a holistic view of the food sys-

tem, each with its own set of challenges and opportunities. Integrating these layers can lead

to more comprehensive and personalized food solutions that promote health, sustainability,

and social well-being.

2.1.2 The User Centric Layer

The user-centric layer is the most critical layer of food computing, as it focuses on the

individual’s needs and preferences. In personalized food recommendation systems, the user-
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Figure 2.2: The interaction between the different layers of food computing shows that these
layers are not isolated and will inevitably affect each other as they are interconnected. So
a positive impact on all layer may start from the user layer’s food intake choice based on
preference and health.

centric layer involves collecting data on an individual’s dietary habits, food preferences, and

lifestyle. This data is then used to develop a personal model that can generate personalized

recommendations based on an individual’s unique characteristics.

The user-centric layer is a personal model that forms the core of personalized food recom-

mendation systems. It is based on the idea that each individual has unique food preferences,

dietary restrictions, and health goals that must be taken into account when making food rec-

ommendations. By collecting and analyzing data about a user’s food habits, the user-centric

layer can generate personalized recommendations that are tailored to the user’s needs and
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preferences.

Research has shown that personalization is a key factor in the success of food recommendation

systems [159]. Many studies have found that personalized food recommendations are more

effective than generic recommendations in encouraging users to make healthy food choices

[122], [195]. Similarly, a study by Mustu et al. (2020) found that users were more likely to

use a food recommendation system that provided personalized recommendations based on

their individual tastes and preferences [135].

The user-centric layer typically includes several components, including a user profile, a food

ontology, and a recommendation engine. The user profile contains information about the

user’s food preferences, dietary restrictions, and health goals, as well as their location and

other contextual information. The food ontology is a structured representation of the types

of food that are available, including their nutritional content and other relevant information.

The recommendation engine uses algorithms and machine learning techniques to generate

personalized recommendations based on the user’s profile and the food ontology.

Several challenges must be addressed in order to build an effective user-centric layer. One

of the main challenges is data collection and analysis. Collecting accurate and relevant data

about a user’s food habits and preferences can be difficult, and requires the use of various

sensors and other data collection techniques. Analyzing this data and generating personalized

recommendations also requires the use of advanced machine learning and artificial intelligence

techniques.

Despite these challenges, the user-centric layer holds great promise for improving the effec-

tiveness of food recommendation systems. By taking into account the unique needs and

preferences of each individual user, these systems can help promote healthy eating habits

and prevent chronic diseases such as obesity and diabetes. Further research is needed to

explore the potential of the user-centric layer and to develop more effective techniques for
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collecting and analyzing data about food habits and preferences.

2.1.3 Recommender Systems (RecSys)

Recommender systems constitute a subclass of information filtering technologies designed to

address the challenge of information overload in contemporary digital environments [177].

These systems employ diverse algorithmic approaches to curate and suggest items, services,

or content deemed most relevant to individual users [237]. Central to their function is the

analysis of historical user-item interaction data, which may encompass explicit feedback

(e.g., ratings, reviews) [5] or implicit signals (e.g., browsing patterns, purchase history) [9].

Broadly speaking, recommender systems leverage techniques such as collaborative filtering

[10], which searches for similarities in behavior across users, and content-based methods [7],

which analyze attributes and descriptions of both users and items. Recent advancements

incorporate deep learning models, including graph neural networks (GNNs) [6] for supe-

rior representation learning, and large language models (LLMs) to enable natural language

understanding and generation in the recommendation process [59].

Deep learning has revolutionized recommender systems due to its exceptional representation

learning abilities [238], [186]. Models like DSER demonstrate this by converting sequential

user–item interactions with deep neural networks (DNNs) to uncover complex user-item

relationships [3]. Graph neural networks (GNNs) have also proven potent for recommender

systems, skillfully modeling the inherently graph-structured nature of recommendation data.

Textual knowledge further enhances these systems; DeepCoNN, for instance, employs CNNs

to process user reviews, boosting the accuracy of rating predictions [96].

The proliferation of language models within recommender systems underscores their adept-

ness at processing and generating natural language, heralding a paradigm shift in personal-

ized recommendation capabilities [33]. These models demonstrate a nuanced understanding
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of human communication, thereby unlocking avenues for highly tailored recommendations

across various domains, including but not limited to news dissemination and pharmaceuti-

cals [223]. An exemplary manifestation of this trend is observed in BERT4Rec [197], wherein

the formidable prowess of Bidirectional Encoder Representations from Transformers (BERT)

[51] is harnessed to model the intricate sequential patterns inherent in user behavior. More-

over, Transformer-based frameworks exhibit the remarkable capacity to not only recommend

items but also provide cogent explanations concurrently, thereby enriching user trust and

comprehension in the recommendation process.

2.1.4 Large Language Models (LLMs)

Large language models (LLMs), pivotal exemplars of advanced artificial intelligence (AI),

undergo training on vast textual corpora to discern the intricate structures and relationships

embedded within natural language. Pre-trained models like BERT (Bidirectional Encoder

Representations from Transformers) [51], GPT (Generative Pre-trained Transformer) [40],

and T5 (Text-To-Text Transfer Transformer) [163] serve as foundational building blocks,

offering diverse capabilities and architectures. Encoder-only models, exemplified by BERT,

leverage bidirectional attention to glean contextual meaning from both preceding and sub-

sequent tokens. This makes them adept at capturing subtle semantic nuances, critical for

tasks like text classification and natural language inference. Decoder-only models, such as

GPT, employ unidirectional attention to generate human-quality text, proving invaluable for

tasks like text summarization and machine translation. Encoder-decoder models, like T5,

offer exceptional versatility, reformulating diverse natural language processing (NLP) tasks

as text-to-text problems, enabling solutions across a spectrum of domains [59].

The exponential growth in LLM scale has propelled a revolution in NLP, with models like

GPT-3 [40], Jurassic-1 Jumbo [111], and Megatron-Turing NLG [192] demonstrating pre-
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viously unattainable levels of linguistic fluency and knowledge representation. Trained on

massive datasets, these LLMs showcase remarkable in-context learning (ICL) capabilities

[48], understanding and responding dynamically to provided prompts rather than solely re-

lying on pre-trained knowledge. This adaptability sets them apart from earlier NLP models.

Techniques like chain-of-thought prompting (CoT) [239] further augment LLMs’ reasoning

capacity. By providing step-by-step demonstrations within the prompt itself, CoT guides

the model’s problem-solving process. Recent extensions like self-consistency [20], which use

majority voting across multiple generated responses, yield further improvements in LLM

accuracy and reliability.

LLMs’ far-reaching applications extend to fields as varied as biomedical simulators [183], legal

analysis [49], and software development [35] and various other scientific analysis [240]. Within

recommender systems (RecSys), LLMs like ChatGPT play transformative roles. Their ability

to analyze user histories and predict item preferences [57], [58] enables more accurate and

personalized recommendations. LLMs power sequential recommender systems [79], [38],

forecasting user interactions based on past behavior. Importantly, LLMs are central to

explainable recommendations [66], where they articulate the reasoning behind suggested

items, fostering user trust such as the educational chat bot presented in [16] supporting

student decisions.

The conversational nature of LLMs drives innovation in user-centric recommendation ex-

periences. Frameworks like MACRS [60] and CPR [234] integrate conversational interfaces

with recommendation capabilities, employing prompt-based strategies to guide dialogue.

Additionally, researchers actively investigate the potential of LLMs in graph-based recom-

mendation, recognizing their capacity to process complex relational data [78].
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2.2 Related Work

This section contains a thorough assessment of the literature on a range of topics related to

LLM-based recommenders and personalized food recommendations. We begin a thorough

exploration to clarify the changing terrain of personalized recommendation systems. I begin

by examining the historical development of recommendation systems.

After conducting an in-depth investigation in the field of N of 1 food recommendation sys-

tems, we explore the current landscape of non-LLM-based food recommendations. I examine

the unique features, methods, and constraints of existing meal recommendation systems.

Moreover, we also investigate the complex elements incorporated in modern food recommen-

dation systems, illuminating the various aspects that come together to create comprehensive

recommendation systems.

Moving on to the field of Language Model based recommendation systems, this section sum-

marizes how recommendation systems have evolved from traditional models to the present

paradigm shift that utilizes Language Model technologies. We specifically discuss the devel-

opment and advancement of LM-based recommendation systems, highlighting their crucial

function in contemporary recommendation frameworks. We study the underdeveloped field

of LLM-based meal recommendations, noting a significant lack of focused research in this

area. This comprehensive analysis aims to outline the developmental path of personalized

recommendation systems, emphasize the importance of LLM-based recommendations, and

highlight the complexities of current non-LLM-based food recommendations and their vari-

ous elements.

Lastly, we provide the present research gap and problems to wrap up this part.
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2.2.1 history of RecSys Evolution

Recommendation systems have become ubiquitous in our daily lives, from recommending

movies on Netflix [72] to suggesting products on Amazon [115]. The history of recommenda-

tion systems dates back to the early days of the internet when researchers began to explore

the use of collaborative filtering techniques to personalize recommendations [211], [127]. One

of the earliest examples of personalized recommendation systems is GroupLens, a research

project at the University of Minnesota, which was launched in 1992 [99]. The system used

collaborative filtering to make movie recommendations to users based on their past viewing

behavior.

In the years that followed, several other researchers began to explore the use of collaborative

filtering techniques for personalized recommendations. In 1999, Amazon launched their per-

sonalized recommendation system, which was based on collaborative filtering and association

rule mining paving the way for this paper [115]. The system was able to make personalized

product recommendations to users based on their past purchase behavior.

In the early 2000s, content-based recommendation systems also emerged as a popular ap-

proach for personalized recommendations. Content-based recommendation systems use the

features of the items being recommended to make personalized recommendations to users.

For example, a book recommendation system might use the genre, style, and title of a book

to make personalized recommendations to users [185], [134].

In recent years, deep learning techniques have emerged as a popular approach for personalized

recommendations [238]. Deep learning models can be used to learn complex patterns in

user behavior and make personalized recommendations based on those patterns [186]. One

of the most popular deep learning models for personalized recommendations is the neural

collaborative filtering model, which was proposed in 2017 [84].
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Despite the success of personalized recommendation systems, there are also several challenges

associated with their development and deployment. One of the biggest challenges is the issue

of data privacy and user control. As personalized recommendation systems become more

sophisticated, they require access to more user data, which can raise concerns about data

privacy and user control [93], [62].

Personalized recommendation systems have come a long way since the early days of the

internet. From collaborative filtering to deep learning, researchers have developed a variety

of techniques to make personalized recommendations to users. As these systems continue to

evolve, it is important to consider the ethical and privacy implications of their development

and deployment.

2.2.2 N-of-1 Food Recommendation Systems (Food-RecSys)

Personalized food recommendation systems are engineered to furnish individuals with dietary

options meticulously tailored to their distinct preferences, nutritional requisites, and health

goals, harnessing diverse datasets encompassing user profiles, dietary records, and situational

contexts. These platforms endeavor to facilitate the adoption of healthier dietary practices

and the achievement of nutritional equilibrium by meticulously accounting for variables such

as caloric content, macronutrient composition, and specific dietary restrictions, thus propos-

ing consumables that are both salubrious and congruent with personal taste predilections.

Moreover, they serve to acquaint individuals with novel gastronomic experiences and tradi-

tions, thereby enriching culinary diversity and stimulating dietary exploration.

The architecture of these platforms is underpinned by an array of sophisticated machine

learning and artificial intelligence paradigms, including but not limited to collaborative fil-

tering, which predicates future preferences on historical user interactions, and content-based

filtering, which analyzes the attributes of food items in relation to previously preferred selec-
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tions [57]. Hybrid methodologies that amalgamate these and other approaches offer enhanced

efficacy, drawing upon a multifaceted data corpus to surmount the inherent limitations of

singular strategies [128].

The genesis and refinement of personalized nutritional recommendation systems present

formidable challenges, necessitating meticulous attention to the selection and integration of

predictive features and data sources, alongside stringent evaluation of system performance.

This process is further complicated by the imperative to navigate ethical considerations

pertaining to data privacy, individual autonomy, and the potential for social influence [182],

[162].

Notwithstanding these obstacles, personalized nutritional recommendation systems harbinger

a paradigm shift in dietary planning and nutritional cognizance [43]. By delivering individ-

ualized dietary suggestions aligned with unique health specifications and gustatory inclina-

tions, these systems pave the way for more enlightened and health-conscious dietary choices.

The historical trajectory of recommendation systems reveals a progressive integration of

cutting-edge technologies, such as Language Models (LMs) and Large Language Models

(LLMs), into the domain of dietary recommendations. However, the exploration of LLM-

based recommendation systems in the context of nutrition remains in its infancy, indicating

a burgeoning field ripe for academic inquiry and technological innovation, with the potential

to significantly advance personalized health and nutritional science.

Content-Based Filtering

n the domain of culinary recommendation systems, a variety of machine learning strategies,

notably those under the umbrella of Content-Based Filtering (CBF) methodologies, have

been instrumental in curating personalized recipe suggestions. These methodologies primar-

ily leverage matrix factorization techniques, renowned for their capacity to unearth latent
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attributes that define the dynamics of interactions between users and culinary items [214].

A notable advancement in this area involves the adaptation of matrix factorization methods

to analyze feature matrices—comprising diverse content elements such as ingredients, prepa-

ration methods, and nutritional profiles—rather than relying solely on user rating matrices

[109]. This innovation aims to integrate a multifaceted array of content information into the

recommendation mechanism, thereby enhancing the precision of recipe suggestions[191].

Further, innovative recommender systems have been conceptualized, employing matrix fac-

torization techniques enriched with tags and latent factor analysis to deliver superior, cus-

tomized recipe recommendations [109]. These systems harness datasets encapsulating user

preferences manifested through ratings and tags indicative of specific food attributes or in-

gredients, facilitating the generation of recommendations that closely align with individual

tastes and dietary requirements. Beyond these methods, the field has explored various other

techniques for recipe content analysis, including but not limited to decision vector analy-

sis [205], natural language processing [201], feature vector analysis [207], clustering analysis

[124], and case-based reasoning [121], [55]. These approaches collectively contribute to the so-

phisticated comparison of recipes and the subsequent recommendation process, underscoring

the dynamic interplay between user preferences and recipe characteristics in the development

of tailored culinary suggestions.

Hybrid Filtering

In the domain of culinary recommendation engines, the utilization of Hybrid Filtering (HF)

strategies, predominantly in conjunction with content-based filtering methodologies, has

been a focal point of innovation. Research documented in sources [128], [209], [69] illustrates

the application of the N-neighbors algorithm, a predictive model that identifies user prefer-

ences by establishing a cohort of N users exhibiting analogous tastes, employing similarity

metrics such as Pearson correlation and cosine similarity for this purpose. Further explo-
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ration by [77] and [22] into clustering techniques, including SPARK and enhanced clustering

methods, underscores the adaptation of data mining practices for recommendation systems.

These techniques aim to aggregate users into homogenous groups, facilitating targeted rec-

ommendations.

The contrast between the N-neighbors approach and clustering methodologies is pronounced

in their foundational principles [165]; while the former posits that users sharing similari-

ties with their immediate neighbors are inherently similar, the latter categorizes users into

clusters based on a central mean, which serves as the criterion for grouping and can be dy-

namically adjusted to reflect evolving user preferences [92]. Additionally, the repertoire of

hybrid techniques in food recommendation systems is broad, encompassing context modeling,

feature-based filtering, knowledge engineering, and matrix factorization. These methodolo-

gies collectively enhance the precision and relevance of recommendations, thereby elevating

the user experience in navigating culinary choices.

Collaborative Filtering

In the interval spanning from 2006 to 2017, a variety of methodologies emerged within the

scope of Collaborative Filtering (CF) for the purpose of recommending culinary selections to

diverse user groups. These methodologies primarily focused on discerning analogous items

or user profiles within a specified aggregation of recipes [203], [191]. Techniques such as

Term Frequency-Inverse Document Frequency (TF-IDF) for term extraction, the tidal trust

algorithm, and the K-nearest neighbors algorithm were instrumental in this regard [73], [47].

The TF-IDF method, serving as an information retrieval technique, facilitates the quantifica-

tion of a term’s relevance within a corpus, thereby enabling the evaluation of an ingredient’s

prominence within regional culinary compilations, as elucidated in the study referenced in

[73], [47]. Conversely, the K-nearest neighbors algorithm, a quintessential data mining classi-

fier, predicates the categorization of an item based on the predominant classification among
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its proximal counterparts, thus supporting the tailoring of recipe recommendations to user

preferences.

Deep Learning Methods

Deep learning methods are gaining popularity in most fields and the field of food-RecSys is no

exception as discussed in this comprehensive survey study [187]. Moreover a study provides

food-RecSys which shows promising results in becoming an effective way of propagating

healthy weight awareness among common people based on Based on BMI, BMR, k-NN

Algorithm, and a BPNN [73]. Ju (2022) takes a different approach, using a transformer-based

deep learning model to recommend restaurant dishes based on nutritional needs presenting

a restaurant food recommendation system which recommends food dishes to users according

to their special nutritional needs via a transformer-based deep learning model [94]. The

problem with deep learning-based collaborative filtering methods in food recommendation

is that they require the involvement of all users, which may affect the accuracy of the

prediction generation process [8]. This paper mentions the problem with classifying food

items and discusses a method to improve the classification of classes that are difficult to

distinguish in fine-grained food recognition tasks [4].

2.2.3 Large Language Model Based Recommender Systems

Developing and deploying Large Language Models (LLMs) in recommendation tasks typi-

cally involve three main approaches: pre-training, fine-tuning, and prompting. Each of these

methods plays a crucial role in optimizing LLMs for specific recommendation tasks, enhanc-

ing their performance and adaptability and we will take a look at work which has been done

in each category [33], [59].

23



Recommendation by Prompt engineering

Prompting represents a transformative paradigm in the field of natural language processing

(NLP), offering an alternative to conventional pre-training and fine-tuning approaches for

adapting large language models (LLMs) to specialized tasks. At its core, prompting involves

the strategic crafting of task-specific textual templates that guide the input of LLMs. Con-

sider, for instance, the relation extraction task; the prompt ”The relationship between X and

Y is Z” effectively focuses the LLM’s attention on identifying semantic connections within

the text. This adaptability aligns with the language generation focus instilled during LLM

pre-training [65], facilitating a unification of diverse downstream objectives [59].

Within the domain of recommender systems (RecSys), prompting methodologies are gain-

ing traction due to their ability to enhance LLM performance. Techniques like In-Context

Learning (ICL) [65] and Chain-of-Thought (CoT) [217] exemplify the meticulous design of

prompts tailored to various recommendation scenarios. Prompt tuning serves as a comple-

mentary approach where additional prompt tokens are embedded within the LLM architec-

ture and iteratively refined using recommendation-specific datasets [107]. The recent surge

in instruction tuning further demonstrates the potential of prompting; it strategically blends

pre-training and fine-tuning with instruction-based prompts to fine-tune LLMs across a mul-

titude of recommendation tasks. This hybrid approach has been shown to bolster zero-shot

performance on novel, unseen recommendation challenges [216].

To elucidate the distinctions between these prompting techniques, it’s crucial to examine

how they influence input formatting and parameter modification within LLMs. Compara-

tive studies often highlight whether specific parameters remain static or become trainable

during the adaptation process. This technical analysis, combined with in-depth discussions

of prompting, prompt tuning, and instruction tuning, serves to illuminate the pathways to-

wards optimized LLM performance within recommender systems [225]. Additionally, the
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scholarly landscape is often systematized through comprehensive tables that categorize ex-

isting research. These tables typically cross-reference prompting techniques, specific recom-

mendation use-cases, and the underlying LLM backbones employed, providing a valuable

reference for the RecSys community.

• Prompting: Early-stage conventional prompting strategies sought to align down-

stream tasks with language generation paradigms, mirroring the focus of LLM pre-

training. These techniques have since been augmented by the advent of In-Context

Learning (ICL) and Chain-of-Thought (CoT) prompting, significantly broadening their

applicability [59]. Conventional Prompting encompasses two core approaches: prompt

engineering and few-shot prompting. We review the different types of various prompt-

ing strategies and methodologies briefly. Prompt engineering involves meticulously

structuring prompts to resemble the textual data LLMs encounter during pre-training,

facilitating the translation of downstream objectives. Few-shot prompting [232] pro-

vides select input-output examples to guide the LLM towards generating the desired

output format. These conventional methods demonstrate limited efficacy outside of

tasks that fundamentally align with language generation [59].

In-Context Learning (ICL) emerged alongside GPT-3, marking a significant advance-

ment in the adaptability of LLMs. ICL harnesses the power of both prompts and

in-context demonstrations to teach LLMs new tasks. It operates in few-shot mode,

employing curated input-output examples, and zero-shot mode, relying solely on task

descriptions. Within Recommender Systems (RecSys), ICL has proven invaluable, en-

abling LLMs to perform top-K recommendations, rating predictions, and explainable

recommendations [117], [241]. Zero-shot ICL is particularly apt for conversational

recommendation scenarios where user-provided demonstrations are less practical [215].

Chain-of-Thought (CoT) Prompting addresses inherent limitations in LLM reasoning,

especially in tasks demanding complex logic. By strategically embedding intermedi-
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ate reasoning steps into prompts, CoT bolsters LLM decision-making, encouraging a

step-wise breakdown of problems. CoT can function in both few-shot and zero-shot set-

tings. Recent research demonstrates CoT’s potential to enhance LLM graph reasoning

capabilities [231]. This suggests exciting possibilities within RecSys, where recommen-

dations can be framed as link prediction problems within graph-based representations.

• Prompt Tuning: Prompt tuning is a technique that enhances the adaptation of Large

Language Models (LLMs) to specific downstream tasks by adding and optimizing new

prompt tokens based on the task-specific dataset. This approach requires less task-

specific knowledge and human effort than traditional manual prompt creation and

involves minimal parameter updates, primarily focusing on the tunable prompt and

the input layer of LLMs [59].

Prompt tuning for Large Language Models (LLMs) is categorized into two types: hard

prompt tuning and soft prompt tuning [189]. Hard prompt tuning involves generating

and updating discrete text prompts in natural language, guiding LLMs to perform

specific tasks by refining these prompts based on task-specific datasets, which can be

seen as a discrete optimization challenge [218]. On the other hand, soft prompt tuning

employs continuous vectors (text embeddings) as prompts, optimized through gradient

methods based on task-specific datasets [76]. This optimization happens in a continu-

ous space, allowing for a more flexible adjustment of prompts with minimal parameter

updates [105]. While hard prompts leverage the familiarity and interpretability of natu-

ral language, soft prompts utilize the efficiency of continuous space optimization, albeit

with less direct human interpretability due to their abstract nature. Both methods aim

to enhance the performance of LLMs on downstream tasks with minimal human effort

and task-specific knowledge [218].

• Instruction Tuning: Instruction tuning addresses limitations in prompt-based meth-

ods, specifically their suboptimal zero-shot performance on novel tasks. It blends
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prompting with classic pre-training and fine-tuning, teaching LLMs to follow broad

instructions instead of memorizing task-specific solutions [235]. This approach boosts

zero-shot capabilities by training LLMs for generalized task understanding. It in-

volves two pivotal stages: instruction (prompt) generation and model tuning. In the

first stage, instruction-based prompts are crafted in natural language, outlining task-

oriented inputs and desired outputs derived from task-specific datasets [235]. These

prompts act as versatile templates for various tasks, including recommendation sys-

tems, by integrating elements like user preferences and intentions [154], [236]. The

second stage entails fine-tuning the LLMs using these generated instructions across

multiple tasks, which can be approached through either full-model tuning or more

parameter-efficient methods [235]. This dual-stage process enhances LLMs’ capability

to accurately interpret and execute instructions across a wide array of tasks, signifi-

cantly improving their adaptability and zero-shot performance on tasks they haven’t

encountered during training [59].

Recommendation by Fine-Tuning

In the realm of recommender systems, the adaptation of pre-trained Large Language Mod-

els (LLMs) through fine-tuning represents a critical juncture towards achieving task-specific

performance enhancements [31]. This refinement process necessitates the infusion of domain-

specific intelligence into LLMs, accomplished by training on datasets characterized by user-

item interactions and ancillary data pertaining to users and products. The methodologies

employed for fine-tuning bifurcate into two distinct paradigms based on the magnitude of

weight adjustments required: comprehensive model fine-tuning, which entails a holistic ad-

justment of the model’s weights, and parameter-efficient fine-tuning, which selectively mod-

ifies a limited subset of weights or incorporates trainable adapters to achieve task alignment

[59].
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The comprehensive model fine-tuning paradigm is exemplified in its application across vari-

ous recommendation tasks, including conversational recommender systems and professional

matchmaking platforms. While this approach offers a direct pathway to task-specific model

adaptation, it bears the potential for inducing biases that could disproportionately affect

marginalized groups. Efforts to counteract such biases involve innovative techniques like

dynamic entity masking and algorithmic neutrality adjustments. On the other hand, the

parameter-efficient fine-tuning (PEFT) approach has gained traction as a sustainable al-

ternative amidst escalating computational demands [161]. PEFT strategies, notably the

integration of adapter modules within LLM architectures, facilitate targeted modifications

to the model’s weights, thereby preserving the integrity of the pre-trained parameters [116].

Advanced techniques such as Low-Rank Adaptation (LoRA) employ low-rank matrix de-

composition to simulate parameter modifications efficiently [50], thereby offering a compu-

tationally viable solution for model adaptation . These parameter-efficient methodologies

not only circumvent the drawbacks associated with comprehensive fine-tuning, such as the

risk of catastrophic forgetting, but also align with the operational exigencies of deploying so-

phisticated LLMs within recommender systems on standard computing platforms [86], [233],

[114].

Recommendation by Pre-Training

The foundational phase of Large Language Models (LLMs) development, known as pre-

training, is instrumental in equipping these models with a comprehensive linguistic compre-

hension. This process involves the exposition of LLMs to extensive datasets comprising a

wide array of unlabeled linguistic content. Such exposure is pivotal for the models to acquire

a profound understanding of various linguistic facets, including but not limited to syntax, se-

mantics, and pragmatic nuances, along with an innate capacity for common sense reasoning.

The pre-training regimen ensures that LLMs can generate responses that are not only coher-
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ent but also pertinent to the given context. The methodologies employed in pre-training are

largely contingent upon the architectural design of the model. Specifically, Masked Language

Modeling (MLM) [32] is favored for structures incorporating either an encoder-only or an

encoder-decoder framework [71]. This method involves the obfuscation of specific tokens or

sequences, which the model then endeavors to predict, utilizing the unmasked context as a

guide. Conversely, Next Token Prediction (NTP) is adopted for models with a decoder-only

architecture, focusing on the prediction of forthcoming tokens predicated on the contextual

framework provided by preceding tokens [227]. These methodologies are fundamental in

fostering an in-depth linguistic acumen and generative capacity within LLMs [59].

Adapting these pre-training paradigms to the nuanced domain of recommender systems

entails the formulation of methodologies that capture the complex and multifaceted nature

of user behavior. Innovations such as PTUM’s [222] Masked Behavior Prediction (MBP)

and Next K Behavior Prediction (NBP) are reflective of adaptations of MLM and NTP,

respectively, albeit tailored to the predictive modeling of user interactions [63]. MBP aims to

ascertain a singular masked user behavior from a sequence, thus honing the model’s precision

in identifying individual user actions. NBP, in contrast, seeks to prognosticate a series of

future user behaviors drawing upon historical interaction data, crucial for the longitudinal

modeling of user preferences. Further augmenting the adaptability of LLMs to recommender

systems, the M6 framework [113] introduces objectives analogous to text infilling and auto-

regressive language generation. These are conceptually aligned with MLM and NTP but are

specifically designed to bolster the model’s proficiency in evaluating text or event relevance

within recommendation contexts. Additionally, the P5 [70] model which is a follow up on the

T5 model [108], leverages multi-mask modeling across heterogeneous recommendation task

datasets, aiming for a model that not only generalizes across distinct tasks but also exhibits

an innate zero-shot generation capability for tasks it has yet to encounter. Such pre-training

strategies are imperative for imbuing LLMs with the sophisticated understanding requisite

for delivering nuanced and personalized recommendations within the complex ecosystem of
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recommender systems. In this work we will use such framework, specially T5 and P5 to

adopt a hybrid approach which leverages from Pre-Training.

2.2.4 Research gaps

Gaps in Personal Food Recommendation

While substantial progress has been made in the field of personal food recommendation,

certain critical gaps persist that current research has yet to fully address. Firstly, existing

systems often lack a detailed design for all essential components specific to the food rec-

ommendation domain. These components, vital for the high performance and accuracy of

recommendations, remain underdeveloped or overlooked in generalized LLM-based recom-

mendation systems. Additionally, the area of food logging within personal food recommen-

dations has seen advancements; however, there remains a need for more comprehensive and

clearly defined platforms which are specifically designed for personal food-RecSys. Current

models do not adequately cater to the specific requirements necessary for effective personal

food logging as either non open-source design or not supporting a comprehensive logging

model, thus limiting the potential for personalized dietary guidance.

Moreover, the absence of frameworks which are based on a geospatial database containing

accessible food options based on user location significantly hinders the practicality of food

recommendations. The need for a system that consolidates food data from various sources

into a geospatially aware atlas, facilitating location-based food queries, is a notable deficiency

in the current literature.
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Gaps in LLM-Based Food Recommendation

Advancements in the utilization of Large Language Models (LLMs) for recommendations

have introduced novel capabilities; however, the field lacks specific applications to food

recommendation. General-purpose LLM recommenders often fall short in addressing the

nuanced requirements of food recommendation systems. There is a distinct gap in research

focusing on the development of LLM-based frameworks specifically tailored for the food

recommendation domain. Existing works fail to present a holistic approach that comprehen-

sively integrates the necessary components for food recommendations, including the organi-

zation and processing of data, thus leaving the potential of LLMs underutilized.

Furthermore, the integration of food-specific models into LLM frameworks remains inad-

equately explored. The unique challenges of food recommendations, which involve com-

plex personalization dimensions and require the processing of diverse data streams, demand

specialized models that current general-purpose LLMs cannot provide. Additionally, the

reliability of LLM logic in food recommendations faces obstacles such as inadequate under-

standing of user logic and real-time geographic awareness, areas where existing solutions are

lacking.

Lastly, the interaction with essential external food servers poses a significant challenge for

LLM-based systems. The necessity for access to varied external servers and resources, crucial

for enriching the recommendation process with relevant and diverse food options, has not

been effectively addressed. Current methodologies do not offer viable mechanisms for LLMs

to integrate data from food-specific external servers, highlighting a critical gap in the field.
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Summary

In summary, while there have been strides in both personal food recommendation and LLM-

based recommendation technologies, significant research gaps remain, particularly in areas

that require domain-specific adjustments and integrations to fully leverage the capabilities

of LLMs for personalized food recommendations.

2.3 Components of Food Recommendation Systems

Section 2.1 of this chapter provides an overview of the components that make up food

recommendation systems. As seen in 2.3 these components include the multimodal food

logger, personal chronicle, personal model, food knowledge graph, recommendation engine,

and food atlas. The food recommendation system is a complex system that requires the

integration of various components to provide personalized food recommendations. In this

section, we will briefly delve into each of these components and discuss their importance and

how they are used in the personalized food recommendation process. We will review how

each component contributes to the accuracy and effectiveness of the system, and we will

explore the challenges that come with implementing each component in more detail through

out the remaining chapters.

Multimodal Food Logger

Traditional food logging methods, relying on manual diaries, are cumbersome and prone

to inaccuracies. While advancements in computer vision have enhanced food recognition

capabilities, challenges remain in comprehensive international food identification, ingredient

analysis, and accurate volume estimation. To address these limitations, a novel multimedia

food logging platform is proposed. This platform leverages complementary information from
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Figure 2.3: Overview of the Contextual Personal Food Recommendation Components. The
red, orange, and green color indicating how established are the research field of each of
these components in an individual level in the field of computer science. Showing the com-
plexity of the problem even as individual components let alone as an integrated framework.
Red: Requires intensive improvements, orange: fairly established, green: advanced level of
establishment.

diverse sources, including visual recognition, speech-based systems, payment data, barcodes,

and sensors. Upon food item recognition and volume estimation, the system accesses nu-

tritional databases to obtain detailed nutritional information. Additionally, the platform

incorporates user feedback, capturing both enjoyment and physiological responses through

sensors (e.g., heart rate, glucose levels). This comprehensive, multimedia approach facili-

tates the collection of more accurate and nuanced data, which is essential for building highly

personalized and effective food recommendation systems.

Personal Chronicle

A personal chronicle dataset, meticulously aggregating diverse user data streams from mul-

tiple sources, is crucial for advanced personalized recommendation systems. This dataset

enables the construction of personalized models that capture individual behaviors and pref-

erences. It integrates data from wearables, mobile devices, social media, and IoT sensors,
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Figure 2.4: Food logging will use multimedia input sources and complement information
from online databases to log each meal and all metadata related to the meal. It captures
information about the food (dish name, ingredients, quantity), location (place of eating),
time (eating and logging), social context (companions), causal aspects (nutritional and flavor
information), and multimedia and experiential information about the food.

encompassing dietary patterns, physical activity, location, sleep, and other relevant health

metrics. Systems like Personicle provide platforms for collecting, storing, and analyzing this

data using machine learning algorithms. Within personalized food recommendation, per-

sonal chronicles supply the foundation for models that predict food choices and generate

tailored recommendations, representing an active area of research with significant potential.
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Personal Food Model (PFM)

Personal modeling is a foundational technique in personalized recommendation systems, en-

abling the creation of user profiles based on preferences, behaviors, and context. Particularly

in food recommendation systems, it captures users’ dietary preferences and habits to tailor

recommendations. Personal food modeling, a subset of personal modeling, constructs a user-

specific food model incorporating preferential and biological aspects. Preferential modeling

assesses users’ taste preferences using data such as consumption history and ratings, while

biological modeling examines physiological responses to food through sensor data. This dual

approach underpins personalized food recommendations, aiming to align with users’ culinary

preferences and health objectives. Future research will further refine these models to enhance

food recommendation systems’ accuracy and user relevance.

Figure 2.5: Food Knowledge Graph aggregating and unifying food-related information from
multiple offline and online sources.
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Food Knowledge Graph (FKG)

An intricate network detailing the multifaceted nature of food through interconnected nodes

and hierarchical structures derived from food ontologies. This graph distinguishes between

concrete and abstract ingredient nodes, recipe connections, and entity nodes with geograph-

ical and nutritional data, enabling comprehensive insights into food relationships and nu-

tritional content. The creation of the FKG involves integrating diverse data sources to

represent global food knowledge, facilitating expansion through community contributions.

Despite its potential, constructing the FKG’s base poses challenges across various research

domains such as knowledge graph optimization and natural language processing. Explo-

ration of Food Knowledge Graph is a deep topic on its own and is beyond the scope of this

thesis. As an we pick a recipe dataset as our food knowledge graph to demonstrate the basic

functionalities of this component within the framework which could be expanded into much

more complex datastructre in future works.

World Food Atlas (WFA)

A significant hurdle in advancing personal food recommendation systems lies in the develop-

ment of an electronic World Food Atlas (WFA), a comprehensive database encompassing a

global spectrum of dishes and food items available to individuals regardless of location. The

task of compiling such an atlas is formidable, considering the vast diversity of consumable

foods, along with the myriad ingredients and recipes that exist worldwide. However, con-

structing a WFA is imperative not only for improving individual quality of life but also for

sustaining global environmental health. This endeavor represents an initial stride towards

realizing this lofty objective. Our aim is to catalyze the formation of an international consor-

tium comprising scientists, technologists, and culinary experts dedicated to the assembly of

the WFA. This document outlines the preliminary efforts in this direction, marking the be-
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ginning of a collaborative journey towards creating a universally accessible food information

resource.

Recommendation Engine

In personalized food recommendation systems, the recommendation engine is pivotal, lever-

aging data from sources like personal chronicles and food knowledge graphs to craft person-

alized suggestions. While traditional engines include collaborative filtering, content-based

filtering, and hybrid methods combining the two, each has its nuances. Collaborative fil-

tering generates recommendations based on the preferences of similar users, content-based

filtering focuses on the attributes of food items, and hybrid approaches aim to mitigate the

limitations of the former two by blending their strategies.

Recent advancements have introduced deep learning to enhance recommendation engines,

with notable studies proposing sophisticated models that integrate user feedback and food

item features to refine food recommendations. Despite the chosen algorithm, factors such as

item diversity, recommendation novelty, and serendipity crucially influence user satisfaction.

Given the array of existing recommendation engines, this thesis will focus on adopting a Large

Language Model (LLM)-based recommendation engine, exploring its potential to advance

personalized food recommendation systems. This decision aligns with the evolving landscape

of recommendation technologies and the continuous search for methods that yield more

accurate and user-aligned suggestions.

Integration with Other Technologies

Integration with other technologies is one of the key challenges in developing personalized

food recommendation systems. There are various technologies and platforms that can be
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integrated to enhance the performance and effectiveness of these systems. For instance,

integrating social media platforms such as Facebook, Twitter, and Instagram can provide

additional user data that can be used to enhance the recommendation algorithms. In addi-

tion, integrating wearable devices such as fitness trackers can provide real-time information

about the user’s physical activities, which can be used to improve the accuracy of the rec-

ommendations. Additionally, integrating voice assistants such as Amazon Alexa and Google

Assistant can provide a convenient and seamless user experience.

However, integrating these technologies also poses several challenges. For instance, integrat-

ing social media platforms and wearable devices requires access to user data, which raises

privacy concerns. Moreover, integrating different technologies can also lead to compatibility

issues, which can affect the performance of the system. Therefore, it is important to carefully

consider the benefits and challenges of integrating different technologies before implementing

them in personalized food recommendation systems.

Overall, integrating other technologies is an important direction for the development of per-

sonalized food recommendation systems, but it requires careful consideration of the benefits

and challenges associated with each technology.

2.4 Summary

This chapter has provided a comprehensive overview of the foundation, evolution, and current

challenges within the field of personalized food recommendation systems. Beginning with

a detailed exploration of personal food modeling and the various types of recommendation

engines, including collaborative filtering, content-based filtering, hybrid methods, and the

emerging deep learning approaches, it sets the stage for understanding the complexities of

tailoring food suggestions to individual preferences, behaviors, and dietary needs.
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Figure 2.6: In what follows in this thesis we explore this proposed holistic architecture.
Each of the key components in this diagram will have a dedicated chapter which explores
the component more deeply and then in Chapter 7 we integrate the entire system together
and showcase a prove of concept of the entire architecture.

The discussion highlighted the critical role of the recommendation engine, leveraging data

from personal chronicles and food knowledge graphs, and underscored the potential of Large

Language Model (LLM)-based engines in transcending the limitations of traditional models.

By examining the gaps in existing research—particularly the absence of a comprehensive,

LLM-based framework tailored for the unique demands of food recommendation—the chap-

ter elucidates the necessity for innovations that integrate detailed component designs, such

as the Multimedia Food Logger and the World Food Atlas, within a holistic system.

The culmination of this exploration is the proposition of an integrated framework as pre-

sented in 2.6 which explores the key components in the following chapters which is an im-

portant contribution of this thesis, in addition proposing an LLM-based recommendation

engine, signifying a paradigm shift towards a more integrated, contextually aware approach

to personal food recommendations. This thesis aims to bridge the identified gaps through
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the development of a novel framework that not only incorporates domain-specific elements

essential for precise food recommendations but also harnesses the power of LLMs to manage

the extensive variability of food categories effectively.

As we conclude this section, the stage is set to delve into the subsequent chapters, which

will detail the design, implementation, and evaluation of an integrated contextual personal

LLM-based food recommendation system. This transition marks a critical juncture in the

thesis, moving from the theoretical and empirical groundwork laid in the current chapter

to the practical application and validation of the proposed innovations in personalized food

recommendation.
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Chapter 3

Personal Food Model (PFM)

3.1 Background

Personal Food Model (PFM), begins by acknowledging the pivotal role of food in determining

the quality of human life [170]. Food not only fuels our bodies with necessary energy and

nutrients but also serves as a cornerstone of pleasure and social interaction. Yet, the pursuit

of culinary enjoyment often clashes with the nutritional requirements vital for maintaining

optimal health, contributing to a surge in diet-related ailments such as obesity, diabetes,

and hypertension. This raises a critical inquiry: Why is food enjoyment so compelling, and

how can it coexist with the need for healthful eating?

The sensory experience of food, deeply rooted in multimedia and multimodal interactions,

involves the engagement of all senses, heavily influenced by past encounters. This rich,

multisensory experience significantly affects our physiological and biochemical responses to

food, illustrating the complex relationship between dietary choices and health outcomes.

The integration of various sensors for monitoring health indicators such as blood glucose

levels and heart rate further highlights the dynamic interplay between food consumption

41



and individual health.

Despite food’s integral role in our lives and its profound impact on personal and social well-

being, a unified computational examination of its multifaceted nature remains elusive, unlike

other life domains such as social media or sports. Recent work by [130] has tried to address

different challenges in food data collection. Defining food computing as the study of all

food-related data will encourage more research in different dimensions of how people think

about food, how much they eat, and how that affects society and health.

This chapter aims to explore the concept of a PFM within this broader context of food

computing, proposing a systematic approach to reconcile the dual desires for gastronomic

pleasure and nutritional health. By delving into the complexities of food as a multimodal

experience, this section sets the stage for a detailed examination of how personalized food

models can bridge the gap between enjoyment and well-being, offering insights into crafting

dietary recommendations that satisfy both taste and health requirements.

Personalized modeling serves as an integral component in the development of tailored rec-

ommendation systems, enabling the creation of detailed user profiles by evaluating personal

preferences, activities, and situational factors. This approach is applied across various in-

dustries such as e-commerce, healthcare, and entertainment, significantly contributing to the

refinement of recommendation accuracy. In the sphere of food recommendations, personal-

ized modeling is critical for customizing suggestions that are congruent with an individual’s

dietary preferences and habits.

Within the specialized field of personal food modeling, this methodology concentrates on

collecting and analyzing food-related data to construct a model centered around the user.

This model integrates the user’s food preferences, eating habits, and biological responses

to food, laying the groundwork for customized dietary advice. Personal food modeling is

categorized into preferential and biological segments, each targeting specific dimensions of
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the user’s interaction with food.

Preferential modeling focuses on capturing the user’s food likes and dislikes based on histor-

ical consumption, feedback, and online interactions, aiming to build a model reflective of the

user’s taste preferences and the food attributes that appeal to them. Advanced methods,

including collaborative filtering and deep learning, are utilized for this purpose, facilitating

the discernment of preferred food qualities.

On the other hand, biological modeling examines the physical impact of food intake, utilizing

sensor data to monitor the user’s physiological reactions to different dietary choices. The

objective is to establish a biological food model that accurately depicts the user’s responses,

guiding the formulation of recommendations that align with health goals and nutritional

needs.

Personal food modeling thus stands as a pivotal element within personalized food recommen-

dation systems, merging preferential and biological data to generate recommendations that

align with the user’s dietary preferences and health requirements. Future research endeavors

will focus on refining personal food modeling techniques and enhancing the accuracy and

effectiveness of personalized food recommendation systems.

This chapter’s primary contribution lies in the integration of a personal model that blends

the culinary multimedia experience with aspects of biological health. This model is employed

within an intricate recommendation system that views food items through the lens of features

enhancing both pleasure and nutritional value, aiming to improve specific health metrics

like sleep quality. By examining an individual’s diverse food experiences and the nuanced

contextual elements tied to various food items and dishes, the system endeavors to balance

factors of enjoyment and nutritional benefit, thereby facilitating the selection of appropriate

food choices within specific contexts.
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Figure 3.1: Food Recommendation Architecture: Data from the 3 digestion phases are being
collected alongside other data-streams to create the PFM: the heart of Food Recommenda-
tion.

3.2 PFM

The Personal Food Model (PFM) represents a digital encapsulation of an individual’s food-

related attributes, serving as a cornerstone in food recommendation systems to offer dietary

suggestions aimed at enhancing life quality. Despite the myriad factors complicating dietary

choices, existing models lack a holistic framework that encompasses food as a multimedia

experience, integrating aspects such as taste, visual appeal, social influence, and experiential

factors. This section demonstrates PFM’s capability to forecast an individual’s multifaceted

food preferences across various contexts, achieved by leveraging diverse data streams, includ-

ing location history, vital signs, and documented food intake through text, voice, and images.

Future endeavors will seek to broaden the data sources informing the personal model, in-

corporating additional streams like calendar entries, social media activity, and transaction

records.

PFM’s complexity arises from its multidimensional nature. The biological dimension of the

model addresses how different food items can meet specific nutritional objectives, such as

weight management or athletic performance enhancement. Moreover, a nuanced, contextual

understanding of user requirements is essential for accurately computing real-time dietary
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needs. The influence of biological and life events on food choices is an indirect yet critical

component that should be integrated into the model.

Figure 4.4 illustrates the process through which the personicle aggregates various data

streams over extended periods. Data from the personicle informs the PFM, which bifur-

cates into biological and preferential segments. The Biological PFM documents the body’s

response to diverse food items, including allergies and nutritional demands, playing a vital

role in food-related decision-making. However, biological considerations represent just one

facet of the decision process. The Preferential Personal Food Model, constituting the user’s

taste profile, captures prior food experiences and potential interest in untried dishes, offering

a comprehensive view of the user’s gastronomic preferences.

Figure 3.2: The interactions in the biological food model

3.2.1 Biological food models

Constructing a Biological Personal Food Model (B-PFM) exclusively through data-driven

approaches presents significant challenges. Applications such as MyFitnessPal, which track

dietary intake and physical activity, are narrowly tailored towards fitness objectives and do

not encompass the breadth required for a comprehensive biological model. To address this,

we advocate for a hybrid methodology that marries user data with domain-specific knowledge

to establish a foundational rule-based population model, which is progressively personalized
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with accruing data. These rules elucidate the influence of dietary habits on biological metrics,

for instance, the correlation between pre-sleep heavy meals and diminished sleep quality. By

collating such insights from authoritative sources, we assess the relevance and accuracy of

these patterns across varying contexts, thus crafting the B-PFM through context-sensitive

regulations.

Moreover, it’s crucial to consider the multifaceted effects of dietary choices and events on

an individual’s health status, acknowledging that users may have divergent health objec-

tives potentially leading to conflicting dietary recommendations. Maintaining equilibrium

among various biological aims, while factoring in immutable personal attributes like aller-

gies, intolerances, and genetic predispositions, is essential. Figure 3.2 delineates the influence

of nutritional intake on the user’s current health state, tailored to their specific biological

requirements. Through the process of event mining, discussed subsequently, we transform

domain expertise into operational rules. These rules are then verified against user data to

forecast future biological states, ensuring a comprehensive and personalized biological food

model.

3.2.2 Preferential food models

In this section of the thesis, we introduce an innovative methodology for delineating and

quantifying human taste perception, laying the groundwork for the development of the Pref-

erential Personal Food Model (P-PFM). Traditional food recommendation systems often

overlook nuanced preference models, opting instead to prioritize health-centric advice or su-

perficially gauge user preferences through extensive lists of ingredients and dishes, without

delving into the underlying reasons for those preferences. Our approach transcends this lim-

itation by conceptualizing a taste space defined by six primary tastes, encapsulated within

the US4B taste model. This model, representing a multidimensional and additive frame-
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Figure 3.3: Visualization of the US4B Taste Space. Part A: The collection of all taste
samples from all users determine the hypervolume of the taste range of food items. Part B:
Past taste sample values and ratings from the user determine user’s preferred taste region
within the food item taste range hypervolume.

work, incorporates umami, salty, sweet, spicy, sour, and bitter tastes (USSSSB or US4B) to

capture the complexity of human taste experiences.

Drawing parallels to the RGB color space’s pivotal role in multimedia advancements, the

US4B taste space is posited as a foundational element for future food-related technological

innovations. Within this taste space, each food item is assigned a specific value across the

US4B dimensions, facilitating the creation of a Hyperdimensional Taste Space (HD-Taste-

Space). This space allows for the differentiation of food items based on their taste profiles,

such as distinguishing between an unripe Brazilian mango and a ripe Indian mango, or

identifying the shared taste region of zucchini and cucumber.

By analyzing recipe databases, we estimate the taste profile hypervolume for dishes within

this hyperdimensional space, a novel approach that extends beyond ingredient-based recipe

correlations. This technique enables the construction of the P-PFM by mapping a user’s food

log to the HD-Taste-Space, identifying hypervolumes that represent the user’s taste prefer-
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ences. This critical aspect of the P-PFM informs on both familiar and potentially likable

yet untried foods for the user, facilitating the identification of healthier alternatives within

their taste preference range. For instance, diet soda serves as a prime example, mirroring

the sensory attributes of regular soda but differing in biological impact. By situating food

items within the US4B taste space and pinpointing the user’s taste preference regions, we

can tailor food recommendations to align with individual taste profiles and dietary needs,

marking a significant advancement in personalized food recommendation systems.

3.3 Collecting Data: Food Chronicle

A pivotal element in the architecture of sophisticated personalized recommendation systems

is the integration of a personal chronicle dataset. This dataset serves as an exhaustive

repository, aggregating diverse streams of user data from myriad sources and cataloging them

as discrete events. Such personal chronicles offer an in-depth narrative of an individual’s

behaviors, preferences, and activities, laying the groundwork for crafting highly tailored

models specific to the individual. These models, whether aimed at health-related insights or

preference delineation, necessitate the assimilation of data spanning various domains to be

effectively constructed.

Models are built using data. Most successful search engines, social media, and e-commerce

systems utilize personal models to provide people with the right information at the right

time in the right context, usually even before a user articulates his need [18]. Personal

food models play the same role in food recommendation systems [130]. We need to log

food consumed by a person and all the relevant metadata over a long period for the user.

While initial food logging efforts required cumbersome manual food diaries, smartphones

and cameras can drastically improve the quality and ease of logging. Aizawa [1] was the

first multimedia researcher to champion the idea of logging food using a smartphone camera

48



and remains a very active researcher. Applications for camera-based food-logging have been

developed in many other countries [44], [37]. Multimedia and computer vision research

communities have been actively exploring food-logging systems. These systems use computer

vision techniques to recognize items, their ingredients, and even the volume consumed by

the user [44], [143]. Unfortunately, there is no generalized logger for international food,

and identifying ingredients and volume remains a challenge. A useful review of many visual

approaches and descriptions of databases used for training is included in [131].

Conversational voice interfaces are becoming quite popular, making rapid progress. Systems

like Alexa and Siri are available at home, in phones, and watches. People can report what

they eat, volume, and reaction to food using a simple sentence. Many packaged food and

processed ready to prepare food items have barcodes. Since barcode readers are now om-

nipresent even in smartphones, one can get all food information from these. Some sensors

measure muscle activity and try to infer food items from that. These are placed on the chest,

near the ear, or neck [48]. These have shown some progress in recognizing eating events but

have not gone much beyond that yet.

We propose a multimedia food logging platform, shown in Figure 4.3, that could use many

relevant sources to log food items and find all information that may be needed to build a

PFM. Multimedia uses complementary and correlated information and provides more com-

prehensive and precise information than any one medium. Moreover, we will keep adding

new sensors and technologies to keep the logger useful.

This is the beginning of building a robust multimedia solution to the problem of logging.

There are three important aspects to this platform:

• We can design a multimedia platform that uses visual food recognition, speech-based

systems, payment-based options, barcodes, sensors to determine food chewing and the

content of the food, and several similar emerging approaches.

49



Figure 3.4: Food logging will use multimedia input sources and complement information
from online databases to log each meal and all metadata related to the meal. It captures
information about the food (dish name, ingredients, quantity), location (place of eating),
time (eating and logging), social context (companions), causal aspects (nutritional and flavor
information), and multimedia and experiential information about the food.

• Once a dish or food item is recognized and the amount consumed is known, systems

must find the nutritional data using governmental or commercial databases. Similarly,

weather information, social context, and other metadata related to food required by

the PFM may come from other sources.

• The log must contain the user’s reaction, both in terms of enjoyment and bodily re-

action. The enjoyment information may come from asking the user, and the bodily

reactions may come from sensors such as heart rate, glucose measurement, and respi-

ration rate.

3.3.1 Utilizing Other Knowledge and Data sources

We should refer to personicle here and associate the food log with other personicle mea-

sures (VP). We enrich the food events with associated nutritional, culinary, and contextual
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information using databases from different public and private organizations. These include

nutrition (NutritionIX, USDA food database), weather, air quality (now provided by the

EPA), and place (Google Places, Yelp).

We may also want to capture some biomarkers characterizing the health of the person.

These parameters may be continuously recorded and could be used to identify physiological

responses to food items [143]. A personicle-like system [142] can capture this information,

and the time-indexed nature of the data and events makes them readily available for associ-

ating and analyzing with the food events.

3.3.2 Data Model for the Foodlog

Food logs are collected for

• Building PFM to understand the nutritional requirements and taste preferences of the

user.

• Understanding the health state of the user.

These two goals may require different information from the food log. Building PFM requires

as much longitudinal data as is available, while health state estimation requires PFM and

recent lifestyle and biological data. We need to keep these goals in mind while designing

the food log. We have followed the HW5 (how, what, when, why, where, what) model

as described in [226], [220] to identify what information can fully describe a food event

and maximize its utility for a variety of applications. The different aspects and associated

information are detailed in figure 4.3. There can be three types of data collected:

1. Observed data: directly captured using a sensor.
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2. Derived data: We can derive some data and information using sensors and knowledge

sources. This information will depend on the algorithms and data sources used.

3. Subjective data: The system may prompt the user or some other human source to get

specific information. This data is prone to errors as it depends on human perception.

We should utilize the different types of measurements in different manners to minimize the

error in our analyses and predictions.

3.3.3 Current Status

In this chapter, we describe the data and knowledge needed to build a PFM directed at

improving sleep quality. We considered that sleep quality is affected by stress, activity, and

food [28]. We are implementing a food logging platform. We decided to focus on data

collection using voice, text, and barcodes for the current version. We will include visual

recognition approaches soon.

We add food metadata to the log using weather and reverse-geo databases. The foodlogger

asks the user about their reaction to each item entered. We used the NutrionIX platform to

get information about calories and nutrients in each food item. The current food logger has

information about how much a user likes a dish to build the preferred personal food model.

However, information about the taste and flavor of a food item is not readily available

from any source. We are working towards deriving such information about food items from

different sources. This is an excellent open opportunity for the multimedia community to

take the lead in solving this critical problem. Our multimedia platform is progressing well.
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Figure 3.5: Attributes of food events that impact sleep quality. These relationships form the
basis for the Biological Personal Food Model.

3.4 Knowledge Collection

Knowledge collection is not just the extraction of information from published papers; it

comes from multiple sources.

As stated in the previous sections, the personal model should be able to incorporate existing

knowledge sources. We have surveyed papers that explore the relationship between dietary

inputs and sleep outcomes. and used their results to initialize the relationships in the personal

food model. We summarize our findings in figure 3.5. We found that macronutrients have

a great impact on sleep outcomes [200], [156], [155], [229], [19], [194]. Some micronutrients

contribute to melatonin secretion and hence can have a significant impact on sleep quality

[81], [210]. Additionally, there are some studies that explore the effect of specific food items

such as kiwi fruit [112] and cherries [157], [120], [68] on sleep. Some chemicals responsible for
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specific tastes, such as capsaicin [56] and sugar [181], [202], can also impact sleep. Fasting

contributes to the change of bedtime [30] as well.

We have also included some studies about the impact of exercise and physical activity on

sleep [118], [119], [102], [150] as it is an important confounding variable that impacts both

nutritional needs and sleep quality.

Figure 3.6: Event Mining workflow: Hypothesis generation operators allow us to find fre-
quently occurring sequences of events. These can be converted to hypotheses by including
confounding variables, and they can then be tested in the presence of these confounding fac-
tors using a hypothesis verification operator. These verified hypotheses serve as a rule-based
model for the user’s behavior.
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3.5 Event Mining

Multimedia research in event mining has focused on event recognition and situation under-

standing (eg., sports and surveillance videos). There has not been much research on how we

can utilize event mining to run n-of-1 experiments using a person’s events and data streams

and derive rules that describe their behavior in different situations. Event mining allows us

to find patterns and relationships between different events in our daily lives. We can find

relationships between different events in a person’s lifelog data and derive an explainable

personal model [146].

Event mining results in rules of the form Eventi
C−→ Evento, where Eventi is the input event,

and we want to find out its effect in the occurrences of the outcome, Evento. C defines the

set of confounding variables and temporal conditions that might affect this relationship. For

Biological-PFM, the input events are lifestyle events that have a causal impact on some ob-

servable biological outcome [148]. While, in the Preferential-PFM, the input events capture

the contextual situations that affect the user’s culinary preferences. This view of events and

their impacts is in line with the potential outcomes framework for causal inference (provided

the required assumptions, eg., SUTVA are valid) [178] and are explored in detail later in this

section.

We perform a two-step analysis with a human expert acting as an intermediary to select

non-spurious relationships. The event patterns language described in [91] allows us to de-

scribe the relationships as temporal patterns of events. Hypothesis generation is used

as a preliminary investigation tool that allows a human expert to identify any behavioral

patterns in the form of events co-occurrences and Hypothesis verification tells us whether

the relationship is causally significant in the presence of the confounding variables.
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3.5.1 Hypothesis generation: Discovering new behavioral patterns

Users’ event logs contain all of their daily habits and biological responses to different events.

Hypothesis generation operators allow us to discover these habits and patterns that can be

tested and used for prediction. This step of the analysis is mostly data-driven and starts with

a human expert specifying the event streams that they believe to be correlated. The output

is a heat map with different combinations of events occupying different positions (Figure

3.6). The patterns with relatively higher frequency may represent a significant relationship

and selected for hypothesis verification.

The frequent patterns would then need to be converted to candidate hypotheses. The user

would need to specify the cause and effect events along with any confounding factors. This

hypothesis can then be verified using the hypothesis verification operator.

3.5.2 Hypothesis verification: Verifying patterns under different

contexts

Users can also verify their beliefs by encoding those as patterns of events and specifying

the variables that define the contextual situation. We defined these patterns using scientific

literature, as described in the previous section. Each occurrence of the pattern represents an

instance of the input event (treatment), and we want to measure its impact on the outcome.

Thus, each occurrence of the pattern becomes a single unit in the potential outcomes frame-

work [178], and we can compare different units while matching them by the confounding

factors, to estimate the causal effect of the treatment.

Once we have found all the pattern occurrences and the confounding variables, we follow a

two-step process to find the validity of the rule.

1. Find similar situations based on confounding variables (Contextual Match-
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ing). The confounding variables define the situation in which the input event (treat-

ment) occurs, and can affect the event relationship we want to analyze. Therefore, we

want to compare the events that occur in similar contexts and compare the impact

of the input event on the outcome in an unbiased manner. We can do it by either

clustering the values of confounding variables or converting the confounding variables

to events and find matching confounding event patterns.

2. Find the validity of the relationship for each situation. Once we have performed

the contextual matching, for each contextual group, we can find the effect of the

treatment on the outcome using an appropriate statistical test. We can compare the

difference in the outcome for different input events, and this would tell us the relative

causal effect of the different input events.

This two-step hypothesis verification allows us to simulate an N-of-1 experiment on the user’s

event log while also incorporating the existing scientific knowledge in the form of candidate

hypotheses and identifying confounding variables.

3.5.3 Deriving Personal Food Model using Event mining

We need to analyze the food log in conjunction with other events from the personicle to create

an explainable and personalized food model for every individual. The model would predict

the impact of food events on other aspects of a person’s life; and how different lifestyle and

biological factors impact our food choices. In this chapter, we are exploring the relationship

between food events and sleep outcomes; therefore, we will include behavioral factors that

would impact these two events, such as physical activity (exercise, step count).

We can identify different behavioral habits of the user using hypothesis generation operators.

We can also visualize the relationship between various nutritional factors and different sleep
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outcomes to find if these are worth exploring further. Once we have identified such rela-

tionships, we can start verifying these hypotheses. We derive the hypotheses from data or

existing biomedical literature. These relationships have been detailed in the previous section

and are also depicted in figure 3.5.

Figure 3.6 shows the complete event mining process for the personal food model. The verified

hypothesis contain event relationships that hold true in the specified contextual situation.

These relationships form a set of rules with varying degrees of accuracy in different contex-

tual situations. For example, if we have verified that cow’s milk has a positive impact on

sleep latency, then the relationship would be quantified in the form of minutes reduced in

latency. It will have a different value for different contextual situations described by physical

activity, day’s meals, and last night’s sleep. These rules could thus be used to identify the

potential outcome of different foods and recommend items with the desired sleep outcome.

3.6 Going Forward: Multimedia for Personal Models

Though this chapter focuses primarily on personal food models, it is really about building

personal health models using disparate data and information sources. A personal health

model’s importance is apparent in these days of a pandemic that has disrupted lives globally.

In this section, we discuss interesting challenges that we need to address. We believe that

multimedia computing offers concepts, techniques, and practical experiences related to key

areas mentioned in the paper.

1. User Privacy: User privacy and data protection are integral to developing a multimedia

personal model. Without adequate security measures the model is unlikely to be widely

adopted, regardless of the performance or utility. This is an important challenge for

multimedia, artificial intelligence, and privacy and security research groups and we are

actively looking for collaborations in this area. There are learning techniques such as
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federated learning [230] that allow us to build models and share insights without taking

users’ data from their device. We need to incorporate such methods in our platforms

so that the users have complete ownership of their data.

2. Taste Space: Taste and flavor of food are very complex. Food taste space depends on

the ingredients and recipe as well as visual presentations. On the other hand, each

person has their own preferred taste space that must be determined by observations

over a long time. We are exploring 6-dimensional taste space. This is less than the tip

of the proverbial iceberg. Such representations will result in labeling food items better

so that people can select what they will enjoy eating and will be healthy.

3. Multimedia Logging Platform: Multimedia community has focused on food logging us-

ing only visual recognition approaches and has been limited only to dish and ingredient

recognition. Food logging is not just recognizing dishes from pictures, but identifying

all characteristics of an eating event. We need to build a multimedia logging platform

to collect all food-related information relevant to building PFM. Such logs could be

used for studying population for health as well as for business reasons.

4. Multimodal event detection: The health state of a person is usually estimated by

combining multimedia (audio-visual) and multimodal (heart rate, EEG, respiration

rate, Glucose content) signals. Estimation of health state is a great challenge for

researchers that will also help ALL humans.

5. Multimodal Knowledge Collection: Much of the diagnosis and prescription related to

health is multimodal and will require extending traditional knowledge graph [243][82]

techniques.

6. Event Mining: Mining multiple sequences of event streams detected from disparate

data streams is essential for both building models such as PFM as well as for health

state estimation. Event mining may offer more challenging problems in predictive
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and preventive approaches in several application areas, including health using novel

forms of machine learning than object recognition offered in computer vision. We have

already started building a platform for this.

7. Recommendation System to motivate behavioral change: In context of eating habits, a

recommendation system which always promotes the healthiest option is not necessarily

the best one. A good recommendation must consider personal food preferences and

healthiness together to suggest not just healthy but correct amount of ’healthy and

tasty’ food. Correct recommendation should be given at the correct place and the

appropriate time to motivate behavioral change [151], [2]. PFM is the first step towards

context-aware recommendation in food domain but this is just the beginning of a long

journey.
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Chapter 4

Data Collection

4.1 Background

Data collection plays a pivotal role in the development of personalized food recommendation

systems, as it serves as the basis for constructing personal food models. These models rely on

accurate and diverse data to understand users’ preferences, dietary habits, and nutritional

needs. In this introductory section, we will discuss the various types of data collected from

different sources and the challenges associated with gathering personal food intake records

and other food-related information. We will also explore the potential benefits of integrating

additional data sources, such as smartwatch data and well-being metrics, to create more

comprehensive personal food models.

Personal food recommendation systems require a diverse array of data to generate tailored

recommendations that promote healthier eating habits and improved overall well-being. This

data can be broadly divided into two categories: personal data and food-related data. Per-

sonal data encompasses information about the individual, such as food intake records, bio-

logical data from sensors and lab tests, and lifestyle data from smartwatches. Food-related
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data, on the other hand, comprises spatial food data (stored in the World Food Atlas) and

non-spatial food data (stored in the Food Knowledge Graph), which provide context for

understanding food items and their properties. Spatial Data stored in the World Food Atlas

is discussed in the following chapters of this thesis, as we require a much more detailed look

into it.

Collecting personal food intake records in daily life poses several challenges, such as the

reliance on user input, potential inaccuracies in self-reported data, and the inherent com-

plexity of food items and their properties. Researchers have been exploring various methods

to facilitate the logging of food intake, including text search, voice command, and image

input. Smart applications have been developed to estimate the nutritional values of food

items based on user inputs, eliminating the need for users to know the exact nutritional

breakdown of the food they consume.

In addition to personal food intake records, collecting biological and lifestyle data from sen-

sors, smartwatches, and lab tests can provide a more holistic understanding of users’ lifestyles

and health conditions. By integrating these additional data sources, personalized food rec-

ommendation systems can generate more context-aware recommendations that better align

with users’ unique needs and circumstances.

The collection of food-related data, both spatial and non-spatial, is crucial for understand-

ing the food context and providing intelligent recommendations. Spatial food data, stored

in the World Food Atlas, includes information about the geographic distribution of food

items and their properties, which will be discussed in Chapter 6. Non-spatial food data,

including personal food logs and other data, stored in the personal chronicle database and

Food Knowledge Graph, encompasses information about food items, their properties, and

their relationships, which are the main focus of this chapter. It may be trivial to represent

numerical data, but how do we really log food?
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In this chapter, we will focus on the collection of personal data, such as food intake records

and biological records, for individual users. We will discuss various methods and tools for

gathering this data, as well as the challenges and opportunities associated with integrating

diverse data sources to create comprehensive personal food models. The subsequent chapters

will delve into the World Food Atlas, the Food Knowledge Graph, and other food-related

data collection and processing techniques.

4.2 Multimedia Food logger

In this section, we will explore the importance of multimedia food loggers and their applica-

tions in capturing essential food-related information. We will discuss the various multimedia

input options available to log food intake and the benefits they provide to different stake-

holders in the food ecosystem. Additionally, we will examine the integration of food logging

data with other physiological data streams to enhance personalized food recommendations.

Food logging serves as a pivotal element within food recommendation systems, necessitating

the documentation of an individual’s dietary intake and associated metadata over extended

periods. Initial efforts in food logging relied on labor-intensive manual diaries, yet advance-

ments in smartphone and camera technologies have significantly enhanced the efficiency and

fidelity of these logs. The multimedia and computer vision research communities have made

strides in developing food logging systems employing computer vision techniques to identify

food items, their constituents, and the quantities ingested. Despite these advancements, the

absence of a universal logger capable of accommodating international cuisine and accurately

determining ingredient composition and consumption volume persists as a notable challenge.

In response to these limitations, this chapter introduces a comprehensive multimedia food

logging platform that leverages a myriad of data sources, including visual recognition, speech
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recognition systems, payment information, barcode scanning, and sensor data, to facilitate

the logging process. Upon identifying a food item and quantifying its consumption, the

platform utilizes governmental or commercial databases to retrieve the corresponding nutri-

tional information. Crucially, the development of a Personal Food Model (PFM) necessitates

the inclusion of user feedback regarding both the gastronomic experience and physiological

responses, which can be derived from various sensors monitoring heart rate, glucose levels,

and respiration rate. This multifaceted approach to data collection offers a robust and de-

tailed mechanism for capturing dietary information, essential for the formulation of precise

food recommendation systems. The proposed multimedia food logging platform, depicted

in Figure 4.3, represents a dynamic tool that integrates diverse, complementary sources of

information, ensuring comprehensive and accurate data collection. Furthermore, the plat-

form is designed to evolve by incorporating emerging technologies, thereby maintaining its

relevance and utility in enhancing food logging practices [175].

4.2.1 Motivation and Importance

Models are built using data. Most successful search engines, social media, and e-commerce

systems utilize personal models to provide people with the right information, at the right

time, in the right context, usually even before a user articulates his need [18]. Personal

food model plays the same role in food recommendation systems [130]. We need to log

food consumed by a person and all the relevant metadata over a long period for the user.

While initial food logging efforts required cumbersome manual food diaries, smartphones

and cameras can drastically improve the quality and ease of logging. Aizawa [1] was the

first multimedia researcher to champion the idea of logging food using a smartphone camera

and remains a very active researcher. Applications for camera-based food-logging have been

developed in many other countries [44], [37]. Multimedia and computer vision research

communities have been actively exploring food-logging systems. These systems use computer
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vision techniques to recognize items, their ingredients, and even the volume consumed by

the user [44], [143]. Unfortunately, there is no generalized logger for international food,

and identifying ingredients and volume remains a challenge. A useful review of many visual

approaches and descriptions of databases used for training is included in [131].

Conversational voice interfaces are becoming quite popular, making rapid progress. Systems

like Alexa and Siri are available at home, in phones, and watches. People can report what

they eat, volume, and reaction to food using a simple sentence. Many packaged foods

and processed ready-to-eat foods should have barcodes. Since barcode readers are now

omnipresent even in smartphones, one can get all food information from these. Some sensors

measure muscle activity and try to infer food items from that. These are placed on the chest,

near the ear, or neck [48]. These have shown some progress in recognizing eating events but

have not gone much beyond that yet.

To overcome these, we propose a multimedia food logging platform, shown in Figure 4.3,

that could use many relevant sources to log food items and find all information that may

be needed to build a PFM. Multimedia uses complementary and correlated information and

provides more comprehensive and precise information than any one medium. Moreover, we

will keep adding new technology as it becomes available to keep the logger useful. Multimedia

food loggers are crucial for capturing food intake records in context, with detailed metadata

that can be used in learning, analytics, and recommendations for both users and other

stakeholders. By understanding the effects of food on various aspects of our lives, such as

biology, mood, and overall well-being, multimedia food loggers can serve as the foundation

for numerous food-related studies and applications.
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4.2.2 Food Logger App Layout

The main purpose of this app is to log food. The app is designed so that anyone without

any technical background can use this app in their everyday life to log their food intake

in an efficient way, without spending too much time but reasonably precise and accurate

by capturing the most important aspects of a food event. This includes basic information

about the person, the food item, the nutrients, the time, the location, and the environmental

information. The following subsections discuss the layout of the food logger app which will

be presented at the demo.

Home Page

The homepage displays a simple representation of today’s food intakes and the corresponding

times of each today’s food events. The first screenshot from the right in figure 2 illustrates

the homepage. There is a button at the bottom right of the page which takes the user to

the logging page and another button at the bottom left which takes the user to the food

journal history. These two parts will be discussed in the next subsections. There is also

an optional study-specific region in the middle of the homepage which could visualize the

current nutrient intake state to the user. This component is not a main component of the

food logger since many studies might not intend to trigger any intervention. Many studies

just want to capture the original food intake without any intervention so in those studies

this component could be removed.

Food Journal History

The app has a section which displays the food intake journal of previous days as shown in

figure 4.3. The user can edit the history and add or delete food intakes for any previous day.
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The app provides cues such as images and locations to remind the user of that specific day

so it can assist the user in remembering the accurate food event better.

Food Logging Page

The logging part is the most important part of the app. As it is shown in part B of figure

4.3, we demonstrate how the user can use different media, and how we convert image, voice

and text to capture all the important information associated with the food intake by using

nutrition databases and other online resources.

4.2.3 Multimedia Inputs and Outputs

We will demonstrate what goes into the food log and what will be stored for each meal

which is logged by the food logger. This information is shown in the right part of the figure

4.1. Some of these are logged directly from the app such as the food item, the image, time,

location, the amount and the user’s rating of the food [28], [220]. And we also show that

some additional information will be collected using other online sources such as NutritioniX,

geolocation APIs and environmental databases to pull information such as nutrients, location

type and the overall context and integrate all these different information in one place to record

a meal event. To signify the multimedia nature that the food logger inherits [193], we need

to record food in multiple ways and illustrate each approach.

Furthermore, we illustrate how this integrated information is useful. Any application can

use our system to obtain the food log of its users and our system will provide them with the

integrated information all in one place. We use multiple media types to capture the food

log as shown in Figure 4.3. We demonstrate how the data collection is designed to work

using voice, text, barcode, visual image recognition. The audience can try logging their food
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using a variation of these media types. However we acknowledge that visual recognition is

not as satisfactory as we would like in this version of the app, but all the other approaches

are completely available for the audience to test and experience.

Multimedia food loggers can utilize various media types, such as voice, text, barcode, and

visual image recognition, to capture food intake records. Each input method has its unique

advantages, making the process of logging food practical and efficient in different circum-

stances.

Food logging will use multimedia input sources and complement information from online

databases to log each meal and all metadata related to the meal. It captures information

about the food (dish name, ingredients, quantity), location (place of eating), time (eating and

logging), social context (companions), causal aspects (nutritional and flavor information),

and multimedia and experiential information about the food.

The different multimedia input options of our app make the process of logging food practically

in different circumstances yet much useful information as shown in Figure 4.3 is captured for

each meal. This information can be used in different data analysis applications [1]. Various

fields can benefit from the output of the food logger: Better advertisement can be tailored

for the taste of individuals, restaurants gain access to the knowledge that what people like

to eat in a certain area, and the agriculture industry can predict what percentage should be

dedicated to each type of crops to be grown for the next season. Moreover, we discuss that in

addition to the food preference analysis and finding tasty foods using the food logger [139],

the data captured by the food logger can be combined with other physiological data streams

[137] such as step count, heart rate or any other data streams to determine the healthiness

and effects of different food groups on varying groups of people [143], [142].
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Figure 4.1: Food logger uses multimedia input sources and uses online sources to add addi-
tional information to create a complete food log and provides these integrated information
to different external platforms for various applications [1].

4.2.4 Food Journal History

The food logger app is designed to be user-friendly, with a simple interface that displays daily

food intake records and corresponding times. The app also provides access to food journal

history and a logging page where users can input new food intake events. An optional

study-specific region can visualize the current nutrient intake state for users if desired by

researchers.

Figure 4.2: Food logger app architecture.
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The app has a section which displays the food intake journal of previous days as shown in

figure 4.3. The user can edit the history and add or delete food intakes for any previous day.

The app provides cues such as images and locations to remind the user of that specific day

so it can assist the user in remembering the accurate food event better.

4.2.5 Logging Food Intake

The logging component of the app enables users to input food intake events using vari-

ous multimedia options. By leveraging nutrition databases and other online resources, the

app can capture essential information associated with the food intake, such as food items,

nutrients, time, location, and environmental context.

The logging part is the most important part of the app. As it is shown in part B of figure

4.3, we demonstrate how the user can use different media, and how we convert image, voice

and text to capture all the important information associated with the food intake by using

nutrition databases and other online resources.

4.2.6 Benefits and Applications

Multimedia food loggers offer numerous benefits and applications across different fields.

They can be used to tailor better advertisements for individual tastes, help restaurants

understand local food preferences, and inform the agriculture industry about crop demands.

Furthermore, when combined with other physiological data streams, food logging data can be

used to determine the healthiness and effects of different food groups on various populations.

This is the beginning towards building a robust multimedia solution to the problem of

logging. There are three important aspects to this platform:
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• We introduce a multimedia platform that uses speech-based systems, barcodes, and

connects to Apple Health and Android Fit to collect biological data. In addition, it is

designed in such a way that it could easily be integrated with online services such as

Google Lens, which provide visual recognition to log food only by capturing a photo.

In the future, many other modalities could be added, such as payment activity analysis,

sensors to determine food intake and eating activity and recognize the content of the

food, and several similar emerging approaches.

• Once a dish or food item is recognized and the amount consumed is known, systems

must find the nutritional data using governmental or commercial databases. Similarly,

weather information, social context, and other metadata related to food required by

the PFM may come from other sources.

• Finally, for building PFM, the log must contain the user’s reaction both in terms of

enjoyment and bodily reaction. The enjoyment information may come from asking

the user, and the bodily reactions may come from sensors such as heart rate, glucose

measurement, and respiration rate.

4.2.7 Integration with Physiological Data Streams

By integrating food logging data with other physiological data streams, such as step count

and heart rate, multimedia food loggers can provide more comprehensive insights into the

effects of food intake on individuals’ health and well-being. This integration can enhance

personalized food recommendations and contribute to a better understanding of the rela-

tionships between food intake, health, and lifestyle factors.

We enrich the food events with associated nutritional, culinary, and contextual information

using databases from different public and private organizations. These include nutrition

(NutritionIX, USDA food database), weather, air-quality (airnow provided by EPA), and
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place (Google Places, Yelp).

We may also want to capture some biomarkers characterizing the health of the person.

These parameters may be continuously recorded and could be used to identify physiological

responses to food items [143]. A personicle like system [142] can capture this information,

and the time-indexed nature of the data and events makes it readily available associating

and analyzing with the food events.

These two goals may require different information from the food log. In general, building

PFM requires as much longitudinal data as available, while health state estimation requires

PFM and recent lifestyle and biological data. We need to keep these goals in mind while

designing the food log. We have followed the HW5 (how, what, when, why, where, what)

model as described in [226], [220] to identify what information can fully describe a food event

and maximize its utility for a variety of applications. The different aspects and associated

information we capture are detailed in figure 4.3. There can be three types of data collected:

1. Observed data: Directly captured using a sensor.

2. Derived data: We can derive some data and information using sensors and knowledge

sources. This information will depend on the algorithms and data sources used.

3. Subjective data: The system may prompt the user or some other human source to get

specific information. This data is prone to errors as it depends on human perception.

The different types of measurements are used in different manners to minimize the error in

our analyses and predictions.
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4.2.8 User Feedback

In personalized food recommendation systems, user feedback is crucial for improving the

accuracy and relevance of recommendations. User feedback can be in the form of explicit

feedback, such as ratings or reviews, or implicit feedback, such as click-through rates or

purchase history. The integration of user feedback into the recommendation system can

provide valuable insights into the user’s preferences, tastes, and dietary restrictions, which

can be used to enhance the personalization of recommendations.

One of the challenges in incorporating user feedback is the sparsity of data. Users may not

always provide feedback, and when they do, it may be incomplete or biased. Therefore,

techniques such as matrix factorization and collaborative filtering have been developed to

address these issues and improve the quality of recommendations.

Another important aspect of user feedback is the timeliness and relevance of the feedback. In

personalized food recommendation systems, users may provide feedback immediately after a

meal or days later, which can affect the accuracy and relevance of recommendations. There-

fore, incorporating temporal and contextual information into the recommendation system

can enhance the quality of recommendations and provide a more personalized experience for

the user.

Overall, user feedback is an essential component of personalized food recommendation sys-

tems, and its integration can significantly improve the accuracy and relevance of recommen-

dations. However, the challenge remains in addressing the sparsity and timeliness of user

feedback and developing effective techniques for incorporating it into the recommendation

process.
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4.2.9 Privacy and Security

Personalized food recommendation systems rely heavily on collecting and processing user

data, which may raise concerns about privacy and security. Users may be reluctant to share

their personal data with these systems, especially sensitive information such as health data,

without adequate privacy protection measures in place. Furthermore, the use of location-

based data for personalized recommendations may reveal users’ movements and habits, which

could lead to privacy violations.

To address these concerns, researchers have proposed various privacy-preserving techniques

for personalized recommendation systems, such as differential privacy, homomorphic encryp-

tion, and federated learning. These techniques aim to protect users’ data while still allowing

for personalized recommendations to be made. Additionally, regulations such as the Euro-

pean Union’s General Data Protection Regulation (GDPR) and the California Consumer

Privacy Act (CCPA) have been enacted to protect users’ privacy rights.

Figure 4.3: Food logger app architecture.
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Figure 4.4: Food Knowledge Graph representation in the Neo4j environment. B1136 is the
general pork node and B1631 is the general pineapple node. This image shows the result of
the query looking for food items which have both pork and pineapple as ingredients.

4.3 Food Knowledge Graph

FKG is basically the collection of interlinked descriptive information about different aspects

of food. FKG contains different dimensions of connectivity and different node types. The

ingredient nodes are interconnected by a semantically hierarchical structure obtained from

the food ontology database [52] which provides a cue about the similarity between different

ingredients and acts as the backbone of the formal semantics of the FKG. Some nodes in the

ingredient category are actual ingredient nodes such as cow’s milk or chicken, and some other

ingredient nodes are abstract nodes which represent a class of ingredients such as dairy or

meat. The hierarchical connections between the ingredient nodes makes sure that ingredients

within the same category always have a shorter path to each other than to nodes outside of

the category. For example cow’s milk should have a shorter distance to Greek yogurt than

to chicken since cow’s milk and Greek yogurt are both a subset of the dairy node. More

complex nodes are the recipe nodes, in another dimension of connectivity, the recipe nodes

are connected to the corresponding ingredient nodes. The edge connecting a recipe node to
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its corresponding ingredients contains information about the portion and also information

about the step in which the ingredient is involved in, such as frying or mixing. Entity

nodes must be able to contain geographical information such as geographical availability,

popularity and origin of dishes and some ingredients. Furthermore the detailed nutritional

content of ingredients are associate to ingredient nodes which enables the derivation of the

nutritional contents of the dish nodes since they are connected to the ingredient nodes. The

entity descriptions contribute to one another by providing context for further interpretations

which is the main promise of the FKG. In order to create the FKG data from multiple sources

need to be brought together to form a foundation which represents the food knowledge as

shown in Figure 2.5. Once the FKG is designed with some initial nodes allowing both people

and computers to process these formal semantics an efficient and unambiguous manner,

expansion standards can enable public contribution from parties with various backgrounds

in a semi-supervised manner. However creating the initial backbone of the FKG is in facet

a challenging task since it involves problems which are currently hot research topics in

different fields such as multimedia processing, knowledge graph formation and optimization,

food entity resolution, query refinement and natural language processing. Figure 4.4 shows

a sub-graph of the FKG which is the result which was generated for a query asking for all

the food items which contain both pork and pineapple.
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Chapter 5

Context-Aware Personal Food

Modelling

5.1 Background

Food serves many functions at an individual level. It provides us with the energy and building

blocks to sustain our lives while also serving as a source of personal fulfillment and social glue.

Our taste and sensory preferences are a significant causal factor behind our food decisions

and affect our health. For this reason, there is a rapidly growing need for personalized

food services that guide users towards a healthier lifestyle while also ensuring the food’s

enjoyment. With the advancement of technology, especially in the recommendation and

sensing fields, it is possible to guide users towards a healthier lifestyle by understanding their

underlying taste profile and their daily lifestyles to provide healthier recommendations that

still appeal to the user’s tastes [208]. Food is an essential part of our lives, and advancements

in applications such as food logging platforms and recipe recommendations can help us

identify and improve our eating behavior. At the heart of these personalized food services lies
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Figure 5.1: Personal food computing overview and relevant proposed layers.

the Personal Food Model[172]. As shown in figure 5.1, it (PFM) has two main components:

1) the biological component and 2) the preferential component. The biological component

determines how different food items interact with our biology and health. In contrast, the

preferential component captures how different contextual and environmental factors impact

our food preferences and, in turn, affect our choices. There has been a lot of work done on

context-aware preference modeling and recommendations. However, the current approaches

are still far from truly personalizing these recommendations. Especially for health and food-

related applications, the contextual factors can be captured by different multi-modal devices

and applications. Typically, these applications store individual data in their silos, which do

not interact with other applications. We propose a comprehensive food event model that

could provide a mechanism for these applications to cross-utilize each other’s data. We

also demonstrate how we could utilize the data collected using such applications to create a

user preference model and how it varies with different contextual factors such as stress and
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temperature. We use event mining principles to model the contextual relationships in an

unsupervised manner.

5.2 Related Work and Motivation

We first take a look at current food models and services. Diet and chronic diseases are

closely correlated [190]. A Western diet characterized by a high intake of energy-dense and

processed food is a risk factor for many chronic diseases, including diabetes, obesity, and

cardiovascular diseases [188]. A significant hurdle towards maintaining a healthy diet is the

draw towards pleasure (rather than health) from eating. Tasty and palatable food is often

linked to chronic health risks. According to some interesting experiments by [164], the more

unhealthy dish items are perceived to have better taste and are enjoyed more during actual

consumption. Thus, future meals have a greater preference for it, especially for tasks when

a hedonic goal is more salient. However, this is not necessarily true. Many other instances

show that a healthy option can be tasty. A good example is discussed in [25], where the

result of the study shows that not only organic food has a great positive impact on well-

being but can also be pleasurable. Furthermore, the Mediterranean diet, which appears to

be tasty to many, is linked to the prevention of Chronic Diseases [168]. It may seem that

delicious foods must be unhealthy and healthy foods must be dull, but this is not the case.

Since the taste preference of different people varies considerably based on many factors such

as environmental, cultural, and genetics [167], it is impossible to manually come up with a

healthy diet that would appear tasty to everyone. People have their personal taste profile,

which could be quite complex and changes with the context. Personalized food services need

to create the PFM of the user, which understands how the food affects the user’s body and

the user’s taste profile and what kind of food the user enjoys [172]. But there aren’t any

concrete methods to create the user’s taste profile since taste digitization and quantification
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are challenging. [172] presents a novel US4B taste model as a unified model to capture

taste. While this model is very promising, there is still no precise method to obtain the taste

value of different food items. That’s why most food models and recommendation services

completely ignore the pleasure aspect of the food and purely focus on health and nutrition

like [54], [14] and [138].

Some other works have recognized preference as an important factor and have tried to create

a simple preference model. For example, [110] considers the spiciness of the food as the

cue for its taste and as a reference point, which is an interesting improvement. Still, the

spiciness alone is not adequate to model the taste profile. [80] proposes a recipe recommen-

dation method based on similar ingredients in the dishes with a high rating from the user.

Ingredient-similarity-based methods like [141] are a significant step towards finding healthier

options that the user can enjoy. However, they are still limited to replacing one or two

ingredients, and the gap to understanding the taste profile of the food remains.

There are many methods for providing foods with suitable nutritional content, as reviewed

in [206]. However, food is more than just refueling energy; it is an experience. Therefore

it is essential to capture all the aspects of the experience to have enough information to

create the personal food model. Different aspects of a food event can change the impact

on the body and affect the enjoyment aspect. [17] brings good intuition that stress has a

strong correlation with food. Time of eating is also an important factor in how the food

affects the body [42]. [172] uses food events to capture many different aspects of a meal

such as location, time, and amount, but a standard food event model doesn’t exist. The

causal aspect of events poses an interesting problem as compared to the other aspects [219].

It requires events from other sources as well and finding the causal contextual factors. But

the personalized causal aspect of the food events have not been studied to date. Some

population studies have explored the causal aspect of specific diets and their relation with

age and weight like [212], but these insights do not generalize to every individual.
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Some studies have explored the causal aspect modelling in other health related applications

such as health state estimation and context-driven nutrition recommendation. The eventual

goal of causal aspect modelling, especially for food events, is to enable context-driven health

state navigation that would help individuals achieve their health-related goals.

There are multiple statistical techniques available for causal and context-driven modelling.

There has been an increase in embedding causal relationships within recommendation sys-

tems [36]. We have adopted an event driven approach and utilize event mining [91] for

finding causal relationships between different lifestyle events [145]. This approach utilizes

principles from Pearl’s do-calculus [153] and tests for causal relationships in different bins

of confounding factors. This approach results in relationships between events, and such

insights are inherently interpretable, which is a desirable quality for personal models[184].

This approach would also be able to fully leverage the benefits of a comprehensive event

model.

5.3 Food Event Model

A single food event has multiple facets captured by different applications. The food being

eaten, the time of the day, the amount of food, the location type, the ambience, the person

eating the food, and other people involved in that event are some examples. If we capture

sufficient contextual information about the food event, it will be possible to find what caused

the food event. Furthermore, collecting information about the body’s response to the food

event opens the door to understanding the biological responses to the food event. We propose

a comprehensive food event model that includes all the elements defining the food event, as

depicted in figure ”ref”fig:food-event,” which draws inspiration from Westermann and Jain’s

multimedia event model described in [219]. The food event model consists of 6 main aspects:

spatial, experiential, informational, structural, temporal and causal aspect. Each of
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these aspects has sub-components, as illustrated in figure ??. Some of these aspects have

been studied extensively and are widely captured, such as location and time. We can capture

the biological aspects in free-living conditions thanks to the advances in Internet-of-Things

(IoT) and wearable technologies such as sleep monitoring [26]. Physiological data-streams

such as Electrocardiography (ECG) and Photoplethysmography (PPG) are non-invasive and

low-cost techniques and enable continuous health and well-being data collection [136], [95].

However, some other sub-components are challenging to collect as they are not understood

very well, such as the sensory experience. Auditory and visual information are the only

exceptions and are well understood in the multimedia field; however, no such model exists

for the sense of taste and smell. The taste information of a food event is crucial for building

the preferential side of the personal food model, but to the best of our knowledge, there is

currently no method to map food items to ingredients to taste information. In this chapter,

we propose a novel approach to capture information about the taste experience of a dish

driven by the informational aspect discussed in detail in the Experiment Design section.

5.4 Causal Analysis

5.4.1 The Causal Aspect

Identifying an event’s cause(s) is not an easy question to answer even in trivial cases. Nu-

merous factors could affect a food event, such as physical activity, social gathering, weather,

or the time of the day. Modeling this aspect of a food event is extremely challenging using

current methods; however, it is critical for building a Personal Model. As shown in figure

??, the causal aspect has two sub-components: events that caused the food event and events

that the food event has caused. Events caused by a food event are mostly reflected in the

biological impact of food. This includes changes in heart rate variability, sleep quality, and
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other effects on the individual’s body and health. On the other hand, the events that caused

a food event could be more complicated, as external factors could also influence and initiate

a food event. These include social events, environmental factors, and weather conditions.

Many environmental and biological factors have been known to affect a food event. Some

biological factors may be easier to model, for example, age and weight, which are shown to

affect the food decision making process [212]. Psychological aspects may be more challenging

to measure, like mental stress; however, many studies have shown that it can be measured

using wearable devices and even social media usage [179][180]. [17] brings excellent intuition

on how stress can have a strong influence on food choice. A food event also depends on

environmental factors such as the weather [88]. Complex environmental causal factors are

often missed, which can bring substantial help in the context reconstruction. For example,

a pandemic, such as the COVID-19, can drastically affect the food habits of populations.

[126] shows that for geographical regions with higher numbers of daily COVID-19 cases, the

historical trends in search queries related to bars and restaurants are strongly correlated

with re-openings happening in those areas. Therefore the environmental knowledge is an

essential factor in the causal aspect of the food. In this chapter, we picked two important

causal factors: stress and weather, to demonstrate how the context can change the user’s food

preference profile and analyze how they affect the dietary choices, which will be discussed in

the following sections.

5.5 Food Preference Space: Taste space

The taste of food items can be very complex. The taste sensory aspect has not been modeled

as robustly as the visual and auditory senses, which have standard models such as the RGB

color space model. In [172], the authors demonstrated how a unified and robust taste space

model is required to create a preferential personal food model. They presented the US4B
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Figure 5.2: Taste Space Generation: This figure illustrates our approach to map the food
items to a corresponding US4B vector in the taste space using the taste information associ-
ated with the present molecules in each ingredient.

taste space, which includes six dimensions: umami, salty, sweet, sour, spicy, and bitter.

However, that work was the initial step and did not provide any actual taste dataset or

concrete approach to build such a dataset. There is currently no available method that

could approximate the US4B values of a set of dishes using available resources. We provide

a novel approach that uses the taste molecules to estimate a dish’s US4B taste space using

its ingredients. FlavorDB [67] is the only existing publicly available extensive data set on

food taste that contains the list of taste molecules associated with each food item, and a

list of taste and smell attributes to each molecule. However, we could not derive the US4B

values for dish items directly from flavorDB as there are a few limitations to this data set.

This dataset only has the information for ingredients and lacks the information for dish

items and recipes. The dataset does not have any information about the intensity of the

taste for different molecules. As shown in figure 5.2, we start by counting the taste molecules

associated with each element of the US4B taste model and create a taste vector for each

ingredient item. Then we use a recipe data set containing a list of ingredient items for each

dish and use the calculated US4B vector for ingredients in the previous step to calculate a

US4B value for each dish based on adding the taste vectors of the ingredients. The taste

values for dishes create the personal food model based on the food items they consume in

different situations. We used this approach to create a taste profile of 60 different dishes.
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We picked 20 dish recipes for each meal type: breakfast, lunch, dinner. Each meal type has

ten dishes for a heavy meal option and 10 dishes for a light meal option. This data is fed to

a randomized markov-chain event generator, described in the following section, to create a

randomized events log, including food events.

Figure 5.3: Causal Preferential Model Architecture: The food logging platform captures the
different aspects of the food events. We use event mining to find contextual patterns and
build a taste profile for each pattern and update the preferential subsection of the personal
food model.

5.6 Location Data Sources for Personalized Food Rec-

ommendation

Personalized food recommendation systems rely heavily on location data to provide relevant

recommendations to users. The accuracy and reliability of these systems depends on the

quality and diversity of the location data sources used. In this section, we will explore some

of the common location data sources used in personalized food recommendation systems.

Global Positioning System (GPS) data is the most common location data source used in

personalized food recommendation systems. GPS data provides accurate location informa-

tion to the system, which can be used to recommend nearby restaurants, food trucks, or

grocery stores. GPS data can also be used to track user movement patterns, which can help
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the system learn more about their preferences and habits. However, GPS data has some

limitations, such as battery consumption, accuracy in urban areas, and signal loss in indoor

environments.

User check-ins are another common location data source used in personalized food recom-

mendation systems. User check-ins provide information about the user’s current location

and the food or restaurant they are visiting. This data can be used to recommend similar

restaurants or food items to the user. User check-ins also provide valuable social data that

can help the system understand the user’s preferences and interests. However, the accuracy

and reliability of user check-ins can vary, as some users may forget to check-in or intentionally

provide false information.

Geotagged social media posts can also be used as a location data source in personalized food

recommendation systems. These posts provide information about the user’s current location

and the food they are consuming. This data can be used to recommend similar food items or

restaurants to the user. Geotagged social media posts also provide valuable social data that

can help the system understand the user’s preferences and interests. However, the accuracy

and reliability of geotagged social media posts can be limited, as not all users geotag their

posts and some may intentionally provide false information.

Wi-Fi access points can also be used as a location data source in personalized food recom-

mendation systems. Wi-Fi access points provide information about the user’s location based

on the Wi-Fi networks they are connected to. This data can be used to recommend nearby

restaurants or food trucks. Wi-Fi access points also provide valuable indoor location data,

which can be used to recommend food items or restaurants within a specific building or

complex. However, the accuracy and reliability of Wi-Fi access points can be limited, as not

all locations have Wi-Fi access points and some may be incorrectly labeled.

Overall, location data sources are a critical component of personalized food recommendation
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systems. By using a combination of different location data sources, these systems can provide

accurate and relevant recommendations to users. However, each data source has its limita-

tions and challenges, which must be carefully considered when designing and implementing

these systems.

5.7 Experimental Design

We present a novel food preference model that considers causal factors to estimate the taste

preferences in a particular context. The food model captures the user’s preferred taste

region, which could change with context. Figure 5.3 illustrates the overall architecture of

the preferential food model. Food logger [176] collects information about the food event

and stores in the Personicle. The Personicle is a database containing different data streams

about the user over a long time in one place[142]. We apply event mining operators on the

user’s personicle [147][145] to identify contextual factors that impact food preferences. We

create event patterns relating different contextual factors with the meal events and find all

occurrences of these contextual event patterns in the event streams. This allows us to find

food items consumed in different contexts. We can then aggregate the corresponding taste

vectors to find the contextual taste preference

We opted to utilize synthesized data for the experiments because we can use the ground

truth of contextual factors’ impact on taste to validate the model, just like in many other

works such as [34]. By using synthesized training data, the dataset size can be significantly

increased with little human labor [45]. [152] introduces a system that automatically creates

synthetic data to enable data scientists. [152] suggests that synthetic data can successfully

replace original data for data science if it meets two requirements: First, it must somewhat

resemble the original data statistically to ensure realism and keep problems engaging for

data scientists. Second, it must also formally and structurally resemble the original data so
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Figure 5.4: Dataset Summary: This figure displays a summary of our events dataset. This
includes the frequency distribution for the different events that are present in the events
log for the five people in our dataset. The event relationships were encoded as probabilistic
transitions in a Markov-chain model. Concurrent and past contextual events also affect the
parameters of the lifestyle events.

that any software written on top of it can be reused.

We designed a rich event stream database, and the occurrences and parameters of these events

depend on the contextual factors such as time of the day, temperature, and stress. We use

the novel US4B taste estimation method to estimate the taste-related molecules’ quantity in

a dish as the taste cue for the personal model. We showcase multiple experiments on our rich
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event stream data set generated using a randomized Markov-chain based event generator.

We created five different lifestyle profiles, which would determine the generated events for

five different people over a period of 500 days with approximately three food events a day for

a total 7373 food events (Figure 5.4). The lifestyle profiles consist of the parameters needed

for the Markov-chain model to generate the event streams. These parameters include the

probability distribution of each event occurrence based on the previous event, designed to

imitate a natural event stream. These events include food events that are controlled by

contextual variables such as stress and weather. Research shows that stress correlates with

eating more palatable and delicious food [17]. Even though the relationship could be both

ways, either overeating or not eating as much depending on the person. We designed the

parameters associated with the stress-related causal aspect of a food choice based on the

available findings such that if a person had a stressful day, it would impact their food

choice towards more palatable foods for some subjects and towards less appetite for others.

Accordingly, some of our synthetic subjects have a higher probability of having a stressful

day than the others to achieve a greater variety within the dataset. The causal relation of

weather context with food choice has also been studied. [88] shows that combining weather

context in food profile modeling yields better results. We also have distribution parameters

regarding the weather condition and parameters that affect each subject’s food choice based

on the weather context. We then use event mining operators to find causal relationships

between contextual factors and meal events in the generated data. The underlying causal

relationships in the synthetic data were hidden from the event mining system and the person

doing the analysis.

5.8 Results

We attempted to answer three research questions (RQ) in our experiments:
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Figure 5.5: Experimental Design: This figure illustrates how we perform hypothesis testing
using synthetic data. The events dataset contains the list of event types which are to be
generated such as food and activity. The events must resemble the real data statistically
so the parameters are carefully selected and are fed to the Markov-chain event generator
engine to create the synthesized dataset. Then we use event mining to apply our model to
the dataset and test its viability in action.

1. How does the individual taste preference vector change with changes in contextual

parameters?

2. How does adding context-awareness change the predictive performance of the prefer-

ence model?

3. How much data is needed to create a stable model?

5.8.1 RQ1: Contextual variation in taste profile

Figure 5.6 shows the variation in the preferred taste profile with different contextual variables

for the five individuals in our dataset. We created the individuals’ contextual taste profile

by averaging the US4B taste vectors for meals consumed in different contextual situations.

Thus, every individual has nine contextual preference vectors (3 temperature levels * 3 stress

levels) for every meal (breakfast, lunch, and dinner). The contextual preference vectors are

compared against the average preference vector for the three meals in the radar-plots in fig.
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5.6. We have included the radar plots for two users. We can see that user5 has an increased

preference for umami flavored food for dinner when it’s cool outside, but that preference

goes down with an increase in temperature, and user1’s preference for sweet, bitter, and

umami flavors during lunch goes down with increase in temperature.

Figure 5.6: Variation in taste preferences with context. This figure shows how the preferences
for different taste aspects change with context. We can see that for User1, the preference
for sweet, bitter, and umami flavors during lunch goes down with increase in temperature.
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Figure 5.7: Model performance using Top-5 predictions accuracy. We can see that for all
users adding all contextual factors (Stress+Temperature) leads to a better model than no
contextual information.

5.8.2 RQ2: Comparison of prediction performance

We compared the context-aware preference model’s predictive performance against the ”No-

Context” preference model using Top-5 accuracy as our performance measure. We used an

80-20 train-test split while maintaining the chronological order (test set samples were from

a period after the training set samples) and report the models’ performance on the test set.

We used a nearest-neighbor approach to match an individual’s preference vector with the

available food items using cosine similarity. We predicted the five most likely food items

for every meal event in the test set and compared the predictions against the meal event’s

actual dish.
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Figure 5.7 compares the performance of models with different levels of contextual informa-

tion. As we expected, adding contextual information leads to a better performance than the

”No-Context” model for all five individuals in our dataset.

5.8.3 RQ3: Model accuracy with training data volume

We also performed experiments to find how the model accuracy varies with the amount of

training data. We used a fixed test set containing events data for 100 days. The training

set size was varied on a logarithmic scale from 4 to 400 (with a factor of 2). We used the

top-5 accuracy metric, and the results are reported in fig. 5.8 for all users. We observe

that initially, the non-contextual model outperforms the context-aware model. This could

be due to a lack of data in different contextual situations. This explanation is supported by

the observation that as the size of the training dataset increases, the context-aware model

outperforms the non-contextual model. The accuracy graph starts flattening at 128 days;

thus, we believe that we would need to collect about 100 days of events to train and use this

model effectively.

5.9 Context in the Integrated Feasibility Study

This section elucidates the role and composition of context within our integrated holistic

feasibility study, particularly addressing the significance of location as both an input and

output within the contextual framework.

Context in our study is multifaceted, incorporating various factors and subcomponents de-

rived from numerous sources. Location serves as a prime example of such data, initially

captured by the food logger before being fed into the Personicle. The Personicle, in turn,

processes this and other aggregated data to construct a personal chronicle—a time-ordered
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array of events, most of which include location attributes. Consequently, the aggregated

data is further processed to delineate the individual’s context, encapsulating location among

its elements.

It’s important to clarify why location appears at both the beginning and end of this process.

While initially a raw data point collected by the food logger, location gains contextual

significance once integrated into the personal chronicle and analyzed in conjunction with

other data streams. This dual presence of location highlights its pivotal role in constructing

a meaningful context for personalized recommendations.

Moreover, contextual factors such as a person’s health state embody a higher level of complex-

ity, often resulting from the amalgamation of diverse data streams and external knowledge

bases. The intricacy of context in relation to food is substantial, yet for the scope of this

feasibility study, we narrow our focus to location alone. This streamlined approach aims to

assess the robustness of the entire pipeline and the potential of this methodological frame-

work, setting the stage for future research to delve into the broader dimensions of contextual

factors.

Location emerges as a crucial contextual factor in food recommendation systems. A person’s

available food options are significantly influenced by their geographic location, underscoring

the essence of incorporating location data to achieve truly contextualized food recommenda-

tions. By prioritizing location in this preliminary study, we seek to establish a foundational

understanding of context’s role in enhancing the relevance and precision of food recom-

mendations, paving the way for more comprehensive explorations in subsequent research

endeavors.
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5.10 Moving Forward

We presented a novel approach which extends a new door of possibilities in multimedia re-

search. Our dataset is available open-source to help with further investigation of this topic.

The results demonstrate the importance of the causal aspect of food events and the estima-

tion of the taste preference model by regarding food as media and more advanced mapping

of the food items to the US4B taste space. This observation suggests much stronger future

work on the study of the food event’s causality by studying more complex factors involved

in the causal aspect. Furthermore, studies with rich data streams from real users, including

individuals differing in biological status and living-lab environments, will be invaluable to

unravel the causal factors that shape food decisions.
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Figure 5.8: Model accuracy vs training data volume. The context-aware model appears to
stabilize at 128 days as mentioned in Section 6.3. As expected, initially the non-contextual
model outperforms the context-aware model, but with more training data, the context-aware
model has the higher accuracy.
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Chapter 6

World Food Atlas Processing and

Analysis

6.1 background

Humans have been scrutinizing food from diverse perspectives. Societal evolution and the

associated technological revolution have given rise to a data-driven approach toward food.

Data related to food is diverse, rich, and multidimensional and interacts with multiple com-

ponents [132]. Food has a direct impact on people’s health [104]. Positive changes to food

habits and dietary practices lead to better health outcomes. Receiving the correct food

recommendation at the appropriate time has the potential to reduce symptoms of chronic

diseases, enable people to make healthier lifestyle choices, and increase overall happiness.

For a food navigation system to be effective and not result in a hedonic treadmill, the rec-

ommendations should be based on a person’s food model rather than being derived from

a population-level hypothesis. We discuss the components and requirements of contextual

food navigation systems with a focus on health and personal preference to formulate the
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food recommendation.

In most cases, the search query is about the food to be consumed [15][100]. We currently lack

an effective food navigator that provides accurate food recommendations due to a disconnect

between the data sources and the limited consideration of an individual’s food profile, de-

mography, and location. We build the World Food Atlas to unify food data across the globe

in a standardized manner with a special emphasis on location-based data to answer com-

plex food-related queries at the right time. Food has a wide-ranging impact across multiple

sectors in the fields of healthcare, agriculture, public policy, and the environment.

Recent work [173] provides an overview about a world food atlas to connect different aspects

of food. However, there is no clear architecture presented to achieve this goal. Furthermore,

while [83] mentions the need to build interconnected food networks, a working knowledge

graph is yet off the table. A knowledge graph contains rich information about its entities and

acts as a tool that can be leveraged to build future food navigation systems. The World Food

Atlas is a platform that enables food navigation by extracting data from multiple sources

needed from different locations.

In this chapter, we make the following contributions. We discuss what food navigation

systems are and how every food-related problem is a recommendation problem. Later, we

discuss various queries from stakeholders in the food ecosystem. We then present a world

food atlas architecture to answer food queries for food recommendation and navigation as

shown in Figure 6.1. Finally, we showcase an experiment where we interview physicians,

nutritionists, and doctors from Stanford University to find out what kind of queries they

would ask a WFA and we design a WFA schema to demonstrate a full platform to solve

real-world food-related problems [174], [13].

98



6.2 World Food Atlas

The World Food Atlas (WFA) emerges as an indispensable element for any effectively opera-

tional personal Food Recommendation System (Food-RecSys). This section underscores the

critical need for immediate, geolocational food inquiries and introduces a novel framework

and architectural design for the WFA.

A food recommendation system lacking the capability to execute geospatial queries for iden-

tifying locally available food options fundamentally compromises its utility on a global scale.

Such functionality necessitates a geospatial database adept at processing location-based

queries to furnish real-time information on available food selections, menu items, eater-

ies, and other pertinent locational data. Regrettably, this crucial component has historically

been overlooked, a gap this thesis endeavors to bridge by underlining its significance.

The challenge of creating an electronic WFA, a database that catalogues a worldwide array

of dishes and food items accessible to users irrespective of their geographical location, is

substantial. The diversity of global cuisine, inclusive of countless ingredients and recipes,

poses a significant obstacle. Nevertheless, the establishment of a WFA is essential, not

merely for the enhancement of personal well-being but also for the preservation of global

environmental health. This initiative seeks to spearhead the formation of a global coalition of

scientists, technologists, and food specialists aimed at developing the WFA. This manuscript

delineates the initial steps towards this ambitious goal, signaling the commencement of a

cooperative venture to develop a food information repository with universal accessibility.

6.2.1 Related Work and Motivation

The idea of a world food atlas is first proposed in [173] captures information about food across

the world by integrating food logs about athletes and recipe logs [21]. This chapter outlines a

99



Figure 6.1: World Food Atlas for Food Recommendation

food knowledge graph (FKG) capturing information about restaurants, ingredients, recipes,

nutritional content, and ontological [53] information about food products. However, apart

from providing a preliminary design, detailed descriptions of different systems components

and relationships between them are missing.

A collection of research articles, data sources, and identification of common themes of food

knowledge graphs and their applications in the industry is presented in [133]. Food knowl-

edge graphs have different meanings depending on the context and application. However,

synthesis and critical review of different sources are missing. The value of constructing food

knowledge graphs for personalized food recommendation systems is discussed in [46]. How-

ever, the recommendation system works on a limited dataset and provides limited details

about the design process involved in food knowledge graphs. Though the semantics and

design of the food knowledge graphs for food recommendation are presented in [83], it lacks

a crowdsourcing mechanism for expanding data and components for the food knowledge

graph.

The food environment atlas [39] is a platform to capture data-driven information about food

choices and diet quality to identify patterns that can be used to formulate policy interventions

for the community’s health. The atlas provides information about food insecurity, food

assistance programs, physical activity, and the socio-economic status of the population across
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the United States. The atlas is among the few that have detailed information about the data

collection process, associated documentation, and more importantly downloadable datasets

for further use. Though the maps can be customized, the user interface is not intuitive. The

tool is academic-oriented and is used by researchers for policy-making, data analysis, and

predictions. There is a need to make the environment atlas more user-friendly by improving

the user interface, and design.

The food research access atlas [166] is another atlas developed by the USDA to capture

information about access to supermarkets, especially by low-income populations. It provides

downloadable census tract data that can be used for creating an accessible food network

and for population-level planning. Like the food environment atlas, though the food ac-

cess research atlas allows customize-able visualization and download of food access data for

different populations and sub-populations, there exists scope for improvement to the user

interface to allow use beyond the research community.

Vermont’s Food System Atlas [204] is an interactive online tool that provides information

about resources across the food supply chain ranging from production to marketing. With

options to download and export data, the atlas serves as a valuable tool to understand the

food landscape. Wisconsin’s Farm Fresh Atlas [75] is another online searchable atlas that

provides information about farmer’s markets, restaurants, grocery stores, and businesses

within the region. The Maine Food Atlas [61] is a comprehensive atlas that encompasses

people, businesses, and organizations with Maine’s food system. Researchers, scientists,

and businesses can request raw data to improve the food security landscape in the region.

Another popular food atlas is the taste atlas [29]. The atlas consists of an online world map

that details common food items, their recipes, and their historical and cultural background.

However, there is a need to improve the robustness of the tool by increasing the number

of dishes from various cuisines and improving the search functionality of nearby restaurants

serving dishes captured on the map.
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The food waste atlas [221] is a comprehensive tool that allows users to query food loss

and food waste data across multiple stages in the food supply chain and across different

sources. The database is however updated only till 2013 and there is a need to integrate the

latest data from the United Nations. Further, a web interface for customized visualization

of trends across years, for different countries and filtering based on data sources will be

valuable in understanding historical trends. We face the double burden of food waste and

hunger across the world. The Hunger Map [160] is a live interactive tool developed by the

World Food Programme to monitor, predict and display information about food insecurity

across populations throughout the world. A social food atlas [27] based in Italy to increase

awareness about socially relevant food projects thereby creating a community geared towards

sustainable food practices. Vienna’s food atlas [196] is an effort to capture the historical and

cultural significance of common foods in the region increasing awareness about food and

spurring conversations about creating sustainable ecosystems.

The current food atlases display data from a limited number of sources and do not provide

contextualized information. They operate in silos and cater only to specific population

groups such as researchers and businesses. However, individual contributors and the larger

community of data generators and contributors are neglected. There is no standardized

process to submit data which discourages users from submitting data. We overcome these

pitfalls by designing a world food atlas that acts as a food navigation system for stakeholders

across the food ecosystem. Our unique WFA platform architecture collects and integrates

data from multiple sources which serves as the precursor to food recommendation systems.

To enable stakeholders to contribute data positively, we develop a novel WFA schema that

gives structure to the data input and enables incorporating data from multiple avenues.
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Figure 6.2: World Food Atlas Architecture: The localized food data is posted onto WFA via
the schema and is available for various food-related applications.

6.2.2 Querying the World Food Atlas

Food data is multidisciplinary, multidimensional, and multimodal and plays a key role in ev-

ery aspect of society. It is generated and used by a variety of stakeholders in the healthcare,

agriculture, cosmetics, and entertainment industry. Each stakeholder may have questions re-

lated to personalized food recommendations, health effects of food, and lifestyle management.

Food navigation platforms service queries while collecting food- and health-related data to

build a user’s personal food model (PFM) [170]. When combined with the location, time,

and relationship with other entities, the queries serve to answer the food recommendation

problem.

Using the world food atlas, we process person-entity-context queries which enable food rec-

ommendation platforms to move towards contextual and personalized data-driven approaches

to recommend the right kind of food at the right time. We list certain queries that are related

to food and that have an impact on health which can be answered using the World Food
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Atlas. We show the relationship between food, health, context, and user with the world food

atlas while answering health-related queries in Figure 6.3. We detail specific query examples

by potential users and outline general query classes that could be generated by members of

the community.

Every query has a question-answer pair where the input is a question and the output is the

answer from the WFA. A common query type includes searching for ingredients or food items

useful to attain health goals. A few examples of health class questions include - What food

items help relieve stress? Which snack can contribute towards improving my sleep quality

and costs less than 10 USD? A food item has a target health effect within a given context

and can be represented as follows.

Algorithm 1 Contextual Query to Search Food Based on Effect

(Effectt, Contextv) −→ Food

The Effectt represents the target effect and the Contextv represents the context vector.

On the contrary, users may ask questions about the impact certain kinds of food can have

on their health within a particular context. For example, what impact will drinking three

cups of coffee have on me as a 50-year-old African-American woman? The relationship is

represented as follows.

Algorithm 2 Contextual Query to Search Effect Based on Food

(Food, Contextv) −→ Effectt

Questions of this nature vary based on an individual’s political, religious, and geographical

backgrounds and may have answers that contradict medical findings. Additionally, a person’s

food model [170] leads to different health effects for the same food consumption patterns and

quantity.

As shown in Figure 6.3, using the WFA, we obtain responses to these queries using real-world
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Figure 6.3: Health-related queries encompass questions that affect the user’s biology. We
generalize complex questions by categorizing them into specific query classes. We ask about
the impact of certain types of food on the desired health state and measure the health effects
of consuming certain kinds of food, both within a context. We aim to answer these questions
through the World Food Atlas through an event mining approach and by leveraging medical
research findings.

data. We examine current medical findings to find research-backed food recommendations

by the medical community for the desired health effect for a specific context. Through the

WFA, we also examine population-level life log data of people across the world to recommend
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food items that help achieve health goals in a specific context. Conversely, if users search for

the effect of eating a certain type of food on their health, the WFA scrutinizes lifelogs from

multiple stakeholders and medical findings across the research community to find potential

health effects of food items.

In some instances such as dietary restrictions for users, contextual information bears promi-

nence for food and health-related queries. Existing work [123] generates recipes based on

user’s preference history using limited data about food. Such platforms consist of contextual

preferential queries on food. A few examples are - What dishes can I make to prevent soy

allergies? What recipes can I use to make lamb curry that is low in cholesterol and saturated

fat? And that can take into consideration all the limitations that a person might have for

cooking at home or for ordering the food. What restaurants can I go near me which has

Algorithm 3 Query to Search Recipe Based on Requirements

(Requirementv) −→ Recipes

The Requirementv represents the requirements vector.

vegan food?

Algorithm 4 Contextual Query to Search Restaurant Based on requirements

(Requirementv, Contextv) −→ Restaurant

Data generated by users through lifestyle navigation apps are used to build personal models

[170] around food, emotion, sleep, stress, and physical activity. Food recommendation sys-

tems have aimed to model the preference of the users [149] to answer some questions such as:

What do I eat when I am stressed? In what context do I prefer drinking tea in the evening?

When do I eat spicy food? When do I crave sweets? What foods cause sleep discomfort at

night? How does my current diet affect acid reflux? These queries can be represented using

the following class.

Today with various wearable sensors, logging real-time biological signals is possible for a wide
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Algorithm 5 Contextual Query to Search Food Based on Personal Log

(PersonalLog, Contextv) −→ Food

The PersonalLog represents the personal lifelog and food log data of the person.

Figure 6.4: World Food Atlas schema Design for processing real-world queries

range of users across the world [74]. Compact sensors play a critical role in the acquisition

of physical, chemical, or biological data [140]. Food storage spaces can be monitored using

sensors like temperature or humidity sensors [103] and nutrition can be assessed accurately

using nutrition detection sensors [97]. The WFA aggregates a large connection of data from

various contributors around the globe to process such queries as will be discussed in the

following sections. We, therefore, design a World Food Atlas that takes a holistic data-

driven approach for answering all food-related queries.

6.3 World Food Atlas Architecture

Stakeholders across the food supply chain such as individual users, food producers, food dis-

tributors, personal health service providers, and public health authorities are contributors

and consumers of food-related data. The sources of data, their format, size, frequency, col-

lection methodology, and applications vary[132]. The geographical context and the temporal

features of data play a crucial role in the way data is collected, processed, and analyzed for

use in food recommendation applications[170]. However, there is a lack of a unified platform
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for congregating all food-related information to provide lifestyle navigation. To this end, we

construct the World Food Atlas which provides an overarching framework for data collection,

data representation, and food-related information retrieval.

The detailed architecture of the World Food Atlas platform is shown in Figure 6.2. There

are multiple contributors to food-related data as shown by the blocks in the blue column.

Congregating data will help explore similarities and differences between content. Most data

is generated and made available by grocery stores, restaurants, food manufacturers, distrib-

utors, individual users, researchers, government agencies, research institutions, and indepen-

dent agencies at the state, national, and international levels. Data from these sources is

multidimensional and in varying formats. Web content also serves as an input to the world

food atlas platform. Methods such as [98] use models to reconstruct the recipe information

from available text such as title or ingredients.

The most challenging part is connecting the data from multiple sources and across multiple

platforms in a systematic manner. We create a world food atlas schema that allows consol-

idating data into a unified framework. The schema forms the backbone of the world food

atlas. We use the schema to standardize data sources and bring them into the world food

atlas. The schema fits well into a database and can be stored on a server. When a user poses

a query based on their food needs, information can be extracted from the server based on the

integrated mega atlas that maps relationships between multiple sources. The data is then

presented in a downloadable format. The encrypted data can be sent to individual contribu-

tors for updating their database and can be used for future use. For example, the data can be

fed into a machine learning model for training and can be used for food recommendations.

On the other hand, the output data from the food queries can be released publicly with

appropriate citations for use by individuals, public health providers, personal health service

providers, food manufacturers, food distributors, etc. This data can be integrated with food

logging platforms [176], life logging applications, and population-level data by the United
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States Department of Agriculture, United Nations Food and Agricultural Organization, and

the World Food Program.

The different stakeholders that can benefit from the world food atlas are highlighted in

the green column through responses to application-specific queries. For instance, service

providers can improve their food quality, food distributors can benefit from better logistics

management, and food producers can leverage the WFA for designing better products. In-

dividual users can directly use the open-source platform and public health organizations can

leverage localized data output based on inputs from multiple sources. All these applications

benefit from the automation capabilities offered by the world food atlas both at an individual

level and at the population level. In turn, they contribute to the world food atlas through

food logging applications, life logging applications, and population-level studies. There exists

a feedback loop that allows sending data back to contributors.

We are among the first ones to create a simple and standardized data collection schema and

architecture platform to collect food-related data thereby creating incentives for stakeholders

to contribute data. We ensure that each contributor gets credit for their data by creating

an identity profile for each data source which increases awareness about the data source

and allows users to cite resources appropriately when used. In this way, our world food

atlas architecture allows dynamic data creation, storage, and retrieval which is advanced

compared to the existing atlases.

6.3.1 The Schema Experiment

The World Food Atlas is designed to become a global data hub with a location-based and

time-based focus on food. Large-scale data generated by multiple stakeholders should be

seamlessly imported into the platform. Doing so requires formulating multiple data classes,

detailing relationships between classes, and a comprehensive data collection schema. We
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design a novel world food atlas schema that allows users to contribute data to the platform

without having detailed knowledge of the underlying food knowledge graph. The users share

data under the corresponding schema since we handle data integration internally. The World

Food Atlas entity classes, their relations, and schema form the backbone of the world food

atlas architecture.

The schema provides structure and consistency to the incoming data of a certain class.

We show the design process and framework of the world food atlas schema in Figure 6.4.

The different food data stakeholders include physicians, nutritionists, doctors, chefs, and

individual users through data from lifestyle navigation applications such as Apple Health

Kit, Google Fitbit, etc, represented by the blue rectangular column. The hexagon indicates

the mechanism through which data from multiple sources is aggregated and fed into the

World Food Atlas.

The stakeholders can either directly contribute to the atlas through the WFA schema or

via content generated by them on the web. For example, if a restaurant wants to upload

its data into the atlas, it can use the ’Eatery’ schema template. Similarly, food bloggers

can use the ’Recipe’ schema and ’Ingredient’ schema templates to upload data about their

favorite recipes. Research groups [125] have put valuable effort to gather a dataset of different

recipes with many images associated to each recipe and has demonstrated the great potential

of such data. An effort like this requires a substantial amount of resources. While very

valuable, it lacks an automated method to expand the dataset, whereas, WFA schema is

a hub for large-scale recipe datasets and is constantly growing. There is a two-way street

between stakeholders/contributors of food data such as doctors, chefs, food services, lifestyle

navigation apps, and the world food atlas. They provide data to the atlas through the

schema and they receive data based on their queries.

We draw up a list of competency questions that could potentially arise in the minds of the

stakeholders. We go one step further and partner with expert nutritionists, dietitians, and
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doctors from Stanford University in expanding the list by seeking their opinion about ques-

tions they ask their patients while examining them. The detailed questionnaire is presented

in Appendix A.1. The questions were mainly related to taste, cost, and health impact of

food. We combine our knowledge and their inputs to create a comprehensive requirements

table for queries to the world food atlas. We noticed that many requirements for different

components such as recipes, menu items, and dietary supplements were satisfied by entity

templates in https://schema.org. Though https://schema.org was originally used by

internet giants such as Google for optimizing search on web data and for data indexing on

web searches, their goal is to create a standard data representation language. We, there-

fore, combine our world food atlas entity requirement table taking inputs from dietitians,

nutritionists, and computer scientists with entity templates from https://schema.org.

We also take into consideration aspects not covered in the competency questionnaire and

schema.org to make the entity template list as comprehensive as possible. We account for

events happening around the globe along with dynamic real-time information updated by

different stakeholders while populating the schema entity tables. For example, aspects such

as the ’non-contact delivery’ option for restaurants and grocery stores due to COVID-19

and ’popular times’ an eatery or store is open based on real-time occupation level given by

service providers.

The components within the schema are interconnected and have dependencies on each other

as shown in the red rectangle. The main components are eateries, stores, menu items, food

items, dietary supplements, recipes, ingredients, compounds, and health effects. Eateries

such as restaurants, fast food joints, and food trucks have certain items on their menu. Each

item has a specific recipe and varies in preparation based on the eatery and the chef preparing

the dish. Similarly, stores such as supermarkets, and retail stores have food items that are

across multiple categories including but not limited to cereals, snacks, candies, etc. Stores

either physical or online also sell dietary supplements. Food items, menu items, and dietary
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supplements are composed of ingredients, which are in turn constituted by compounds.

Dishes, dietary supplements, ingredients, and compounds have health effects depending on

their consumption amount, time, body physiology, and genetics.

We detail the different schema entities and their components in Table 6.1. The entities in-

clude ’Eatery’, ’Store’, ’Menu Item’, ’Food Item’, ’Dietary Supplement’, ’Ingredient’, ’Com-

pound’, ’Nutrition Information’ and ’Health Effect’. Most of the components between the

’Eatery’ entity and the ’Store’ entity are similar and are derived from the schema.org en-

tity tables. The components derived outside schema.org and competency questionnaires

are - Curbside Pickup, Deals/Offers, Serves Alcohol, Smoking Allowed, Dine-in, Take Out,

Non-Contact Delivery, Online Order, Popular Times, Question and Answers, Social Media,

Events, and Videos. Components that are included in the ’Eatery’ entity and excluded in

the ’Store’ entity are - ’Menu Item’, Reservation, and Cuisine. Components that are in-

cluded in the ’Store’ entity and excluded in the ’Eatery’ entity are - ’Dietary Supplement’,

Products/Food Items, Product Category, and Pharmacy.

Each eatery such as a restaurant has a ’Menu Item’ and stores have a ’Food Item’ and ’Dietary

Supplement’. We distinguish ’Menu Item’ and ’Food Item’ because ’Menu Items’ because

chefs in restaurants may have different recipes for each item they prepare and can vary across

restaurants whereas food items are standardized with respect to their preparation process

and have fixed ingredients, composition, and nutrient content. Both ’Menu Items’ and ’Food

Items’ comprise ingredients with associated nutrition information, a specific taste, allergens,

and certain health effects. The ’food item’ entity has a growing location, origin city, origin

country, and shelf life in addition to all other components present in the menu item entity.

Most of the information for the ’Dietary Supplement’ entity is derived from schema.org.

Though more fields were present that captured various aspects of dietary supplements, we

decide to provide a representative sample that captures most of the information and is simple

enough to be uploaded by non-expert stakeholders and data contributors.
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’Recipes’, ’Menu Items’, ’Food Items’, and Dietary Supplements contain ’Ingredients’. We

expand the ingredient components of schema.org to include aspects such as insulin index,

glycemic index, and origin information apart from standard information such as nutritional

content and suitability for certain diets among others. Each ’ingredient’ has multiple ’com-

pounds’ and each compound has different properties mostly derived from schema.org such

as molecular weight, molecular formula, IUPAC name, and so on as described in the table.

Each ’menu item’, ’food item’, ’dietary supplement’, ’ingredient’ and ’compound’ consumed

has a certain ’health effect’.

We understand different health effects by consulting with nutritionists, doctors, and medical

experts. We also incorporate certain components of the health aspect entity table from

schema.org such as symptoms, health benefits, and misconceptions about certain types of

food. We add a separate column related to nutrition information in Table 6.1. Though

the nutrition information is implicitly available for recipes, menu items, food items, dietary

supplements, and ingredients, we wanted to prevent redundancy which would have occurred

by listing individual nutrition components under each entity column, unnecessarily leading

to increased table length. We noticed that % daily value, vitamin, mineral, and electrolyte

content were not captured in schema.org and have included these components based on the

competency questionnaires.

We are in the process of designing our own schema for allergens, taste, and health effects

since we feel the existing information is inadequate. We present a comprehensive list of

entity components and more importantly analyze the interdependencies and intricacies of

each component. Our schema serves as a benchmark for capturing food-related data and its

inter-dependencies and is instrumental in collecting data from multiple sources for building

the World Food Atlas.
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6.4 Moving Forward

We develop a world food atlas for food navigation to solve the person-entity-context food

recommendation problem. We review current food atlases and knowledge graphs and criti-

cally analyze their limitations. Apart from critiquing existing work, we propose a novel world

food atlas architecture platform that congregates data from multiple streams and multiple

stakeholders. Our novel world food atlas schema weaves a canvas around the interconnected

web of food components for food-related user queries. The atlas has the potential to generate

personalized location-based food data that can be used by individual users, food services,

and healthcare providers to improve personal health, increase food supply chain efficiency

and allow targeted healthy food recommendations.

Over time, we seen potential for the schema to expand to include more interconnected

components related to food and health. While collecting data from multiple sources, we

came across duplicate and redundant data. By incorporating and expanding our standardized

data collection and specification pipeline, there is scope for decentralized data processing and

management from different contributors. In this way, it is possible to handle large-scale data

and ensure scalability of the platform. A vetting process for verifying the validity of data

sources, processing user-generated data, and preserving privacy is essential to maintain and

increase the robustness of the world food atlas platform. Also, we have to deal with the

problem of missing data through predictive analytic approaches using machine learning. We

strive towards automatic database expansions and decentralized blockchain approaches for

empowering individual users, organizations, and different stakeholders. Validating responses

from the world food atlas is essential to ensure the accuracy of data provided to users. We

also intend to expand the number of components of the world food atlas schema. We are

working towards creating taste schema and health effect schema through consultations with

dietitians and nutritionists. Our world food atlas will be a hub for all food-related atlases

and be a one-stop solution for all food-related queries.
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Eatery Stores Recipe Menu Item Food Item Dietary Supple-
ment

Ingredient Compound Health Effect Nutrition

Menu Item Dietary Supple-
ment

Ingredient Ingredient Ingredient Ingredient Compound Health Effect Health Benefits Calories

Address Food Item Nutrition Health Ef-
fect

Health Ef-
fect

Health Effect Health Ef-
fect

BioChem Interac-
tion

Misconceptions Carbohydrate

Cuisine Address Category Nutrition Nutrition Nutrition Nutrition BioChem Similar-
ity

Symptoms Cholestorol

Description Description Cook Time Category Category Active Ingredients Category Chemical Role [HTML]dae8fc Allergen
Effect

Fat

Drive Thru Drive Thru Cooking Method Description Description Category Cost Composition [HTML]dae8fc Effect on
blood glucose level

Fiber

Email Email Copyright Holder Name Distributor Cost Description Description [HTML]dae8fc Effect on
cardio-metabolic health

Protein

Item Price Item Price Copyright Notice Serving Size Name Description Name Genetic Expres-
sion

[HTML]dae8fc Effect on
Pregnancy

Saturated Fat

Latitude and Lon-
gitude

Latitude and Lon-
gitude

Copyright Year Suitable for
Diet

Net Weight Guidelines Suitable for
Diet

inChI [HTML]dae8fc Effect on
triglycerides

Serving Size

Logo Logo Cuisine [HTML]cccccc
Deals/Offers

Serving Size Legal Status [HTML]cccccc
Deals/Offers

inChIKey [HTML]dae8fc Fatty
acid profile

Sugar

Name Name Date Created [HTML]dae8fc
Allergens

Suitable for
Diet

Manufacturer [HTML]dae8fc
Allergens

IUPAC Name [HTML]dae8fc Pre-, pro-
, post- biotic content

Trans Fat

Open Hours Open Hours Date Modified [HTML]dae8fc
Cost

[HTML]dae8fc
Taste

Maximum Intake [HTML]dae8fc
Glycemic In-
dex

Molecular For-
mula

[HTML]dae8fc Side Ef-
fects

Unsaturated Fat

Payment Method Payment Method Description [HTML]dae8fc
Taste

[HTML]cccccc
Deals/Offers

Mechanism of Ac-
tion

[HTML]dae8fc
Insulin Index

Molecular Func-
tion

[HTML]dae8fc %
Daily Value

Phone Phone Instructions [HTML]cccccc
Growing Lo-
cation

Medicine System [HTML]dae8fc
Shelf Life

Molecular Weight [HTML]dae8fc
Electrolytes

Photo Photo Name [HTML]cccccc
Origin City

Name [HTML]dae8fc
Taste

Name [HTML]dae8fc
Minerals

Price Range Price Range Photos [HTML]cccccc
Origin Coun-
try

Proprietary Name Potential Use [HTML]dae8fc Vi-
tamins

Reservation Review Prep Time [HTML]dae8fc
Allergens

Recognizing Au-
thority

Proprietary Name

Review Star Rating Reviews [HTML]dae8fc
Cost

Recommended In-
take

Smiles

Star Rating Website Star Rating [HTML]dae8fc
Shelf Life

Safety Considera-
tion

Subcellular Loca-
tion

Website [HTML]cccccc
Curbside Pickup

Steps Suitable for Diet Taxonomic Range

[HTML]cccccc
Curbside Pickup

[HTML]cccccc
Deals/Offers

Suitable for Diet Target Population [HTML]dae8fc
Taste

[HTML]cccccc
Deals/Offers

[HTML]cccccc
Dine-in

Total Time [HTML]cccccc
Deals/Offers

[HTML]cccccc
Dine-in

[HTML]cccccc
Events

Website [HTML]dae8fc Al-
lergens

[HTML]cccccc
Events

[HTML]cccccc
Non-Contact
Delivery

Yield [HTML]dae8fc
Shelf Life

[HTML]cccccc
Non-Contact
Delivery

[HTML]cccccc
Online Order

[HTML]cccccc
Videos

[HTML]dae8fc
Taste

[HTML]cccccc
Online Order

[HTML]cccccc
Pharmacy

[HTML]dae8fc
Cost

[HTML]cccccc
Popular Times

[HTML]cccccc
Popular Times

[HTML]dae8fc
Tools/Utensils

[HTML]cccccc
Question and
Answers

[HTML]cccccc
Product Cate-
gories

[HTML]cccccc
Serves Alcohol

[HTML]cccccc
Question and
Answers

[HTML]cccccc
Smoking Allowed

[HTML]cccccc
Serves Alcohol

[HTML]cccccc So-
cial Media

[HTML]cccccc
Smoking Allowed

Legend

[HTML]cccccc
Take Out

[HTML]cccccc So-
cial Media

[HTML]cccccc Web Content

[HTML]cccccc
Videos

[HTML]cccccc
Take Out

schema.org

[HTML]cccccc
Videos

[HTML]dae8fc Questionnaire

Table 6.1: WFA Schema Components
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Chapter 7

Large Language Model based Food

Recommendation

7.1 Background

In an era of ubiquitous digital assistants and tailored experiences, personalized food rec-

ommendations have emerged as a potent force shaping our culinary journey. Beyond mere

convenience, these systems hold immense potential to improve dietary choices [199], ad-

dress nutritional deficiencies [228], and even combat chronic diseases [64]. Personalization in

food recommendations transcends mere taste preferences. By incorporating underlying food-

specific data of ingredients and recipes, cultural factors, health data, and real-time context,

these systems can foster healthier and more fulfilling culinary experiences [208]. Studies show

that personalized recommendations can encourage healthier food choices, increase dietary

adherence, and improve overall user satisfaction [12]. This intersection of personal well-being

and culinary delight underscores the profound societal and individual benefits of effective

food recommendation systems.
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Food recommendation systems encompass a diverse array of approaches, from content-based

filtering relying on user-rated recipes to collaborative filtering leveraging shared preferences

[144]. Recent advancements have demonstrated the integration of hybrid and recommenda-

tion fusion techniques to cater to the multi-dimensionality of food choices [12]. Moreover, the

rise of LLMs has sparked immense interest in their potential to revolutionize food recommen-

dations [24]. LLMs hold the promise of understanding the linguistic nuances of food descrip-

tions, user preferences, and context, paving the way for highly personalized and contextually

aware recommendations [70]. However, existing LLM-based recommendation systems often

lack a holistic approach, struggling to seamlessly integrate the diverse components crucial

for effective food recommendations [158].

Despite significant advancements in food recommendation systems, there remains a pro-

nounced gap between user expectations and the performance of existing technologies. These

systems frequently fall short in offering personalized suggestions, failing to account for es-

sential factors such as dietary restrictions, cultural preferences, and the real-time context of

users. Current methods that leverage LLM-based algorithms face challenges in accurately

interpreting the nuanced language of food, which is critical for generating meaningful and

customized recommendations. This limitation undermines their ability to truly personalize

the user experience and maximize the relevance of their suggestions [24]. This disconnect

between potential and reality underscores the need for a paradigm shift in food recommen-

dation systems, one that leverages the power of LLMs while addressing their limitations.

Geng et al. [70] introduce a promising methodology to harness LLMs for recommendation

purposes, termed Recommendation as Language Processing (RLP). While this represents

a significant advancement in utilizing LLMs for recommendations, the demand for a food-

centric approach to enhance food-specific recommendations remains pronounced. A system

that successfully bridges this gap has the potential to transform our interactions with food,

promoting healthier, more satisfying, and culturally informed culinary experiences.
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This chapter proposes Food Recommendation as Language Processing, F-RLP, as a novel

framework consisting of two primary elements: the first component is designed to aggregate

and process food recommendation-specific data, employing a series of mathematical and

logical operations to distill this information into a final vector. This vector is then inputted

into a LLM. The second component, an LLM-based recommendation system, is adept at

interpreting this contextual and personalized vector, utilizing it to generate accurate and

tailored food recommendations. Our contribution lies in the following key aspects:

• Comprehensive food recommendation framework: Our hybrid framework integrates

various personal and contextual data, with a specific focus on numerical data, which

traditionally poses a challenge for LLMs.

• Specialized LLM training: We propose a novel training regimen, centered around the

use of enhanced counterfactual data allowing expert insights affect fine-tuning.

• Novel context injection: F-RLP introduces a context injection technique to the LLMs,

streamlining the process of complex mathematical computations. This is achieved by

supplying the LLM with a context-oriented list of options in conjunction with the user’s

query.

7.2 Personal Vector Generation

In advancing personalized food recommendation systems, the delineation of user-specific

vectors is instrumental in tailoring suggestions to individual dietary needs and preferences.

This section introduces the concept of personal vector generation, comprising two distinct

yet complementary components: the biological personal vector and the preferential personal

vector. Each vector encapsulates unique facets of a user’s food-related characteristics, serv-
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Figure 7.1: RLP vs F-RLP: On the left side we see a general propose LLM-based recommen-
dation system, which is not ideal for food recommendation as it will lose inter connectivity
of the food related data when it does not know how tie the food related data together. Fur-
thermore as LLMs are by default trained using factual sample inputs the logical perception
of the data and any improving reasoning does not exist on a general purpose LLM-based
recommendation and even the target output being among an actual option is not guaranteed,
however the F-RLP proposed in this work connects the data together, improves the sample
data by effective counterfactual sample engineering and guarantees target by providing a list
of options to the LLM

119



ing as a cornerstone for personalized recommendation: Biological and Preferential Personal

Vectors.

Biological Personal Vector

This vector encompasses restrictions and requirements tied directly to the user’s health,

as dictated by nutritional guidelines or medical advisories. For instance, it may include

mandates such as a minimum meat consumption or avoidance of certain allergens, informed

by a nutritionist’s directives. The vector’s construction is guided by the imperative to align

with health objectives, encapsulating items that must be consumed or avoided.

Preferential Personal Vector

Contrary to the health-centric biological vector, the preferential vector captures the user’s

taste preferences and aversions. This vector is not governed by health considerations but by

personal taste, including preferred ingredients and disliked food items.

7.2.1 Temporal Considerations in Vector Construction

A critical inquiry in vector generation pertains to the temporal window for analyzing user

data to accurately construct these vectors. Given the dynamic nature of dietary habits

and physiological responses, this analysis acknowledges the influence of external factors like

location, stress levels, financial status, and environmental conditions on user behavior and

physiology.
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Figure 7.2: This figure illustrates the dual-component structure of personal vectors in food
recommendation systems, differentiating between biological and preferential vectors. The bi-
ological vector, constructed based on the most recent dietary changes (the same day and the
last three days), incorporates essential health-related instructions from health professionals.
In contrast, the preferential vector, spanning broader periods (three and twelve months),
captures the user’s taste preferences and aversions based on historical dietary patterns. This
visual representation underscores the tailored approach to capturing both immediate health
requirements and longer-term dietary preferences to inform personalized food recommenda-
tions.

Biological Vector Temporal Window

Recognizing the direct correlation between a user’s physiological state and recent dietary

intake, this study proposes a dual timeframe for the biological vector. A ”memory-enabled”

approach is adopted, creating one vector based on the previous day’s intake and another

encompassing the last three days, thereby capturing the immediate impact of recent dietary

habits as some research suggests that the most recent food intake has a high impact on the

current physiological state of the user [106].

Preferential Vector Temporal Window

Contrasting with the biological vector, the preferential vector acknowledges the longer du-

ration required for shifts in dietary habits. Research indicates that forming a new eating
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habit can take, on average, 66 days, with variations extending up to eight months [101].

Accordingly, two timeframes are proposed: a three-month period reflecting the average du-

ration for habit formation and a one-year period to accommodate the detection of infrequent

preferences or aversions.

7.3 The Feasibility Study Model

The 7.2 illustrates two primary vectors: the biological personal vector and the preferential

personal vector. Each vector is constructed over two distinct periods, tailored to capture the

dynamics of physiological needs and taste preferences separately.

1. Biological Personal Vector: The biological vector is depicted focusing on a recent period

of dietary change, emphasizing the immediate past: the same day and the last three

days. This vector comprises items that are essential for the user’s health, as mandated

by health professionals or derived from automated dietary analysis. For example,

it might include instructions like ”Consume at least half a pound of meat daily” or

”Avoid sugar to meet nutritional goals.” These items are represented as points within

the vector, each corresponding to a specific health-related directive or requirement.

2. Preferential Personal Vector: In contrast, the preferential vector extends over longer,

contextually relevant periods that reflect the slower pace of change in dietary prefer-

ences: three months and twelve months. This approach acknowledges the average time

it takes for new eating habits to form and accommodates the detection of less frequent

but significant preferences. Items within this vector illustrate the user’s preferences,

showing how they favor certain ingredients or dishes based on their consumption his-

tory. For instance, it might highlight a strong preference for spicy foods or a consistent

avoidance of broccoli.
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While this feasibility study adopts time as the primary clustering factor for simplicity, it

acknowledges the potential for more nuanced models that consider additional contextual

factors. Future research could explore dynamic, personalized time segmentation models

that account for a broader array of influences on dietary behavior and preferences. This

preliminary case study lays the groundwork for more sophisticated approaches to personal

vector generation in food recommendation systems, highlighting the necessity for continued

innovation in capturing the evolving nature of individual dietary patterns.

7.4 F-RLP Paradigm and Model

The F-RLP paradigm harnesses the power of LLMs to infuse food-specific personalizing and

context into the broader RLP framework. In this chapter, we adopt the T5 model introduced

by [41] as our base RLP [169]. F-RLP preparation includes two main buildup steps and a

utility step:

1. Context Generation Stage: This stage involves supplying the LLM with a curated list

of contextualized options within each query, ensuring that the responses are practical

and appropriately aligned with the user’s context and location.

2. Counterfactual Generation (CFG) Retraining Stage: In this stage, the foundational

LLM is retrained using counterfactual data, tailored to be both personalized and

improvement-oriented. This retraining process, facilitated by the CFG component’s

design, aims to imbue the model with the capability to offer added value to the user.

3. Query Stage: Occurring after the LLM has been fully prepared, this stage is when the

user seeks recommendations. Our framework enriches this process by incorporating

specific auxiliary data into the query to refine the recommendation process, details of

which will be explored subsequently.
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As shown in Figure 1, F-RLP consists of three stages, the first two are training and buildup

steps and the last stage is a utility step. In comparing F-RLP with RLP, F-RLP distin-

guishes itself primarily during the Context Generation Stage by utilizing both personal and

contextual vectors to curate a list of options. This list is subsequently utilized in the CFG

Retraining Stage, and then tailored to individual queries during the Query Stage. A sig-

nificant innovation in the CFG Retraining Stage under F-RLP involves the generation of

counterfactual data, which enriches the training dataset with nutritional and preference-

based enhancements—a feature RLP does not incorporate. Furthermore, each query in the

Query Stage is crafted with a personal vector and a set of contextual options, ensuring tar-

geted selection from the curated list. This mechanism represents another key advantage of

F-RLP over RLP. The query process leverages a Counterfactually Retrained Text-to-Text

Transformer, illustrating F-RLP’s advanced approach to food recommendation. In the fol-

lowing, we will delve deeper into these stages.

7.4.1 Context Generation Stage

In this stage, we convert the user’s food log along with other personal data, such as location

and sensory information gathered from wearables and smartphones, into a Context Vector

and a Personal Vector. We employ a simplified model of the context and personal vector

representation as introduced by [208]. These vectors are then processed by the Context

Recognition Engine (CRE) to generate a list of contextual food choice options available to

the user, taking into account their current location and context.

It is crucial to highlight the significance of the CRE’s existence and its role within the

overall architecture. By considering location and context, the CRE plays a fundamental

part in curating the contextual list of options. The design of the CRE draws upon our prior

work. For further information on designing a CRE, readers are directed to [208] and [13].
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Methods including query lookup on geospatial restaurant datasets, as introduced by [58] and

[13], can be utilized to fulfill the implementation requirements of this component. In our

experiment, we deploy a simplified version of the Context Recognition Engine (CRE), which

selects twenty food choices at random from the [89] dataset. This dataset not only provides

the nutritional content of each food choice but also details its ingredients. We employ

these simplified CRE samples to demonstrate the effectiveness of the F-RLP methodology

in practice.

7.4.2 Counterfactual Generation (CFG) Retraining Stage

Figure 1 illustrates the workflow of F-RLP, which benefits significantly from being trained

with counterfactual data, in contrast to RLP. RLP, being trained solely on the user’s factual

data, is limited to predicting user behavior without offering any enhancements in terms of

nutritional intake or preferences. Additionally, if a user receives dietary guidelines from a

healthcare professional or advisor, there is no assurance that their historical data reflects

adherence to these recommendations. Hence, RLP cannot guarantee compliance with such

dietary instructions, as its operation is purely based on factual user logs. Conversely, F-

RLP incorporates a CFG component that utilizes expert advice to select the optimal choice,

focusing on nutritional value and personal preferences, thus ensuring improvement. The

CFG takes both the list of contextual options and the personal vector as inputs, generating

counterfactual training data. This data is then used to retrain the text-to-text transformer,

enhancing its ability to make recommendations that are not just based on past behavior but

also aligned with expert dietary advice and improved nutritional goals.
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Figure 7.3: The algorithm for the counterfactual generation: This algorithm first sorts the
option list based on the metric with highest priority in the given settings file. On the next
step it divides the sorted list by the corresponding level of the highest priority metric and
takes the batch with the highest score and sorts the new list again this time based on the
second most important priority metric, and then picks the top option. This assures that
both healthiness and preference are taken into consideration based on the priority they are
given in the settings file.

7.4.3 Query Stage

As previously discussed, we utilize the T5 model as the foundational framework for our

F-RLP system. After retraining the T5 model with counterfactual data, it’s primed for

querying. The training phase involved using a combination of the options list and the

personal vector as inputs, with counterfactual data serving as the output. Consequently, to

query the retrained model effectively, we require both a list of contextualized options and

the personal vector at the query stage. This setup enables the retrained model to apply the

insights gained from the counterfactual training phase, allowing it to select the most suitable

option based on the comprehensive criteria it has learned.

7.5 CFG Setup and Configuration

7.5.1 CFG Input

The CFG process necessitates two primary inputs: the Personal Vector, derived from the

individual’s personal dataset, and the option list, generated by the CRE. We engage in an N-
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of-1 intensive longitudinal study of personal data collected by an adult male, encompassing

his food log and sensory data (including sleep patterns, physical activity levels, and heart

rate) over a two-year period. Such comprehensive data collection is made possible through

the use of food logging applications [11], which gather a wide range of food-related informa-

tion. This dataset encompasses every food item and ingredient consumed by the individual

daily, alongside biometric data obtained from an Oura ring. The Personal Vector itself is di-

vided into two segments: one segment includes straightforward numerical data representing

the average biometric readings over the last three days, while the other segment compiles

a list of the individual’s most favored ingredients based on consumption patterns observed

over the last thirty days.

The second input for the CFG process is a list of contextual options, produced by the

CRE. While this chapter does not delve into the intricate implementation details of various

CRE components, we simplify the approach by selecting twenty random food choices from

the dataset referenced as [89] each time. These options are then prioritized based on the

Personal Vector as well as any specified settings, ensuring that the recommendations are

both relevant and personalized to the individual’s preferences and context.

7.5.2 CFG Settings

The CFG process prioritizes four key factors when ranking the list of options, as follows:

• Distance: This factor evaluates the significance of the proximity of the food choice

(e.g., restaurant) to the user.

• Restrictions: This factor accounts for the presence of restricted ingredients, such as

allergens or ingredients specifically advised against by a healthcare provider.

• Nutrition: This factor considers the nutritional content of the food in the decision-
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Figure 7.4: For each category, we utilize comparison metrics to assess the degree of improve-
ment achieved by different setting classes relative to the baseline model without Counterfac-
tual Generation (No CFG). The results indicate a positive enhancement across all categories.
The horizontal axis of the charts represents the specific item selected to gauge sensitivity
levels, while the vertical axis measures the extent of the sensitivity level itself.
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making process.

• Preference: This factor assesses the user’s personal taste preferences in the final deci-

sion.

The CFG settings enable the assignment of different sensitivity levels to each of these factors,

where a factor assigned a higher sensitivity level will exert a more substantial influence on

the ranking of the options list as seen in 7.3. Except for the distance and restriction factors,

which are binary, there are five sensitivity levels available for each factor.

In this experiment, the distance factor is always activated. This is because considering the

proximity of food options is essential when generating the list in the CRE component. Given

that we are working with a predetermined list of options for this study, we operate under

the assumption that the distance factor has already been accounted for by providing a list

of food choices that are within a reachable distance for the user.

The restriction factor operates on a binary basis, indicating whether there is a specific list

of ingredients that must be completely avoided or if no such restrictions exist. Figure 2

illustrates four sample setting profiles, along with the outcomes of each corresponding model

trained under these conditions, presented on the left side. In setting A, meat was identi-

fied as a dietary restriction, whereas nuts were the focus in setting B. The list of restricted

items for setting A included ”Beef”, ”Ham”, ”Cow”, ”Lamb”, ”Chicken”, ”Steak”, ”Burger”,

”Hotdog”, ”Goat”, ”Turkey”, ”Sausage”, and ”Rib”. For setting B, the restrictions encom-

passed ”Nuts”, ”Seeds”, ”Pecans”, ”Almonds”, and ”Pistachios”. These settings illustrate

how specific dietary constraints are applied and managed within the CFG process to tailor

the recommendation system to individual dietary needs and preferences.
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Figure 7.5: Showcasing F-RLP’s meaningful and precise answer comparison with GPT 3.5
on our text food query.

7.5.3 CFG Output

The distance factor is pre-considered within the CRE component, ensuring that only food

options within an accessible range to the user are included. Meanwhile, the restriction factor

is applied by excluding any food items that contain the specified restricted ingredients.

The nutrition and preference factors, unlike the binary distance and restriction factors, are

assigned integer values ranging from zero to five to determine their priority levels. The

algorithm employed to rank the remaining options list based on these non-binary factors

initially prioritizes the factor with the higher sensitivity, organizing the list accordingly as

seen in 7.3. Subsequent selection from the list depends on the actual level value assigned

to each factor. For instance, if a factor’s level value is two, the list is halved, and the top

portion is selected; if the value is three, the list is divided by three, and so forth. Following

this initial sorting, the list is then reorganized according to the second factor using the same

method, resulting in a fully sorted list. This final list, produced by the CFG, serves as the

basis for retraining the F-RLP model [169].

7.6 Results

The challenge of general food recommendation, hindered by an almost infinite number of

classes, limited sample sizes, and unbalanced data distribution, renders most classification

models ineffective. However, our proposed framework demonstrates significant promise over
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traditional approaches. This is substantiated by a comparative analysis against a KNN

classifier using the same dataset. We evaluate the performance by measuring the deviation

of the model’s top recommendation from the CFG-sorted list and calculating the error rate

in comparison to the baseline KNN model. 7.4 offers crucial insights into the effectiveness

of our methodology, highlighting its superior performance.

• The sensitivity axis can be customized by each individual, leading to highly personal-

ized results. This adjustment allows for a tailored experience that aligns closely with

each user’s unique preferences and needs.

• Contextual Relevance: By presenting a curated set of options to the LLM recommender

with each query, we ensure that the context is integrated from the outset. This method

acknowledges the significance of context, including location, in the selection process.

• The model, retrained with counterfactual data, is designed to prioritize user satisfac-

tion.

7.5 presents a sample query and response from F-RLP, illustrating its precision and rele-

vance, a result of the effective integration between the option list and the LLM within our

framework. To showcase this comparison we leverage from basic prompt-engineering like

method to translate the LLM’s output into a full sentence via a predefined template because

our initial proof of study was solely re-training the dataset using Jason format but for future

work the technique introduced in the Additional Fine-Tuning section could replace this step.

7.5 also contrasts this query’s outcome with those from GPT 3.5 [198].
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Figure 7.6: Showcasing a demo of template-based sample recommendation sample generation
similar to the idea proposed by [70] but with completely food specific templates, enabling
personalized and contextual data injection in the fine-tuning stage.

7.7 Additional Fine-Tuning

In the domain of Large Language Model (LLM)-based food recommendation systems, re-

fining pre-training and fine-tuning methodologies is critical for optimizing performance and

accuracy. This section delineates advanced fine-tuning strategies that draw on state-of-the-

art techniques in LLM recommendation systems to further enhance the current framework.

7.7.1 ID-Based Item Representation

Inspired by the technique proposed by [87], this method involves abstracting complex food

items and user interactions into unique identifiers (IDs). A corresponding mapping dataset

retains the associations between these IDs and their real-world food item names and de-

scriptions. This abstraction aims to streamline the model’s processing by reducing item

complexity to numeric IDs, thus addressing and mitigating the challenge of hallucination
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Figure 7.7: An exemplar of final result when training using the the ID representation of
users and items, and fine-tuning based on the food-specific templates for each type of recom-
mendation as you can see for in this figure, explored in the Additional Fine-Tuning section
of this chapter and inspired by [70].

in model outputs. 7.6 is an exemplar on how the generated IDs will replace the users and

items in the LLM pre-training samples. Implementing this ID-based representation within

our framework could significantly improve the model’s efficiency and accuracy by providing

a more structured approach to understanding and generating food recommendations.

7.7.2 Implementing Recommendation Training Templates

Building upon insights from the [70] paper, we propose the adoption of custom-designed

templates as a novel strategy for enriching the LLM’s training data. These templates are

engineered to incorporate explicit recommendation contexts, such as nutritional information,

into the training process, thereby enhancing the LLM’s ability to generate context-aware rec-

ommendations. 7.6 Demonstrate three different categories of such templates for sequential

recommendation, healthiness star rating recommendation and health effect Yes/No recom-

mendation. For each category of recommendation, templates explicitly articulate key item
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relations, employing varied phrasings to ensure comprehensibility and retention by the LLM.

Subsequent re-training of the LLM with these templates datasets aims to refine its output,

focusing on the precision of dietary and nutritional advice.

The process of template development is iterative, focusing on the creation of diverse tem-

plates that cover a range of recommendation scenarios, including but not limited to nutri-

tional content, dietary preferences, food intake history, and food health effect facts based on

different sources of choice. The effectiveness of these templates is highlighted through the

generation of training samples, each designed to mirror realistic user query scenarios and

dietary considerations.

Through extensive template application and subsequent LLM re-training, we propose a sig-

nificantly enhanced methodology which can be adopted in future studies in more detail to

leverage the capacity for delivering personalized and contextually relevant food recommen-

dations.

7.8 Moving Forward

This chapter presents a technically detailed exploration of Large Language Model (LLM)

based food recommendation framework. The focus lies on the methodological implementa-

tion and the potential impact of these techniques on model performance. Future research

will delve into refining these approaches, assessing their scalability, and exploring their ap-

plicability across different dietary contexts and user preferences. The ultimate goal is to

advance the technical foundation of LLM-based food recommendation systems, ensuring

they remain at the forefront of personalized dietary guidance. In conclusion, while tradi-

tional food recommendation systems struggle with limitations of scale and data, the rise

of LLMs introduces a promising solution. Yet, the general application of LLMs falls short
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in the specialized domain of food recommendations. Our F-RLP framework addressed this

by tailoring LLM capabilities specifically for food, enhancing both accuracy and personal-

ization. F-RLP represented a significant advancement in food recommendation technology,

bridging the gap between generic algorithms and the specific needs of dietary guidance, and

setting a new benchmark for precision in the field.
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Chapter 8

Conclusion

This thesis has sought to introduce a holistic framework for contextual and personalized

food recommendations powered by Large Language Models (LLMs). The emphasis has been

placed on meticulously defining the essential components of effective food recommendation

and developing an integrated approach that optimizes the interplay of these components

within the LLM architecture. This concluding chapter presents a synthesis of key findings,

highlights the study’s unique contributions, acknowledges limitations, and provides recom-

mendations for future avenues of research.

8.1 Main Findings

In this research, we introduced a comprehensive framework for food recommendation, artic-

ulating a detailed design for each component and the interactions among them. Our study

underscored the necessity of incorporating essential components in any food recommendation

system aimed at practical application in real-life scenarios, with a focus on recognizing con-

text, personalization, and the vast domain of food items. Each component was thoroughly
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defined, detailing its role, position, and function within the overall system.

Significantly, we highlighted two innovative components often neglected in existing research:

the multimedia food logger and the World Food Atlas (WFA). The multimedia food logger

enhances the recording of food intake, offering a detailed schema to encapsulate various

aspects of a food event, which proves challenging without a structured framework to represent

the critical dimensions of food encounters.

Moreover, we delved into the importance of context representation and its impact on the

causal analysis of food recommendations and decision-making processes related to food. Our

empirical investigation into the influence of various causal factors on food choices yielded

encouraging results, affirming the efficacy of our event representation model in identifying

clear causal connections.

The introduction of the World Food Atlas represents a significant advancement in addressing

the challenge of location-based food search queries. Unlike existing platforms that are limited

in geographic coverage and lack strategies for expansion, our WFA framework is designed to

aggregate data from diverse sources into a spatially-enabled database. It further empowers

individual contributions, facilitating crowd-sourced expansion alongside automated data col-

lection. This dual approach positions the WFA as a dynamic solution to the complex issue

of global food item accessibility, setting a new standard for open-source, location-based food

recommendation systems.

Finally, we integrated the various strands of our research by channeling all collected data into

a Large Language Model (LLM) to serve as the backbone of our recommendation system.

This step forward showcases a unique methodology not merely reliant on straightforward

raw user data but also on generating enhanced counterfactual data. This data aims to foster

healthier and more aligned choices with the user’s preferences and settings. By amalgamating

the counterfactual data with a personalized model vector—derived from the user’s historical
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log—we crafted a comprehensive dataset for personal training. This research illustrates a

sophisticated method to dynamically re-train the LLM, considering context as a pivotal query

input. By integrating simple queries to location-based services like the World Food Atlas, we

bestowed spatial awareness upon the LLM, thus facilitating context-aware recommendations.

Moreover, we introduced several groundbreaking techniques that advance the frontier of food

recommendation systems into new realms. This endeavor not only enhances the current state

of the art but also charts a course towards a future where personal food recommendations

reach unprecedented levels of precision and personalization, marking the onset of a new era

in the journey towards personalized food recommendation systems.

8.1.1 Strength

This thesis offers significant advancements in the field of personalized food recommendation.

A key strength lies in its meticulous design of essential components tailored to the unique de-

mands of food-related recommendations, addressing a shortcoming in general-purpose LLM-

based approaches. The framework provides detailed specifications for a comprehensive food

logging platform designed specifically for personalization. Furthermore, the novel World

Food Atlas bridges the gap between food recommendations and location-based availability,

ensuring practicality. The work introduces a holistic framework for LLM-based food recom-

mendations, surpassing prior efforts that often focused on isolated components or relied on

non-LLM training. By integrating domain-specific models and mechanisms to ensure logi-

cal coherence, your model refines the reliability of LLM-generated recommendations. The

framework’s ability to access and process data from external food servers represents another

significant contribution to real-world implementation. Crucially, this thesis pioneers a new,

LLM-driven research direction in food recommendation, leveraging the strengths of LLMs in

managing a vast range of possibilities, aligning with the inherent complexity of food choices.
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Comprehensive Component Design: Detailed design of essential components specif-

ically tailored for the food recommendation domain, addresses gaps in conventional LLM-

based systems.

Comprehensive Food Logging Platform: Introduction of a meticulously designed plat-

form for capturing detailed food intake and event data, enhancing personalization capabili-

ties.

World Food Atlas (WFA): Development of a novel geospatial database to enable real-

time, location-based food queries, facilitating access to a wide array of food options based

on geographic location.

Holistic Framework for LLM-Based Recommendation: Presentation of a first-of-

its-kind holistic framework integrating specialized components and data streams for improved

accuracy and reliability of food recommendations.

Integration of Food-Specific Models into LLMs: Incorporation of food-specific mod-

els to ensure recommendations are grounded in gastronomic preferences and nutritional

needs, overcoming the limitations of general-purpose LLM recommenders.

Food Decoding and Option List Generation Interface: Introduction of an interface

to enhance the relevance and context-appropriateness of LLM recommendations, reducing

the risk of illogical suggestions.

External Food Servers Integration: Overcoming technical challenges to integrate ex-

ternal food servers into the LLM-based recommendation process, enabling dynamic and

responsive recommendations.

Pioneering New Research Directions: Leveraging LLM’s capabilities to handle a vast

range of classes, setting new standards for personalized food recommendation systems and

laying the groundwork for future research in the domain.
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8.1.2 Limitations

The endeavor to revolutionize the landscape of food recommendations resembles the archi-

tectural marvel of Rome, a testament to the fact that greatness is not achieved overnight.

This study, while pioneering in its scope and ambition, recognizes the vast expanse of the

field and the incremental steps required to actualize the vision it proposes. Despite our

efforts to delineate crucial components of personal food recommendations and illuminate the

promising path of LLM-based food recommendation systems, the journey from conceptual

framework to tangible reality remains long and fraught with challenges.

A primary area identified for future enhancement is the food logging platform. The current

landscape of technology evolves at an unprecedented pace, heralding the advent of new

sensors and methodologies that could significantly streamline the food logging process. The

prospect of transitioning from active user involvement to a more passive surveillance-based

approach, where food intake is logged automatically through advanced sensors, exemplifies

the potential for profound advancements in this domain.

Moreover, the integration of food image recognition technology with the food knowledge

graph holds immense promise for enriching the granularity and accuracy of food recommen-

dations. However, the construction of a truly comprehensive food knowledge graph was

beyond this project’s scope. Instead, a simplified version of each component was employed

to demonstrate the framework’s viability within a research context, acknowledging the need

for further development and refinement.

The LLM integration, heralded as a significant advancement in personalized and contextual

food recommendation, similarly opens a vista of opportunities for future enhancements. The

potential for augmenting the contextual and personal relevance of recommendations appears

boundless, inviting ongoing exploration and innovation in harnessing LLM capabilities more

effectively.
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In sum, while this thesis lays foundational stones and charts a course toward revolutionizing

personal food recommendations, it also underscores the vast potential for future advance-

ments.

8.2 Significance of the study

Advancements in Personalized Food Recommendation Technology

Comprehensive Food Logging Platform & World Food Atlas (WFA): This re-

search introduces state-of-the-art technologies that significantly enhance artificial intelli-

gence and personalization of food recommendations. The comprehensive food logging plat-

form offers an innovative approach to capturing and analyzing individual dietary habits,

preferences, and nutritional intake with unprecedented detail. Meanwhile, the World Food

Atlas brings a groundbreaking solution to location-based food discovery, utilizing a novel

geospatial database that aggregates diverse food data sources. Together, these technologies

enable a more nuanced understanding of user preferences and the availability of food options,

contributing to more accurate and geographically relevant food recommendations.

Enhancements in Computational Food Recommendation Frameworks

Holistic Framework for LLM-Based Recommendation & Integration of Food-

Specific Models into LLMs: This thesis pioneers a holistic framework that integrates

LLMs with food-specific models, marking a significant leap forward in computational food

recommendation systems. This integration allows for the leveraging of LLM’s vast processing

capabilities while ensuring the recommendations are deeply personalized and nutritionally

considerate. By addressing the complex dimensions of personalization, including dietary

restrictions, nutritional goals, and taste preferences, this framework sets a new benchmark
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for the precision and relevance of food recommendations.

Technological Innovations for Context-Aware and Health-Conscious Recommen-

dations

Food Decoding and Option List Generation Interface & External Food Servers

Integration: The development of a food decoding interface and the successful integration of

external food servers into the recommendation process represent major technological strides

in making food recommendation systems more context-aware and health-conscious. These

innovations ensure that recommendations are not only tailored to individual taste preferences

but also to their current location, health goals, and available food options. This approach sig-

nificantly improves the utility and effectiveness of food recommendations, fostering healthier

eating habits and enhancing the overall dining experience.

Each of these contributions highlights the thesis’s significant impact on advancing personal-

ized food recommendation technologies, frameworks, and methodologies. Through its com-

prehensive approach and innovative solutions, this research paves the way for future devel-

opments that promise to transform how individuals make food choices, ultimately leading

to improved dietary habits and enhanced quality of life.

8.3 Future Research Direction

As this thesis lays the groundwork for an innovative approach to personal food recommen-

dations, it simultaneously opens several avenues for future scholarly inquiry. The multidisci-

plinary nature of this research, intersecting culinary science, technology, and health, invites

a broad spectrum of exploratory paths. Below, we delineate key areas where future research

could significantly advance the domain:
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1. Automated and Seamless Food Logging:

• Investigating the integration of emerging sensor technologies and surveillance ap-

proaches for effortless, passive food logging. This would minimize user burden

and potentially capture a greater breadth of food-related data.

• Developing advanced image recognition algorithms specifically tailored to compre-

hensive food identification, including the analysis of complex and mixed dishes.

• Research to address ethical considerations related to data privacy and user au-

tonomy in passive food logging.

2. Knowledge Graph Expansion and Integration:

• Construction of a comprehensive food knowledge graph that encompasses detailed

nutritional information, intricate relationships between food items, and their im-

pact on various physiological parameters.

• Development of methods for seamless integration of this knowledge graph with

LLM architecture, enabling reasoning over food-related knowledge and further

enhancing recommendation accuracy and personalization.

3. Advancements in LLM Contextualization and Personalization:

• Exploration of novel pre-training methods and fine-tuning techniques to tailor

LLMs further to the specific nuances of personalized food recommendation.

• Designing innovative strategies for incorporating real-time user context, including

dynamic physiological states and rapidly shifting preferences.

• Research into explainability techniques aimed at clarifying the reasoning behind

LLM recommendations, fostering user trust and acceptance.

By pursuing these directions, future research has the potential to significantly advance the

field of personalized food recommendations, offering more nuanced, health-conscious, and
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culturally aware dietary suggestions that cater to the global population’s diverse needs and

preferences.
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[68] M. Garrido, D. González-Gómez, M. Lozano, C. Barriga, S. D. Paredes, and A. B.
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Appendix A

A.1 Questionnaire to create World Food Atlas Schema

We present the list of potential questions nutritionists, physicians, and dietitians from Stan-

ford University, USA have for the World Food Atlas platform.

Category 1 - In this category, the main goal is to understand a user’s physiology, psychology,

their willingness to pay for food (healthy and unhealthy), and how much people enjoyed

eating their food.

• What did you eat?

• Did you cook it or did you buy it?

• From where did you buy it?

• Did you enjoy this dish?

• Did you do any activity before or after eating this dish? How long and what kind of

activity?

• Do you measure your blood glucose response to meals? If so, what was your blood

sugar 2 hours after your meal?
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• How many servings did you eat?

• How much did this dish cost?

• What else did you think about this food? What did you like or dislike about this food

in particular?

• Did you take any medication with this meal? If yes, what kind and how much?

• Did you inject insulin before this meal? If yes, how many units?

• How are you feeling today? (Scale 1-5, perhaps)

• Are you experiencing any changes to your health? If so, are you experiencing any of

the following?

– Numbness, tingling

– Frequent urination

– Blurry vision

– Sudden weight loss or weight gain

– Chest pain

– Back pain

– Dizziness

– Other (please explain)

Category 2 - In this category, questions related to the nutrition content of food and associated

health benefits are asked so as to empower researchers and food producers to make food that

is more optimized for people’s health.

• What is the food’s shelf life?
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• How is the food prepared? (How does steaming, baking, frying, etc. alter nutrition

content?)

• Does this food have known health properties?

• What is this food’s pre-, pro-, and post-biotic content? (Important for those trying to

improve gut health)

• What is this food’s fatty acid profile? (e.g., what is its ratio of omega 6 to omega 3

fatty acids?)

• Does this food have known disease prevention properties?

• Is it a known cause of food intolerance?

• Are there pickled/fermented versions of this food item, and what are its health benefits?

• What impact does the food have on insulin levels?

• What is the glycemic index of a food item?

• What is the food’s insulin index?

• Effect on fasting (Does this item disrupt a fast? For instance, some foods like black

coffee, unsweetened tea, and foods in the Fast Mimicking Diet do not break a fast)

• Effect on triglycerides (Does it lower or increase triglycerides in the body?)

• Effect on pre-existing diseases

• Distribution location (Are there pathogens/allergens on the site?)

• Ingredient interactions (Are there specific compounds in this item that interact with

compounds in other ingredients or drugs? For example, grapefruits and statins.)

• What is the effect on your cardio-metabolic health? (Does this food item have a known

link to heart disease, chronic heart failure, diabetes, kidney disease, etc.?)
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• What is the vitamin, mineral, and electrolyte composition of the food?

• What effect did the food have on your mental and physical health?

• What effect did the food have on your sleep and stress?

• What effect did the food have on your skin?

• What effect did the food have on your optical health?

• Where it was grown/raised/produced/obtained? (e.g., the effect of climate, soil content

on nutritive content)
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