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Preface

This report has been a long time in the making, and as a result several modifications (and some extensive improvements) have accumulated in our personal notes. However, to include them now and to re-integrate the language would only delay this report further.

So in the interest of providing some document on Io, these changes and improvements will be reserved for an updated version of the language. At that point we will be able to remove the qualifier "Preliminary" from the title.

Your comments and criticisms are welcomed.
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1. Introduction

The purpose of this work is to capture what one intuitively feels is the enormous potential of LSI technology to produce large numbers of small processors to be the building blocks for a large general-purpose computer. A characterization of the kind of computer we have in mind is the following: The machine would consist of a large number (possibly hundreds or even thousands) of small asynchronously operating processors. Each processor accepts and performs a small task generated by a program, produces partial results, and then sends these partial results to other processors in the system. Thus many processors would cooperate towards the common goal of completing the overall computation. A natural concomitant effect of such behavior would be increasing speeds of computation as new processor modules are added to the machine.

Many computer architects have imagined machines that might exhibit such behavior and thereby utilize this new technology. But in trying to discover why no such machine has as yet demonstrated real success in this endeavor, we became convinced that the real problems are not related simply to devising an appropriate bus and machine interconnection scheme, or to designing a machine which, for example, can efficiently manipulate arrays or interchange numbers. Rather, the difficulties are due to one of the fundamental bases of computer design: the von Neumann model. Indeed, more than 30 years have passed since John von Neumann first laid down the model that virtually all machines and languages have taken ever since. The von Neumann model has become so ingrained in our thinking that we rarely even consider it, let alone question it, but it is precisely here that we find the source of the real problems that have prevented the creation of the kind of machine just described.

Two particularly troublesome attributes of the von Neumann model are [Dennis73, GIMT74, Backus78]:

1. centralized sequential control
2. memory cells.

Sequential control is troublesome since it prohibits the asynchronous behavior and distributed control that we consider essential to the machine we wish to devise. It also burdens the
programmer with the need to explicitly specify (or to employ an
analyzer to determine) exactly where concurrency is to occur. The
second point, the memory cell, presents a difficulty since its
existence forces the programmer to consider not only what value is
being computed, but also where that value is to be kept. This
places additional burden on the programmer and presents particularly
thorny problems in program verification. Furthermore, the
introduction of asynchrony into a programming system makes memory
cells even less tolerable; we illustrate why this is so by an
extreme case: the global variable. We imagine a situation where
some otherwise asynchronous processor modules are busy executing
tasks, but these tasks require coordination through a common cell.
This calls for rather complex synchronization controls to ensure
orderly use of the global variable. Such controls are difficult to
design into a machine and may be very costly in execution time.
Synchronization controls are also tedious for programmers to use,
especially where large numbers of activities are to be coordinated.

We contend that the above two cornerstone principles of the von
Neumann model (sequential control and the memory cell) must be
rejected in order to obtain a useful general-purpose system composed
of large numbers of small processors. We offer evidence in the rest
of this paper in support of this contention. In place of these two
principles, we adopt a language that is everywhere asynchronous
except where synchronization is explicitly specified (i.e., no
sequential control), and where values are the subject of computation
rather than the places where those values are kept (i.e., no memory
cells). An asynchronous language assumes computations are
unrelated, and thus concurrent, unless otherwise specified. A
sequential or von Neumann language on the other hand requires
explicit specification (either by the programmer or by analysis of
the program) to identify those places where concurrent processing
may be initiated. The absence of memory cells ensures that only
simple control mechanisms are needed to coordinate access to data,
since races to "store" data will never occur. Such a semantic basis
should work well with a machine composed of many asynchronous
cooperating processors.

The principal arguments against the von Neumann model are not
original to these authors and have been noted by several researchers
[Dennis73, GIMT74, Sutherland & Mead77, Backus78]. Essentially, the approach is one of avoiding the difficulties currently plaguing multiprocessor design rather than suffering with them. Rejecting von Neumann's model may at first seem a radical approach. However, a brief survey of much of the current work in programming language design and software methodology reveals that this is, in fact, taking place already, albeit in a much disguised form and at a very slow pace. Consider the drive towards structured programming. Often it can be viewed as an attempt to produce programs that are more functional (as opposed to procedural) in their operation. As an example, modern programming practice suggests that returning results by modification of global variables shared among subprograms is less desirable than writing the subroutine as a function-type subprogram and returning values as the result of a function call. The fact that this is not even possible in many languages (particularly if more than one result or an array of results is to be returned) is not the fault of the functional approach, rather it is the fault of language restrictions that do not allow the returning of such values. We can also give several examples of the movement away from the von Neumann model in the field of programming language design: We note that EUCLID has imposed many restrictions on PASCAL that make variables inaccessible to procedures when those variables are declared outside those procedures, the effect of which is to force procedures closer to the ideal of a mathematical function. Also, the current interest in (abstract) data types [Guttag77, LSAS77, SWL77] points in a direction away from the semantic base implied by a von Neumann machine, since functionality (information hiding) appears essential to both data and program abstraction. Finally, we can observe the past few years work on the linguistic aspects of resource control [Jones77] where as we move from semaphores, to conditional critical regions, and to monitors [Brinch-Hansen72, Hoare74], we see movement away from arbitrary specification of program synchronization (semaphores) to more highly controlled and encapsulated specifications (monitors). This movement is in the direction of providing the programmer with a more functional view of a computation that involves resources. However, resource management is one of the areas in programming language design which has not yet seen solutions that go far enough in the direction of functionality to provide hard evidence of this
movement. We hope to convince the reader of what can be accomplished with a more functional approach [AGP77] by giving a concrete example later in this paper (Section 5). Lastly, we mention program verification, where some researchers have noted the potential benefits of a language with semantics more closely akin to mathematical languages. The concept of a memory cell is not natural to mathematics, and can often complicate what otherwise would be a simple proof of correctness [Guttag77, Ashcroft & Wadge76].

The chief thrust of the above argument is that a proposal to replace von Neumann's model with a new semantic model is not capricious. All too often in studies related to the above examples in language design, remedies for reducing the high cost of software have ignored the architectural base on which software and software tools have been developed and continue to exist. The unstated assumption is that von Neumann semantics will remain. Our position is that if we are going to fully utilize the new technology of LSI in the manner described above, we cannot retain the von Neumann base. We furthermore believe that the semantic foundation we require coincides in the long run with the natural culmination of much of the evolutionary movement ongoing in software engineering and programming language design. However, by beginning with a new semantic base rather than continuing to develop "restrictions" on the old, we see a much smaller and more elegant semantics resulting [Kahn74, Arvind & Gostelow77a] -- an essential for future development.

One system that has been proposed in the past and which incorporates new principles more compatible with the needs we see, is dataflow [Arvind & Gostelow77b, Dennis73, Kosinski73]. (Pure LISP [McCarthy60] and Red languages [Backus73, 78] were not chosen for adoption because, even though their semantic bases are elegant and functional, neither caters to asynchronous operation.) The major deviation of "data flow" semantics from von Neumann's principles of "control flow" is that dataflow is asynchronous, and it has no memory cells -- only values are the results of computations. A dataflow program is a set of partially ordered operations on operand values where the partial order is determined solely and explicitly by the need for intermediate results; operationally:
1. a dataflow operation executes when and only when all of the required operands become available, and
2. a dataflow operation is purely functional and produces no side-effects as a result of its execution.

Arguments in the past against dataflow have centered around the lack of a higher-level language, the ability of people to program in such a language (were it to exist), the inability to handle database problems, and efficiency. In this paper we provide definite answers to some of these objections. We present a complete higher-level dataflow language that incorporates all of the usual programming concepts, as well as some new concepts not usually found in contemporary languages (for example, streams, functionals, and nondeterministic programming). Also, the implementation of these concepts (both old and new) is often easier in dataflow than in conventional languages due to the simplicity of dataflow semantics. In this category we include procedure definition and manipulation, programmer-defined data types, and operator extensionality. The ability to handle resource (database) problems is also a capability of the language. Concerning the above noted objection of "efficiency", one must first of all not evaluate dataflow in terms of a von Neumann implementation, for dataflow not only allows a new kind of machine design but in fact requires it. It is most important when considering dataflow languages that they be considered in their own terms and not be forced to fit into measures valid only for other systems.

Two languages will be described here: a higher-level language Id (for Irvine dataflow), and a base machine language that serves as the semantic language of Id. In Section 2 we show how to write elementary Id programs and we explain the meaning of these programs in terms of their base language translations. In Section 3, we give more details on how base language programs are interpreted by a machine and how these programs achieve highly concurrent operation. Streams are introduced in Section 4, while issues concerning indeterminacy and resource managers are discussed in Section 5. Programmer-defined data types and functionals are presented in Section 6, while Section 7 summarizes the work and presents our conclusions.
2. **Elementary Programming in Dataflow:**

Id (for Irvine dataflow) is a block-structured expression-oriented single-assignment language. A program in Id is a list of expressions. In this section we explain the four most basic kinds of Id expressions -- blocks, conditionals, loops, and procedure applications -- by giving examples of each, and by giving their translation into the base language. We use the base language both to define and to explain Id; the base language is also used as the machine language to be directly executed by a dataflow computer. Programs, however, are written only in Id. Thus the base dataflow language is discussed only in the context of how that language supports the higher-level Id constructs. We are less concerned with how the base language operators behave in isolation than how they behave in concert with one another in building these Id constructs.

Id variables are not typed. The internal representation of values is simply self-identifying and type is thus associated with a value and not with a variable. This matter is discussed later in this section where we detail two particular value types: structure values and procedure definition values.

2.1 **Block expressions:** To evaluate the two roots of a quadratic equation we can write the following list of expressions or program:

\[
\frac{(-b-sqrt(b^2-4*a*c))}{(2*a)}, \quad \frac{(-b+sqrt(b^2-4*a*c))}{(2*a)}
\] (2.1)

Any program can be written as a list of expressions in Id, however it is often more convenient for a programmer to break a computation into pieces, identify certain partial results, and then use those partial results to compute a final answer. Thus we can rewrite (2.1) as the block expression

\[
(x <- sqrt(b^2-4*a*c)); \\
y <- 2*a \\
return ((-b+x)/y, (-b-x)/y)
\] (2.2)

Expressions (2.1) and (2.2) each require three inputs (a, b, and c) and produce two (ordered) outputs. Expression (2.2) compiles into the base language expression shown in Figure 2.1. The reader should refer to Figure 2.1 and to expression (2.2) while noting the following: An assignment statement serves to name the
Figure 2.1
Compilation of the block expression (2.2)
output(s) of an expression. The name itself is called an Id variable. Variables are used to specify interconnections among operators (the boxes in Figure 2.1). Assignment statements in a block are separated by semicolons and can always be commuted without affecting the result of the expression. The inputs to a block expression are exactly those variables that are referenced but not assigned within that block. The return clause is the last item in a block and specifies the (ordered) outputs of that block.

From the above, it is most important to realize that an Id assignment is not an operator as it is in other languages; it is a specification to the compiler to label an output. In Id, a variable can be assigned exactly once within its scope. This single assignment rule makes the connection shown in Figure 2.2 impossible. The single-assignment rule guarantees to us that once defined, an instance of a variable never changes in value. This obviates the need for disparate sections of the machine to coordinate the updating of memory cell variables, since there are no cells to update. In this respect Id variables are more like the variables of mathematics than of conventional programming languages, i.e., they stand for values rather than act as containers of values. One problem with most languages that follow the single-assignment rule is that the programmer must often invent many names for distinct variables. Id avoids this problem by limiting the scope of names to the block in which they are defined. Hence, variables x and y are not visible outside the block expression (2.2). Furthermore, if the same names x and y were also assigned outside (2.2) they would not be visible inside (2.2) and hence would not affect the computation within that block. Expression (2.3) further illustrates this scoping rule.

\[
\begin{align*}
  & a <- 1; \ b <- 1; \ c <- -2; \\
  & x, y <- (x <- \sqrt{b+2-4*a*c}); \\
  & \quad \quad y <- 2*a \\
  & \quad \quad \text{return } (-b+x)/y,(-b-x)/y \\
  & \quad \quad \text{return } x, y \\
\end{align*}
\]

When expression (2.3) is evaluated the values of x and y in the inner block will be 3 and 2, respectively, while the values of x and y in the outer block will be 1 and -2. Unlike ALGOL, the scoping rules of Id prevent assignments to global variables from an inner block since assignment to a variable automatically defines its scope.
Figure 2.2
An illegal connection

Figure 2.3a
Execution of a dataflow operator

Figure 2.3b
Behavior of a fork
to be that of the innermost block in which that assignment occurs, and assignment can occur only once in that scope. Use of the same variable name in two different blocks is not a violation of the single-assignment rule since the scopes do not overlap -- one name is simply being used to label two distinct outputs.

Values in the base language are carried by tokens that flow along lines. According to the first principle of dataflow, an operator may execute when and only when all its required input tokens have arrived. An operator executes by absorbing all input tokens, computing a result, and producing an output token that carries that result as its value. Operator execution is illustrated in Figure 2.3a. Note that the operators internal to the block expression of Figure 2.1 will start executing as soon as any tokens on lines a, b, or c arrive.

Figure 2.3b shows that whenever a token encounters a fork while traversing a line, the token replicates and follows all branches of the fork. In this way a single result may be sent asynchronously as input to many different operators. Clearly, several operators may be enabled at any given time and the order of execution of those operators does not affect the final result, that is, the computation is determinate [Patil70, Kahn74, Arvind & Gostelow77a].

The reader should note that a constant in Id does not represent a value, but rather a function that produces that value as its output regardless of the value of its input. But since a dataflow operator will not execute until its input is present, some token must always be sent to a constant function to indicate that an output value is needed. Any input line used for signaling a constant function is called a trigger. The value of a token on a trigger line is unimportant, only its presence is significant. As will become clearer later, the choice of which line to use as a trigger affects only the execution asynchrony of an expression and not the final results.

Reflecting on the basic principles of dataflow given in Section 1, we see that Id is asynchronous because (sub-) expressions are independent of one another and may be executed in any order, or at the same time, unless otherwise constrained by an explicit need for partial results. Expressing the need for partial results is easy:
just write the variable name. This approach is the inverse of the usual method of obtaining asynchrony or parallelism in conventional languages which requires either an analysis of the problem or the use of parallel programming constructs (e.g., `cobegin-coend`). Also, Id does not present the concept of a memory cell to the programmer since the value of a variable cannot be updated. The purpose of a variable is solely to allow the programmer to name partial results which he may later reference in other expressions. It is the single-assignment rule that removes the possibility of a race and implies that Id programs are determinate (unless, of course, some operator is used which is internally nondeterministic).

2.2 Conditional expressions: Consider the Id conditional expression

$$\text{(if } p(x) \text{ then } f(x) \text{ else } g(x))$$

and its base language translation in Figure 2.4. Whenever a token arrives on line x the predicate p is evaluated to produce a boolean value. If the predicate is `true` then the token from x is sent by the SWITCH operator to box f, otherwise it is sent to box g. Figure 2.5a shows the behavior of the SWITCH operator for the case of a `true` valued boolean input. Also, Figure 2.5b shows that if one of the output lines of a SWITCH is not used, and if according to the boolean input that branch is to be taken, then the input token is simply absorbed. The \(\boxtimes\) operator is used in base language program graphs in exactly three situations: to mark the merging of two branches of a conditional expression (as in Figure 2.4), to mark the formation of a loop (Section 2.3), and to produce stream output from a loop (Section 4). As with the SWITCH and \(\boxtimes\), we will see that many base language operators do not result in legal programs if interconnected arbitrarily. Since we intend to program in Id and not in the base language, we do not give rules for forming all possible legal base language programs. The emphasis here is on specifying the semantics of syntactically correct Id programs in terms of legal base language programs. The operational meaning of a legal base language program will be defined more precisely in Section 3.

A conditional expression needs all of its inputs for execution regardless of the branch to be taken. For example, the expression

$$\text{(if } p(x) \text{ then } f(x) \text{ else } g(x,y))$$

(2.5)
Figure 2.4
Compilation of the conditional expression (2.4)
Figure 2.5a
The SWITCH operator for a true input

Figure 2.5b
The case for a SWITCH whose output is not utilized
Figure 2.6
Compilation of the conditional expression (2.5)
will always require an input token from \( y \), but whenever \( p(x) \) is true that token is simply absorbed and is not used. Figure 2.6 gives the base language translation of expression (2.5) and clearly shows that a token is always absorbed from \( y \). The reason a token is always absorbed is to maintain the proper order of tokens flowing along all lines, and regardless of whether an Id expression is a block, a conditional, or any other kind of expression, one token is absorbed from each input and one token is produced for each output on each execution of that Id expression. Note than an entire expression behaves similar to a primitive box.

Id also provides syntax for writing conditionals in statement form. The meaning of the conditional statement (2.6) is given by the conditional expression (2.7).

\[
\begin{align*}
\text{if } p(x) \text{ then } y & \leftarrow f(x); z \leftarrow 1 \text{ else } y \leftarrow g(x); z \leftarrow 0 \quad (2.6) \\
y, z & \leftarrow (\text{if } p(x) \text{ then } f(x), 1 \text{ else } g(x), 0) \\& \quad (2.7)
\end{align*}
\]

In a conditional expression the \textit{then} clause and the \textit{else} clause must contain an equal number of expressions. Thus the following is illegal

\[y, z \leftarrow (\text{if } p(x) \text{ then } f(x), 1 \text{ else } g(x)) \quad **\text{illegal}**\]

A case-expression (case-statement) may be written as a nest of \textit{if-then-else} expressions (statements).

2.3 Loop expressions: Like most conventional languages, looping constructs are important for writing interesting programs in Id. All looping constructs in Id are expressions consisting of four parts: an \textit{initial} part, a predicate to decide further iteration, a loop body, and a list of expressions to be returned as the value of the loop. Consider the loop expression (2.8). It represents a program to compute the smallest \( i \) such that the sum of all integers from 1 through \( i \) exceeds some number \( s \).

\[
\begin{align*}
1 & \quad (\text{initial } i \leftarrow 1; \\
2 & \quad \text{sum } \leftarrow 1 \\
3 & \quad \text{while sum} < s \text{ do} \\
4 & \quad \quad \text{new } i \leftarrow i+1; \\
5 & \quad \quad \text{new sum } \leftarrow \text{sum} + i \\
6 & \quad \text{return } i \quad ) 
\end{align*}
\quad (2.8)
\]

An Id loop is a set of recurrence relations, where new values are specified in terms of old values and initial values. For
Figure 2.7
Compilation of the loop expression (2.8)
example, a set of recurrence equations for computing the above
values of $i$ and $\text{sum}$ are

$$
\begin{align*}
i_{j+1} &= i_j + 1 \\
\text{sum}_{j+1} &= \text{sum}_j + i_j
\end{align*}
$$

where $i_1 = 1$ \hspace{1cm} \text{sum}_1 = 1

Id differs only in that a stopping condition is specified and those
final values of interest are written in the return clause of the
loop. Thus the statements in the loop body specify that new value
instances of $i$ and $\text{sum}$ are to be created at each iteration.
However, any reference to a recurrence variable in the body of a
loop refers to the "old" value of that variable unless the reference
is preceded by the word "new". Thus the $i$ in line 5 of (2.8) does not refer to the value new $i$ computed in line 4. (The value of new $i$ could be referenced in line 5 by writing new $i$ instead of just $i$.)

The translation of expression (2.8) into the base language is given
in Figure 2.7. Note that changing the order of statements in the
loop body affects neither the results nor the base language
translation. (The reader will have to wait until Section 3 to
understand the meanings of the D, D$^{-1}$, L, and L$^{-1}$ operators. These operators do not affect the values of the tokens passing through them, and for the sake of discussion at this point we can treat these operators as identity functions.)

We would like to emphasize that the assignment statements new $i$<-i+1 and new sum<-sum+i do not violate the single-assignment rule. Since $i$ on the left-hand side is new $i$ and the $i$ on the right-hand side is old $i$, we really have two distinct lines in the base language program. One is tempted to think of $i$ and $\text{sum}$ as memory cells whose values are being updated, but as pointed out earlier, a dataflow variable never represents a memory cell. Also, any assignment statement whose left-hand side is a variable that is not assigned an initial value is not considered a recurrence statement. Such variables are actually partial results used within a given iteration but not carried over to any subsequent iteration. Expression (2.9) and its translation given in Figure 2.8 further clarify these points.

1 \hspace{1cm} (initial $i$ <= 1; \hspace{1cm} \text{sum} <= 0
2 \hspace{1cm} while $i$<n do
3 \hspace{1cm} new $i$ <- i+1;
4 \hspace{1cm} $y$ <- $f(i)$;
5 \hspace{1cm} new sum <- sum+y
6 \hspace{1cm} return sum ) \hspace{1cm} (2.9)
Figure 2.8
Compilation of the loop expression (2.9) where many instantiations of f may proceed simultaneously
Here statements 3 and 5 are recurrence statements (new i and new sum are being computed, both variables having been given initial values), while statement 4 is simply a partial result used in statement 5 (variable y was not given an initial value).

Now let us briefly consider the execution of (2.9). Suppose function f of line 4 takes a long time to execute. The loop predicate i < n, however, does not depend upon the evaluation of f(i). Therefore it is possible for several tokens to accumulate on the line i going into the function box f since these tokens are the values of i counting from 1 to n, a relatively fast process. Now if i were treated as a memory cell then the notion that i might be several values at the same instant of time would be meaningless. We will show in Section 3 that the machine's interpretation of the base language is such that instead of accumulating tokens on the line leading from output i to box f, many instantiations of function f may proceed concurrently. This greatly increases the apparent asynchrony and concurrency of loop expressions.

Id supports many different loop constructs such as for-loops, repeat-until-loops, and for-while-loops, but the semantics of all loops (except for those involving streams*) are encompassed within the general while-loop construct given in expression (2.10).

\[
\begin{align*}
\text{( initial } x & \leftarrow f(a) \\
\text{ while } p(x,c) \text{ do } & \\
& \quad y \leftarrow q(x,c); \\
& \quad \text{new } x \leftarrow h(x,y,c) \\
\text{ return } & \quad r(x,c) \end{align*}
\]

(2.10)

In an actual loop expression there might be more than one variable of type a, x, y, or c. Variables that are assigned in the initial part (x variables) circulate in the loop and thus have both old and new values. Variables that are not assigned in the initial part but are assigned in the loop body (y variables) are simply partial values and can be used only within the body; a y variable never circulates. Variables referenced but not assigned in a loop (or assigned only in the initial part) are loop constants (c variables). A c variable behaves exactly like an x variable in that it circulates (see n in Figure 2.8) and one can assume that a statement new c < - c exists in the loop body. All variables referenced on the

*Streams are discussed in Section 4.
right-hand side of assignments in the initial part (a variables) are
treated as inputs to the loop expression and must originate from
outside the loop expression. Hence, \( x \leftarrow f(x) \) appearing in the
initial part of a loop expression would be a valid assignment
statement. The \( x \) on the right-hand side would be connected to the
output named \( x \) outside the loop expression, while \( x \) on the left-hand
side will be the name of an output inside the loop expression. To
explain further we give two equivalent loop expressions. The loop
(2.11) is a for-while-loop which is implemented as if it were the
while-loop (2.12).

\[
\begin{align*}
( x \leftarrow & \ g(a); \\
y \leftarrow & \ a*(initial \ x \leftarrow f(x) \\
& \quad \text{for } i \text{ from } 1 \text{ to } n \text{ while } p(x) \text{do} \\
& \quad y \leftarrow g(i); \\
& \quad \text{new } x \leftarrow f(x)+y \\
& \quad \text{return } x)
\end{align*}
\]

\[
( x' \leftarrow \ g(a); \\
y' \leftarrow a*(initial \ x \leftarrow f(x'); \ i \leftarrow 1 \\
& \quad \text{while } (i<n) \text{ and } p(x) \text{ do} \\
& \quad y \leftarrow g(i); \\
& \quad \text{new } x \leftarrow f(x)+y; \\
& \quad \text{new } i \leftarrow i+1 \\
& \quad \text{return } x)
\]

\[
( \text{return } y' )
\]

(2.11)

(2.12)

Now we describe a very useful default for conditional
assignment statements. Consider expression (2.13).

\[
( \text{initial } x \leftarrow x; \ \text{sum} \leftarrow 0 \\
\quad \text{for } i \text{ from } 1 \text{ to } n \text{ while } p(x) \text{ do} \\
\quad \text{new } x \leftarrow f(x); \\
\quad (\text{if } g(x) \text{ then new sum} \leftarrow \text{sum}+1) \\
\quad \text{return sum})
\]

\[
(2.13)
\]

Normally a variable must be assigned both in the then clause and the
else clause. But instead of treating the conditional assignment in
expression (2.13) as illegal, we translate it as if it were the
following statement:

\[
(\text{if } g(x) \text{ then new sum} \leftarrow \text{sum}+1 \text{ else new sum} \leftarrow \text{sum})
\]
or

\[
\text{new sum} \leftarrow (\text{if } g(x) \text{ then sum}+1 \text{ else sum})
\]

This is a default rule that applies only within a loop body.

2.4 Procedure applications: Figure 2.1 shows the ID sqrt function
implemented by the machine primitive SQRT. If sqrt were actually a procedure application, then the SQRT box would be replaced by the schema of Figure 2.9. The APPLY operator expects a token carrying a procedure definition value and another token carrying the argument value. It applies the procedure definition to the argument when both have been received. Note that sqrt is the name of a line, and we would now say that expression (2.2) needs sqrt in addition to a, b, and c as inputs. The line sqrt would then, presumably, be connected to a box that outputs a procedure definition value that describes a square root function. We will elaborate on procedure definitions in Sections 2.5.2 and procedure applications in Section 3.

2.5 Data structures and procedure definitions: Variables in Id are not typed; only values are typed. Thus a variable may be assigned a value of any type at any time. The programmer may, however, write an expression to test the type of a value, coerce the value to a different type, or assert that a value must be of a particular type. We do not wish to impose a strongly-typed language on the programmer where he is required to state the type of value every variable is to acquire. In our mind this can cause a great deal of overhead for the programmer. Instead, we feel the programmer can be given sufficient tools to allow him to specify in as much detail as he wishes the information that a strongly-typed language would otherwise require; he need not, however, specify typing in those situations which are burdensome or in which it is unnecessary to state typing information.

There are ten different primitive types of Id values: integers, reals, booleans, strings, structures, procedure definitions, manager definitions, manager objects, pdts (programmer-defined data types), and errors. The first four need no discussion; manager definitions and manager objects will be discussed in Section 5 while pdts will be discussed in Section 6. Error values are not discussed at all. The following subsections concentrate on structure values and procedure definition values. A full discussion of type coercions, assertions, and programmer-defined types is deferred to Section 6.

2.5.1 Structure values: A structure value is either the
Figure 2.9
Applying a procedure

Figure 2.10a
A structure value t with string and integer selectors
Figure 2.10b

The structure \( t+[\text{"sex"}]\text{"M"} \)

Figure 2.10c

The structure \( (t+[\text{"sex"}]\text{"M"})+[\text{"weight"}]180 \)
distinguished empty structure A or a set of <selector:value> ordered pairs. A selector is an integer, string, or boolean value; a value is any Id value. An example of a structure is shown in Figure 2.10a where "name", "height", "weight", and "age" are string selectors (string selectors are not quoted when used in figures). There are exactly two operators defined on structure values: SELECT and APPEND. If t is the structure value in Figure 2.10a, then values can be selected from t by writing, for example, t["weight"] and t["height"][1] (giving 175 and 6, respectively). The APPEND operator is somewhat more complex. Given a structure, a value, and a selector to be associated with that value, APPEND creates a new structure value. For example, Figures 2.10b and 2.10c are the results of the indicated appends on the structure t of Figure 2.10a (the "+" symbol means APPEND when the right-context is the symbol "; the "-" symbol means to use an APPEND operator to remove a <selector:value> pair from the original structure). Note there are two distinct appends in Figure 2.10c. These will be done in left-to-right order with an intermediate value as indicated by the parentheses. Most importantly, the structures created as a result of an APPEND are neither the original structure t nor any modified version of t, since dataflow values cannot be modified. Rather each append creates a new and logically distinct structure, and the old structure (t in the examples of Figure 2.10b and 2.10c) has an existence of its own, possibly concurrent with the new structure. This means that the value of t may be referenced by some other expression in the program even after the appends have been completed. Select and append may be summarized by the equations

\[
(t+(s)v)[s'] = (if \ s'=s \ then \ v \ else \ t[s'])
\]

\[
A[s'] = \text{error}
\]

\[
(t-(s))[s'] = (if \ s'=s \ then \ \text{error} \ else \ t[s'])
\]

\[
A-[s'] = \text{error}
\]

Some syntactic shorthands are available in Id for manipulating structure values. In the case of string selectors, the notation \(x\cdot weight\) can be used instead of the more cumbersome \(x["weight"]\). Also, to simplify the construction of structures, the angle-bracket notation

\[
\langle \text{height:<6,5>, weight:175, age:33} \rangle
\]
can be used instead of

\[ \text{\textup{\texttt{A + ["height"](A + [1]6 + [2]5) + ["weight"]175 + ["aye"]33}} \]

In the above, the notation \(<6,5>\) means \(<1:6,2:5>\) where the values 1 and 2 are selector specifications. To explain in more detail, an integer-valued counter is associated with each angle-bracketed structure specification during compilation. The specification is scanned left-to-right and whenever a value is encountered with no associated selector specification, the value in the counter is used, and then the counter is incremented by one. Whenever an integer constant selector is specified, the counter is reset to that value plus one. No other selector specification affects the counter, which is initialized with value 1. Figure 2.11 illustrates the above with several equivalents.

We often find statements in the body of a loop that create a new structure by appending to an old structure with a change in just one component, as for example

\[ \text{\texttt{new x <- x+i}} \]

A shorthand equivalent is

\[ \text{\texttt{new x[i] <- v}} \]

Id also allows multiple selectors in order to make references to trees and arrays more convenient, for example, the reference \(x[1,2]\) means \((x[1])[2]\).

Notice that the programmer sees each variable that is assigned a structure value as holding that entire structure. This is reflected in the base language where a token that carries a structure logically carries the whole structure as its value. In an actual machine, this quickly becomes impractical when large structure values are involved. However, the fact that structures are acyclic and that dataflow operators are pure functions has allowed Dennis [Dennis73] to devise a technique whereby a memory may be used to store the actual structure while only pointers to the structures are physically carried by the tokens. That is, the underlying implementation of structure values in dataflow may use pointers, shared common substructures, reference count garbage collection, and many other techniques in order to reduce overhead [Dennis74, Newell & Tonge68]. Nevertheless, these aspects are
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Shorthand structure specifications and their equivalents

```
  (trigger)
   \[
   \text{procedure(s)}
   \begin{cases}
   \text{(initial } i+1; \\
   \text{sum+1)}
   \end{cases}
   \begin{align*}
   \text{while sum < s do} & \\
   \text{new sum=sum+i;} \\
   \text{new i=i+1} \\
   \text{return i}
   \end{align*}
```

Figure 2.12
Compilation of statement (2.14)
completely transparent at the level of \( \text{Id} \), and even at the level of the base dataflow language where any structure-carrying token still behaves as if it carried the entire structure value*. We do not discuss detailed memory mechanisms here, but it is important to emphasize that any such memory system that may be used to implement dataflow is never seen by the programmer. A memory system would be present only to reduce the amount of information that would otherwise need to be carried by a token.

2.5.2 Procedure definitions: An example of a procedure definition value being assigned to a variable \( y \) is

\[
y \leftarrow \text{procedure (s) (initial i <- 1; sum <- 1 while sum<s do new sum <- sum+i; new i <- i+1 return i)} \tag{2.14}
\]

The specification of a procedure definition value, exemplified by (2.14), is much like a constant specification. That is, just as a numeric constant \( \alpha \) in \( \text{Id} \) actually implies a constant function that produces \( \alpha \) as its value, so does a procedure definition imply a function that produces that procedure as its value.

Statement (2.14) translates into Figure 2.12. Since \( \text{Id} \) variables are not typed, variable \( y \) in (2.14) is not a procedure variable, but does receive a procedure value whenever (2.14) is executed. Variable \( y \) is like any other variable and can be passed as an argument to a procedure, appended to a structure, or operated upon by any operator that is defined on the type of value carried by \( y \). In \( \text{Id} \), two operators are defined over procedure values: APPLY and COMPOSE. We recall from Section 2.4 that the APPLY operator applies a procedure definition to a list of actual arguments by writing

\[
\text{apply} \ (y,x_1,x_2,\ldots,x_n)
\]

or simply

\[
y(x_1,x_2,\ldots,x_n)
\]

Since a variable may assume any one of the several values during an

*We differ from Dennis [Dennis73] on this point, since in his language a distinction can be made between a pointer and an elementary value.
execution, it cannot be guaranteed at compile-time that the value of y will always be a procedure requiring exactly n inout parameters. Suppose the value of y is a procedure with m formal parameters and, as above, the apply lists n actual arguments. If m<n then the first m arguments from the actual parameter list are passed to the procedure while the remaining n-m actual parameters are ignored. On the other hand, if m>n then m-n actual arguments with the special value ξ are supplied in place of the missing actual arguments. If the programmer wishes to omit an argument, its place can simply be left empty. For example, y(x1,, x3) is translated as y(x1, ξ, x3). Corresponding situations can arise where the number of outputs expected from an apply do not match the number received from the applied procedure. The compiler must be able to deduce the number of outputs to be produced by the apply; where necessary, the programmer must make the deduction unambiguous by proper parenthesization on the left-hand side of an assignment statement. For example,

\[(x,y), z \leftarrow f(a), g(b)\] (2.15)

means that \(f(a)\) must produce two outputs and \(g(b)\) only one. If the procedure value from \(f\) produces more than one output, the extraneous outputs are lost. If \(f\) produces fewer then two outputs, the value ξ is produced by apply. Section 3 discusses the implementation of APPLY in detail.

It is also possible to give a name to an Id procedure. This can be useful in writing recursive programs. The named procedure \(f\) which calculates the ubiquitous factorial function may be written

\[y \leftarrow \text{procedure } f(n) \ (\text{if } n=0 \ \text{then } 1 \ \text{else } n \ast f(n-1))\] (2.16)

Essentially, whenever a named procedure is applied its definition is also passed as if it were a parameter, thereby making a named procedure able to reference itself. Recursive programs can be written without named procedures, but it can be a little less convenient. This is shown in (2.17) where \(z(3,z)\) is 6.

\[z \leftarrow \text{procedure } (n,f)(\text{if } n=0 \ \text{then } 1 \ \text{else } n \ast f(n-1,f))\] (2.17)

An unnecessary danger also exists in (2.17), since when \(z\) is applied the procedure passed as a parameter need not be \(z\). Hence, \(z(3,g)\) is a valid application, but the effect of the application may be
different from what one expects. Procedure definitions such as the one in (2.16) are more convenient than (2.17), as well as more desirable for good programming.

The remaining operator defined on procedure values is COMPOSE. This operator is actually a very simple but very powerful functional in that it accepts a procedure as input and produces a new procedure as output. COMPOSE takes the input procedure value and "freezes" one or more of the procedure's formal parameters to particular actual values, and then removes the parameters that were frozen from the formal parameter list. For example, in

\[
q \leftarrow \text{procedure } (a,b,c)(a \mathbin{\uparrow} 2 + b \mathbin{\uparrow} 2 + c \mathbin{\uparrow} 2);
\]
\[
r \leftarrow \text{compose } (q,<<2,5>>)
\]

(2.18)

the procedure value assigned to \(r\), when applied, behaves as if the programmer had written

\[
r \leftarrow \text{procedure } (a,c)(a \mathbin{\uparrow} 2 + 5 \mathbin{\uparrow} 2 + c \mathbin{\uparrow} 2)
\]

since the argument of \(\text{compose}\) is a list of subarguments of the form \(<\text{formal-parameter-position},\text{value}>\). As another example, we use \(z\) from (2.17) and write:

\[
w \leftarrow \text{compose } (z,<<2,z>>)
\]

which produces a value \(w\) with one formal parameter (the parameter \(n\) in (2.17)). The value of each instance of \(f\) in (2.17) has thus been frozen to the procedure value \(z\), so \(w(3)=z(3,z)=3!\). In fact, a named procedure is implemented by \(\text{compose}\). For example, statement (2.16) actually translates into

\[
y \leftarrow (f' \leftarrow \text{procedure } (f,n))
\]
\[
(\text{if } n=0 \text{ then } 1
\]
\[
\text{else } n \text{ compose } (f,<<1,f>>)(n-1))
\]
\[
\text{return compose } (f',<<1,f'>>))
\]

so that \(y\), regardless of how it may be composed further, will allow procedure \(f\) to internally refer to the original definition of \(f\) in all cases. The translation of the named procedure definition \(f\) to its new form is according to the following steps:

1. Construct a new procedure definition \(f'\):
   - insert the original procedure's name \(f\) as the first parameter of the argument list
   - alter the code inside the original procedure \(f\) by replacing every occurrence of \(f\) by the code \(\text{compose} (f,<<1,f>>))\).
2. Return the procedure `compose(f',<<1,f'>>)`

The name of the resulting procedure is `f` (i.e., the original name).

Named procedures are important and are used extensively in implementing programmer-defined types and in the environment feature of Id. (These application points are covered later in Section 6.) Lastly, we note that the above algorithm is the straight-forward way of handling named procedure definitions. However short-cuts are sometimes possible, for example, rather than do a compose and then immediately do an apply, the compose could be deleted and instead the procedure passed directly to itself as a parameter in the apply. Such short-cuts must be very carefully considered, and in general can be done only by a complete analysis of all possible paths through the named procedure and with the guarantee that the procedure will never be returned to an outer context and applied by another program that knows nothing about it. For example, the result of such an apply could be for procedure `f` to return `f` itself, which must be the `f'` version of `f`, but which may not be the case if it is not composed before the apply.

Only `COMPOSE` and `APPLY` are allowed to manipulate the internal representation of procedure values. To describe exactly how the `COMPOSE` operator works, we consider the encoding of a procedure value to be a special kind of structure which the Id programmer can neither select values from nor append values to. (A programmer can, of course, always append an entire procedure value to and select a procedure value from another structure.) In this way we can guarantee the consistency of the internals of a procedure value. The special structures that encode the procedure values at outputs `q` and `r` of (2.18) are shown in Figures 2.13a and 2.13b, respectively. In these structures, the detailed encoding of the procedure body itself is of no consequence to this discussion and is left unspecified. Concerning the other components, the "name" records the name of the procedure (if any) as a string. The "#" component specifies the number of parameters. The "formals" specifies for each parameter position, the name of the parameter as a string, while "actuals" specifies, for each parameter frozen, its actual value. We note here that the `COMPOSE` operator rearranges nothing but the "formals" and "actuals" components. The procedure values in Figure 2.13a and 2.13b contain enough information for the `APPLY`
Figure 2.13a
The encoding of the procedure value on line q in (2.18)

Figure 2.13b
The result of the compose function in (2.18)
operator to determine the values of all actual parameters.

The COMPOSE operator is useful for tailoring a procedure to special forms by freezing certain parameters. COMPOSE is used extensively in Section 6 for implementing programmer-defined data types. It furthermore provides a way in which (dynamic) program linking can be performed, since such linking is actually just the freezing of certain formal parameters to actual parameters, where the actual parameters would generally be subprograms.

2.6 Two sample programs: We now give two sample programs written in Id: Hoare's quicksort and matrix multiply. We have chosen conventional algorithms for two reasons. First of all, we want to show that a programmer proficient in ALGOL-60 would have no difficulty in writing programs in Id, even though Id is a dataflow language and has a different semantic base. Second, we want to show that even conventional algorithms automatically exhibit a great deal of concurrency when expressed in Id. A complete discussion of the second point must wait until Section 3 because it is related to the unravelling interpreter of the base language.

2.6.1 Hoare's quicksort: In Id we write quicksort as

```
procedure quicksort (a,n)
(middle <- a[i];
below,j,above <-
  (initial below <- Λ; j <- 0;
   above <- Λ; k <- 0;
   for i from 2 to n do
     if a[i] < middle
       then new below[j+1] <- a[i];
         new j <- j+1
       else new above [k+1] <- a[i];
         new k <- k+1
   return (if j>1 then quicksort(below,j)
             else below),j,
             (if k>1 then quicksort(above,k)
             else above))
return (initial t <- below+[j+1]middle
       for i from 1 to n-j-1 do
         new t <- t+[i+j+1]above[i]
       return t))
(2.19)
```

On a single-processor, quicksort takes an average of $O(n \log n)$ time and in the worst case $O(n^2)$ time. The above Id counterpart, when compiled into the base language and executed under the unravelling interpreter, has an average of $O(n)$ and a worst case
behavior of $O(n^2)$, but requires an average of $O(n)$ processors. The time complexity is reduced because of the possibility of executing the recursive procedure calls in parallel. Given sufficient processor resources, this will occur automatically and without any analysis of the program. The mechanism which accomplishes this is discussed in Section 3.

2.6.2 Matrix multiply: The following procedure multiplies an $\ell \times m$ matrix $a$ by an $m \times n$ matrix in the straight-forward way.

\[
\text{procedure multiply}\ (a, b, \ell, m, n) \\
\text{(initial} \ c \leftarrow \Lambda \\
\text{for} \ i \text{ from} \ 1 \text{ to} \ \ell \text{ do} \\
\text{new} \ c[i] \leftarrow (\text{initial} \ d \leftarrow \Lambda \\
\text{for} \ j \text{ from} \ 1 \text{ to} \ n \text{ do} \\
\text{new} \ d[j] \leftarrow (\text{initial} \ s \leftarrow 0 \\
\text{for} \ k \text{ from} \ 1 \text{ to} \ m \text{ do} \\
\text{new} \ s \leftarrow s + a[i,k] \cdot b[k,j] \\
\text{return} \ s) \ \\
\text{return} \ c) \quad \quad \quad \quad (2.20)
\]

The above program executes in $O(\ell m n)$ time utilizing in the worst case $O(\ell mn)$ processors and in the best case $O(\ell n)$ processors. The unravelling interpreter will try to execute all of the multiplications and $n$ of the additions in parallel, thus reducing the usual time complexity of $O(\ell mn)$ to $O(\ell + m + n)$.

The reader should not conclude from these examples that Id is just another language for writing programs. We are most interested in expressing algorithms in a way that preserves the structure of problem solutions. For many types of problems sequential languages have worked well, and we would like to keep as many of these features of sequential languages as is possible provided they are not in conflict with the semantic basis of dataflow. However, in Section 4 we will give examples of programs that one is not likely to write if restricted to von Neumann semantics. It is a well-accepted fact that language influences our thinking. We hope that thinking in terms of dataflow will remove some unnecessary constraints placed on us by languages with sequential control structures.
3. The Base Language and the Unravelling Interpreter

The unravelling interpreter (described herein) has been designed to exploit even greater asynchrony than what is normally realized in a dataflow language [Dennis73, Chamberlin71, Kosinski73]. To see how the interpreter operates, we must examine token flow in some detail. Imagine the operator $f$ of Figure 3.1a in the body of a loop at a time when three complete sets of values from outputs $a$ and $b$ are ready for processing, the results of which are to be placed at output $c$. According to the first principle of dataflow, since both input values $x_1$ and $y_1$ are present (from outputs $a$ and $b$, respectively), the first initiation of the operator can take place and we can move to the configuration of Figure 3.1b. Immediately the second initiation of the operator can occur on the input values $x_2$ and $y_2$. However, the implication that the second initiation can take place only after the result due to the first initiation has been produced is unnecessary, since the second principle of dataflow states that the actions of each operator must be free of side-effects. To take full advantage of the freedom from side-effects, let each distinct initiation of an operator be termed an activity. Then we note that if sufficient free processors were available, and if each activity were associated with one processor, then in the case of Figure 3.1 all three activities (initiations of operator $s$) could be carried out concurrently. The purpose of the unravelling interpreter is to execute programs by generating activities (in fact, large numbers of activities) for execution by waiting processors. Of course, the main problem is to keep the different sets of tokens from being mixed, since for correct operation it is essential that the token carrying $x_1$ be matched only with the token carrying $y_1$. The unravelling interpreter accomplishes this by appropriately tagging every token that is produced with a destination activity name. The unravelling interpreter is largely a set of rules for manipulating these activity names.

3.1 Activity names: An activity is a single execution of a base language operator. Each activity is assigned a unique activity name, and all tokens carry the name of the activity for which they are destined. The rules for generating activity names are based upon the following principles:
Figure 3.1
Three executions of a dataflow operator

Figure 3.2
Elimination of forks
1. All tokens with identical activity names must be destined for the same activity, that is, each activity has a name that is unique throughout the system, and

2. All tokens accepted by an activity have identical activity names.

A machine composed of an ensemble of large numbers of identical processing elements (PEs) is very well suited for the unravelling interpreter. Consider a machine in which each PE can execute any base language operator and can communicate with other PEs by sending tokens through a communication medium. A copy of the program to be executed is available to every PE, and each PE repeatedly goes through basically the following cycle:

1. If a PE is free it looks for an allocation token* in the communication medium. Whenever it finds such a token, the PE acquires the activity name written on that token and thereby becomes that activity. By decoding the activity name, the PE discovers which operation in the program it is supposed to execute and how many operands are needed before it can initiate.

2. After acquiring an activity name, the PE waits for the other operands to arrive from the communication medium.

3. When all required operands have been received, the PE begins execution of the activity, and after a finite period of time it terminates. The PE then produces result tokens with appropriate activity names and inserts them into the communication medium.

4. The PE becomes free.

3.2 Generation of Activity Names: we assume each operator in a dataflow program graph is uniquely labelled, and that it has some specific number of input and output ports. As shown in Figure 3.2, a fork connection is not an operator. By moving a fork back to the output port to which it is connected and by assigning token replication to that port, we can use the operator itself to implement a fork. (Note that still no two lines converge on a single input port.) Thus, the structure of a program graph is such that each operator contains a destination list for each output port, and where that destination list contains the names of all the input

*Exactly one input line to each operator can be distinguished in that each token flowing along that line can be marked as an allocation token.
ports which are to receive identical output tokens. In the remainder of this section we show how activities are created and named, and how the structural integrity of the program graph is maintained in the midst of a system based on activity name manipulation.

A token is output from an operator and moves to the input of a successor operator. Each token carries both its data and its destination activity name which we write as the ordered pair

\[ <\text{data}, \text{destination}> \]

where destination comprises five fields: context \( u \), procedure code \( c \), operator label \( s \), initiation \( i \), and port \( p \). Logical groupings of the values in various fields help to identify some facets of the destination of a token. Thus fields \( c \), \( s \), and \( p \) specify that the token under consideration is passing along the line of the program graph connected to port \( p \) of operator \( s \) in procedure \( c \). Any such specification must, of course, be consistent with the static structure of the program graph. The remaining fields \( u \) and \( i \) of the token destination give the context \( u \) (for example, the procedure application context) and initiation count \( i \) consistent with the dynamics of program execution. These latter fields \( u \) and \( i \) are particularly important in the case of the two operators \( A \) and \( L \) associated with procedure applications and loop expressions, respectively. Operator \( A \) dynamically creates a new program graph, while operator \( L \) copies only a portion of the executing program graph, i.e., a loop. Under such circumstances it becomes necessary to attach a unique context name to the operator labels to distinguish between the various initiations of two operators with the same label, and in general an operator is uniquely identified by fields \( u \), \( c \), and \( s \) instead of fields \( c \) and \( s \) only. Considering another grouping of the fields in a token destination, we may identify a logical line by \( u \), \( c \), \( s \), and \( p \), rather than fields \( c \), \( s \), and \( p \) only. The set of tokens associated with a logical line contains all those tokens with fields \( u \), \( c \), \( s \), and \( p \) common in their destinations. These tokens are called the history of that logical line.

An activity of an operator is identified by the fields \( u \), \( c \), \( s \), and \( i \) and is written as the symbol "\( u.c.s.i \)". The symbol is called
an activity name. The input tokens associated with an activity are called the input token set and are easily identified as all those tokens with fields u, c, s, and i common in their destination. The process of generating activities is described by specifying how an input token set is transformed to a set of output tokens, each token intended for some successor activity. Even though lines in the program graph have no actual physical significance, the activity name generation process for each operator (specified below) makes it clear that the structural integrity of a graph is never violated, i.e., the fields c, s, and p of a destination are easily verified correct. In general, even when logical lines are dynamically created (the A and L operators) and dynamically destroyed (the A⁻¹ and L⁻¹ operators) no line of the program graph is added or deleted. It is somewhat more complex to verify that the history of a line is valid, that is, that no two tokens in the history of a line have the same initiation count value i*. Brief arguments are given to show that all operators produce valid histories, provided these operators are interconnected in a proper way, i.e., according to a syntactically correct ID construct. Any other interconnection of base language operators is undefined.

Below we will specify in detail the semantics of dataflow operators, where we often make use of definition by case. Notationally,

\[(a \rightarrow b; \ c \rightarrow d; \ldots; \ e \rightarrow f; \ g)\]

means that if a holds then token b is the result; otherwise, if c holds then token d is the result; etc., finally, if no condition holds then token g is the result. If no result token is specified (\(\phi\)), then none is produced. Also, the following semantic specifications generally assume that u.c.s.i is the name of the activity under consideration, and that the destination of a token is port p of operator t. Because of the emphasis on activity names, we have logically grouped the fields of the token destination part in the form <activity name, port>, or <u.c.s.i, p>. Further, we often refer to a logical line by the form <u.c.s, p>.

*This statement does not hold for streams. A valid history of a stream line will be discussed in Section 4.
3.2.1 Block Schema (functions and predicates): This category includes \texttt{SELECT} and \texttt{APPEND} as well as all arithmetic and boolean operators. The binary function \( F \) typically specifies the operators of this class:

\[
\text{input} = \{ \langle x, \langle \text{u.c.s.i}, 1 \rangle \rangle, \langle y, \langle \text{u.c.s.i}, 2 \rangle \rangle \} \\
\text{output} = \{ \langle F(x, y), \langle \text{u.c.t.i}, p \rangle \rangle \}
\]

Instead of using the above formal notation, sometimes we will express the semantics by writing the activity name and an abbreviated description of its input and output as follows:

\[
\text{u.c.s.i} \text{- input: port 1} = x \\
\text{port 2} = y \\
\text{output: port 1} = F(x, y)
\]

In case only one port is used, port numbers will be deleted.

As we have said, the history of line \langle \text{u.c.t}, p \rangle is valid if no two tokens have the same initiation count. We define a schema to be valid if given valid input histories it produces valid output histories. Since the initiation count is unchanged from input to output for function and predicate operators, and since no two lines converge on the same input port of any operator, it is clear that if a function operator receives valid input histories, then the output will be a valid history. Furthermore, any block expression (any acyclic interconnection of functions and predicates and other valid schemas) is also valid.

The interesting aspect of the activity name mechanism is that two initiations of a function box need not initiate or terminate in any particular order. Returning to the example of Figure 3.1, the result token corresponding to the input values \( x_2 \) and \( y_2 \) can be produced before the computation with tokens \( x_1 \) and \( y_1 \) ever begins. This obviously increases asynchrony over what it might otherwise be.

3.2.2 Conditional schema: The operator needed to implement conditional schemas is the \texttt{SWITCH} operator. This operator copies the single input datum onto one of the two output lines depending upon the value of the boolean input. A \texttt{SWITCH} does not affect the initiation count field of the tokens passing through it.

Assume in Figure 3.3 that the labels of the \texttt{SWITCH}, \( f \), and \( g \) operators are \( s \), \( t_T \), and \( t_F \), respectively. Then the \texttt{SWITCH} can be described as

\[
\text{u.c.s.i} \text{- input: data-port} = x \\
\text{control-port} = b \\
\text{output: T-port} = (b=\text{true} \rightarrow x; \emptyset)
\]
Figure 3.3
A conditional schema

Figure 3.4
A simplified loop schema
corresponding to expression (3.1)
F-port = (b=false -> x; φ)

The ◊ operator does not affect the initiation count field i, the context field u, or the data part of a token. In fact it does nothing except change the value of the s and p fields according to the (static) program graph connections. (Therefore the ◊ operator is implemented simply by merging it with the operator following it. This operator is needed only to guarantee that lines in a program graph are not connected together in an arbitrary manner.)

Following the example in Figure 3.3, if the history of output x is valid then so will be the history of the lines going into boxes f and g. However, if a token with initiation count i exists on the line going into f, then no token with initiation count i exists on the line going into g. Hence the initiation count of tokens going into f and g are mutually exclusive. Now let us assume that f and g are valid schemas in the base language. Then, like functions and predicates discussed earlier, f and g each merely copies the initiation count from the tokens on its input lines to the tokens on its output lines. Due to the disjointedness of the initiation counts of the tokens on the lines coming out of f and g, only a proper history will result after merging the two lines via ◊. Hence, if the histories of the input lines to a conditional schema are valid, so will be the history of the output. Note that the entire dotted box in Figure 3.3 behaves just like an ordinary function box.

3.2.3 Loop schema: A simplified loop schema is shown in Figure 3.4 where the corresponding ID expression is

\[
\text{( while } p(x) \text{ do }
\begin{align*}
&\text{new } x <- f(x) \\
&\text{return } x
\end{align*}
\) (3.1)

A loop needs operators D, D⁻¹, L, and L⁻¹, as well as a SWITCH. All these operators are control operators and they do not affect the data portion of the tokens passing through them. Each does, however, affect the activity name of the tokens passing through them.

(a) The D operator: This operator is used if and only if there is a cycle in the base language program graph. A token going through this operator is an indication of the fact that the next iteration of the loop is underway. The D box simply increments the initiation
count of the token passing through it.

\[ u.c.s.i -- input = x \]
\[ output = \langle x, u.c.t.i + 1, p \rangle \]

To explain the operation of a loop, assume the L box in Figure 3.4 produces exactly one token and that the initiation count of that token is 1 (we will show shortly that this is indeed the case). If the predicate \( p \) produces a true valued output, then the data token from L will take the T branch output from the SWITCH. If \( f \) is a valid schema then the output line of \( f \) (and the input line to D) will receive a token with an initiation count of 1. The D box then increments the initiation count of the token by one and sends it to the SWITCH and to the predicate \( p \) for the next iteration. As long as only that single first token is output by the L box, the history of each line going into the SWITCH and the predicate will remain valid. Since D always increments the initiation count by one, it can never duplicate an activity name. The operator \( \times \) also preserves histories since the only token it receives from L has an initiation count of 1, and the tokens it receives from D all have initiation counts of two or more. If the loop executes \( n \) times and the predicate produces a false value on its \( n + 1 \)th execution, then the token coming out the F branch of the SWITCH will have initiation count \( n + 1 \). Since this branch terminates the loop, the input to the \( D^{-1} \) operator can never receive more than one token. It is interesting to note that tokens need not go around a loop in any particular order unless constrained by the need for partial results. This situation was illustrated earlier by the program in Figure 2.8 where it is possible for the \( j \)th, the \( j+1 \)st, and in fact all executions of box \( f \) to go on concurrently. Even if the \( j+1 \)st execution of \( f \) terminates before the \( j \)th execution, no confusion or mismatch of activity names can result. The unravelling or unfolding of a loop is a very powerful feature of the unravelling interpreter. Automatic unravelling, constrained only by those data dependencies that are actually necessary, greatly increases the asynchrony of programs (for example, \( f \) could be another nested loop), many of which would otherwise be considered completely sequential.

(b) The \( D^{-1} \) operator: This operator is the inverse of the D operator, and serves to return the initiation count of the token output along with F branch of the SWITCH back to the value 1. The first token that began the loop as output from the L operator had an
initiation count of 1, the D operator incremented it for each iteration of the loop, and now the D⁻¹ operator ensures that the output of the loop also has an initiation count of 1. The D⁻¹ operator is

\[
\text{u.c.s.i -- input = } x \\
\text{output = } \langle x, \langle u.c.t.1, p \rangle \rangle
\]

Before describing the L and L⁻¹ operators, we would like to point out that it is possible to define a base language without them (for example, the languages in [Dennis73] and [Kosinski73] have nothing corresponding to these operators). However, these operators were introduced after we realized that the semantics of ID loops could permit even greater asynchrony of execution. ID loops are pure functions, that is, they have no memory of previous invocations, or equivalently, an execution of a loop expression can receive information only from tokens explicitly input to it. Thus in the case of nested loops it is quite possible that the input tokens for several instantiations of the inner loop may be available at the same time. It is the L and L⁻¹ operators (in conjunction with the D and D⁻¹ operators) which capitalize on this fact by creating a new logical loop schema for each instantiation of that loop, and by destroying that logical schema on loop termination.

(c) The L (loop begin) operator: The L operator accomplishes the creation of a new logical loop by changing the context part of the activity name. Following is a description of an L operator with two inputs (see Figure 3.5a):

\[
\text{u.c.s.i -- input: port 1 = } x \\
\text{port 2 = } y \\
\text{output: port 1 = } \langle x, \langle u'.c.t.1, p_1 \rangle \rangle \\
\text{port 2 = } \langle y, \langle u'.c.t.2, p_2 \rangle \rangle \\
\text{where } u' = (u.s.i)
\]

By changing the context \( u \) to \( u' = (u.s.i) \), L creates a completely new set of logical lines and operators in the loop schema for each input token set it receives. Equivalently, we may note that L puts one token with initiation count 1 on each new set of logical output lines. It is also clear that each token output by L has a unique destination name because, based on that name, we can deduce the input token which was itself assumed to be unique. It should be clear that the requirement placed by the D operator on the L box, namely that the L box produces only one token on each of its
Figure 3.5a
An L operator with two inputs

Figure 3.5b
An $L^{-1}$ operator with two inputs
output lines, is satisfied by the definition of L. (Note that the L operator does not have to wait for all its input tokens to arrive. It may produce an output token as soon as it receives an input token.)

Since all input lines to the loop pass through the L box, all tokens involved in the $i^{th}$ instantiation of a loop will have (u.s.i).c common to their destination activity names. This information is extremely useful in localizing the tokens belonging to a particular instantiation of a loop.

(d) The $L^{-1}$ (loop end) operator: This operator is the inverse of the $L$ operator. It expects only one token on each input line and changes its activity name back to the environment to which the output token belongs. The following description relates to Figure 3.5b:

\[ u'.c.r.l \text{ where } u' = (u.s.i) \]

input: port 1 = x
      port 2 = y

output: port 1 = $<x,<u.c.t_1.i,p_1>>$
        port 2 = $<y,<u.c.t_2.i,p_2>>$

Several facts about the above activity names are worth pointing out. First, only an initiation count value of 1 is valid on any input to $L^{-1}$. Second, statement s in u.s.i must refer to the L operator mate of the $L^{-1}$ under discussion. Third, a close examination of the activity names generated for a given output logical line, say $<u.c.t_1,p_1>$, reveals that several initiations of operator $L^{-1}$, each under a different context, contribute tokens to that logical line. In a sense the $L^{-1}$ operator collapses many input logical lines into new output logical line. For example, input logical lines $<(u.s.1).c.r,j>$, $<(u.s.2).c.r,j>$, ..., $<(u.s.i).c.r,j>...$, all collapse to form the single output logical line $<u.c.t_j,p_j>$. Since each input logical line $<(u.s.i).c.r,j>$ contributes exactly one token with an initiation count value of i to the output logical line $<u.c.t_j,p_j>$, the history of that output logical line is valid.

The reader may be concerned about activity names becoming arbitrarily large because the context field is recursive. Even though this is logically true, names can physically be kept within bounds by proper encoding of the information. As an example of such encoding, consider the possibility of an L operator sending the
context \( u' = u.s.i \) on a special "dummy" token directly to its mate \( L^{-1} \) operator. Then it is easy to see that \( u' \) can essentially be equal in size to \( u \). With the help of the dummy token the \( L^{-1} \) operator will be able to generate the proper output.

Again, note that the dashed box in Figure 3.4 is a valid schema (the \( i \)th set of input values produces the \( i \)th set of output values). Each instantiation of a loop and the corresponding new context \( u' \) is called a loop domain, and all activities within a loop domain can proceed independent of activities outside that loop domain, including loop domains at the same and at other arbitrary nesting levels.

3.2.4 Procedure application: Procedure application is specified by the APPLY operator. Let us assume that the procedure definition value \( Q \) (recall the definition of procedure values from Section 2.5.2) is being applied to arguments \( x \) and \( y \) for the \( i \)th initiation of the APPLY operator. The APPLY operator must create a new logical schema for each instance of execution of APPLY, and in this case the schema to be created is \( Q \). We do this by breaking APPLY into two internal operators called \( A \) (activate) and \( A^{-1} \) (terminate); furthermore, every procedure must have a BEGIN and an END operator. All these operators are related as shown in Figure 3.6. The purpose of the \( A \) operator is to create, for each initiation of that operator, a new logical procedure domain similar to the way in which the \( L \) operator creates loop domains. Because of this similarity, we say that all tokens with \( u.c \) common in their activity names belong to the same logical domain, where that logical domain may be either a loop domain or a procedure domain. The major difference between a loop expression and a procedure application is that the same loop expression is always executed at the same point in a given program, but the particular procedure definition value that arrives on a token at the APPLY may vary, and in general is not known in advance. Equivalently, we can say that a loop is like a nameless procedure that is applied at only one place in the program. In Figure 3.6 the connection between the two logical domains (the calling and the called domain) is with dashed lines since the connection is known only at execution time. Note also that since APPLY is actually carried out by two disjoint operators, it is not possible for an execution of \( Q \) to keep an actual APPLY activity in execution.
indefinitely, for example, if Q never terminates.

Activiy name generation and various other functions of A, A⁻¹, BEGIN, and END are described in the following.

(a) The A (activate) operator: This operator examines the procedure value supplied to determine how many actual parameters are needed for the execution of the procedure. It accomplishes this by matching the elements in the list of formal parameters contained in the procedure value with the actual parameters supplied to the A operator on various input ports. According to the rules explained in Section 2.5.2, a structure α containing the actual parameters input to A, and the actual parameters carried by the procedure value itself, and the environment* structure η, is constructed. This structure α is supplied to the BEGIN operator of the applied procedure. The activity name generation process for the operator A is given below. It shows that a new logical graph is created dynamically corresponding to the applied procedure. Assuming two input ports, we describe the A operator by the following:

\[
\text{u.c.s}_A.i \quad \text{-- input: procedure port} = Q \\
\text{argument port} 1 = x \\
\text{argument port} 2 = y \\
\text{output} = \langle \alpha, \langle u'.cQ.begin.1,1 \rangle \rangle \\
\text{where } u' = (u.c.sT.i)
\]

(b) The BEGIN operator: This operator essentially tears apart the parameter list α that it receives from the A operator. It produces a token for each input variable of the procedure Q (that is, the procedure to which this BEGIN operator belongs) as well as a token carrying the environment value η.

\[
\text{u'.cQ.begin.1 where } u' = (u.c.sT.i) \\
\text{input} = \alpha \\
\text{output: port} 1 = x \\
\text{port} 2 = y
\]

where x and y are selected from α based on the names of the corresponding formal parameters.

(c) The END operator: This operator first constructs a structure β containing the value received on each input port. It then sends this structure to the A⁻¹ operator in the calling domain by changing the context part of the input activity name.

Assuming two inputs, we describe the END operator by the following:

\[
\text{u'.cQ.end.1 where } u' = (u.c.sT.i) \\
\text{input: port} 1 = x \\
\text{port} 2 = y \\
\text{output} = \langle \beta, \langle u.c.sT.i,1 \rangle \rangle
\]

*The environment is discussed in Section 6.
(d) The $A^{-1}$ (terminate) operator: This operator tears the $\beta$ structure apart and matches its elements with the number of output ports. In the case of extra elements in $\beta$, it discards the extra elements in $\beta$, and in the case where more outputs are needed, $A^{-1}$ supplies an output value of $\xi$ (see Section 2.5.2).

\[
\text{u.c.s.t.i} \quad \text{-- input} = \beta
\]

output:
port 1 = x
port 2 = y

where $x$ is either $\beta[1]$ or $\xi$
and $y$ is either $\beta[2]$ or $\xi$

It is clear from the definition of END and $A^{-1}$ that if the END operator were to receive two tokens on some input line (i.e., one token with initiation count 1 and another with an initiation count greater than 1) then it could generate two tokens for $A^{-1}$ with the same activity name $\text{u.c.s.t.i}$ and the history of the output lines on $A^{-1}$ will not be valid. However, if $Q$ is a valid ID procedure, $Q$ cannot produce more than one token on each output line. Hence the $A$, BEGIN, END, and $A^{-1}$ operators, when supplied syntactically correct procedures, will produce only valid histories on all logical lines.

The scheme discussed above for encoding the context part $u'$ on a dummy token sent from an $L$ operator to an $L^{-1}$ operator, is also applicable here between the BEGIN and END operators. Again, this will allow essentially constant space to hold all context names.

3.3 Asynchrony in a sequential algorithm: In this section we analyze the procedure given in Section 2.6.2 for multiplying two matrices. The procedure of expression (2.20) assumes the matrices are stored by rows, so $a[i]$ gives the structure value representing the $i$th row of matrix $a$. While discussing loop schemata in Section 3.2.3 we showed that the unravelling interpreter exploits loop asynchrony in two ways: by unravelling, and by permitting concurrent invocations of the same loop. Asynchrony in matrix multiply depends on both. The innermost dot product will unravel, for if the structure selections and the multiplications take longer than incrementing the index $k$, the $1$ through $m$ values of $k$ will be generated quickly, and the $a[i,k]*b[k,j]$ operations will overlap. But the additions in the innermost loop in this program must be done serially, so it will take $O(m)$ time to generate each dot product s
(each element of row d).

Since the meaning of `new d[j] <- expr` is actually `new d <- d + [j] * expr`, the value of `new d` depends upon the old value of `d` (just like `s` above). However, many instantiations of the innermost loop might be executing concurrently because each value of `j` can be generated faster than a complete execution of the innermost loop. Hence the time complexity of the `j` loop is determined by the sequentiality of the append operations as opposed to the time to generate each element of `d`. Since the first append operation (i.e., `new d[j] <- expr`) cannot begin until the innermost loop produces an answer, the total time to generate a row `d` is `O(m*n)`. Similar arguments can be made for the loop with index `i` to show that the total time complexity of the matrix multiply program is `O(\ell*m*n)`. Note that the total number of multiplications, i.e., the total computational flux, has not changed from that of a purely sequential execution of the same program -- only the overlapping of operations in time has changed. The importance of the unravelling interpreter lies in the fact that it does not recognize unnecessary data dependencies and thereby exploits the semantics of ID programs to enhance the attainable asynchrony.

The above analysis was done assuming unlimited processors. If only enabled operations are scheduled, then it can be shown that processing time is inversely related to the number of processor resources. In the case of matrix multiply, if only one processor were available rather than \( \ell \) processors, the time complexity would be `O(\ell^2 m n)`. 

4. Programming with Streams

All variables discussed in Sections 2 and 3 are called simple variables. Another kind of variable is also possible in Id: a stream variable. Stream variables generalize the possible behavior of an activity in two ways:

1. A simple activity may input (output) a potentially unbounded number of tokens from (onto) a single stream line, and

2. Input and output of streams through an activity is asynchronous, so a single activity may be in the act of producing an output stream while still accepting tokens from an input stream.

As an example, we generate a stream FIB comprising the first k Fibonacci numbers by the statement

\[
\text{FIB} \leftarrow (\text{initial } f \leftarrow 1; \text{ nextf } \leftarrow 1 \text{ for } \text{counter from } 1 \text{ to } k \text{ do} \text{ new } f \leftarrow \text{nextf}; \text{ new nextf } \leftarrow f + \text{nextf} \text{ return all } f) \quad (4.1)
\]

Statement (4.1) has the simple variable k and the constant 1 as its inputs, and produces a stream of tokens at its output FIB. The stream output FIB corresponds to the clause all f, i.e., the ordered sequence of values assumed by f whenever the loop predicate is true (when 1<=counter<k). If k<1 initially, then FIB will receive the empty stream. Figure 4.1 illustrates the stream produced on line FIB for k=5.

As a second example, let us consider the electrical circuit shown in Figure 4.2a. Let the state of an electrical line be represented by an ordered pair giving the voltage and the point in time when that voltage is said to exist on that
Figure 4.1
A stream on line FIB

Figure 4.2a
The circuit of expression (4.2)
Figure 4.2b
Input to and output from the circuit of Figure 4.2a
line. We can then represent the dynamic behavior of an electrical line by a stream of

\[ \text{<time: } t, \text{ voltage: } v \text{> } \]

structured values called a "voltage stream". Suppose at time \( t_i \) the voltage at the output port of Figure 4.2a is \( V_{\text{out}}(t_i) \). If a voltage \( V_{\text{in}} \) is impressed upon the input port at time \( t_i \) and held constant, then the behavior of the circuit at time \( t_{i+1} \) is described by the following equation

\[
V_{\text{out}}(t_{i+1}) = V_{\text{out}}(t_i) + (V_{\text{in}}(t_i) - V_{\text{out}}(t_i))(1 - e^{-\tau(t_{i+1}-t_i)})
\]

where \( \tau \) is the time constant of the circuit. If the input voltage varies in discrete steps then the output voltage will also vary accordingly (see Figure 4.2b). If output voltage is recorded every time a new input voltage is impressed we can express the behavior of the circuit in Figure 4.2a by an Id program. In the following assume IN is the input voltage stream and OUT is the corresponding output voltage stream.

```id
OUT + ( initial in = V_{\text{in}}(t_0); out = V_{\text{out}}(t_0); t = t_0
for each status in IN do
    new t = status.time;
    new in = status.voltage;
    new out = out + (in - out)
        *(1 - e^{(-\tau*(status.time - t))})
return all <time: new t, voltage: new out>) (4.2)
```

The for-each-loop above is a new construct which accepts each token as it arrives on stream line IN, transforms that
token to a simple token and places that token on the simple line "status", and finally executes the body of the loop one time. This behavior is repeated for each token arriving on the incoming stream IN. The return clause at the bottom of the loop is active on each iteration (due to the all construct) and consequently produces an output voltage stream on line OUT. Execution of (4.2) terminates when the end-of-stream is reached on IN. The function performed by (4.2) is interesting for two reasons:

1. It illustrates a "history-sensitive" function, whereby the output produced for a given input depends upon inputs previously received, and

2. Input and output is asynchronous; not all input need be defined before output can be produced.

4.1 Background

Viewing the inputs and outputs of some operating system routines, e.g., I/O drivers, as streams is not new. Streams have also been used by Landin [Landin 65] in describing the applicative semantics of loops in ALGOL-60. There Landin defined a stream as a list (i.e., structure) with some special properties regarding the sequencing of evaluation. Essentially, the elements of a stream (both Landin's and ours) have a total linear ordering and are not required to exist simultaneously. Thus the sequence of values assumed by a loop variable in ALGOL can be easily modelled as a stream. However streams also have practical advantages, especially when subjected to a cascade or a pipeline of editing processes. For example in applicative languages*

---

*Note that Id is an applicative language.
streams enable one to perform operations on lists (such as generating them, mapping them, concatenating them) without using an item-by-item representation of the intermediate resulting lists. More interesting is the fact that streams enable one to postpone the evaluation of the expressions that produce the items of a list, until those items are actually needed. Friedman and Wise have exploited these ideas in pure LISP and other related languages [Friedman & Wise 76a, 76b]. Streams also form an integral part of the language for networks of parallel processes developed by Kahn and MacQueen [Kahn & MacQueen 77].

Streams were first introduced into dataflow by Weng in [Weng 75] where he gave formal rules for constructing "well-formed" dataflow schemata with streams. Weng does not allow any cyclic schema with streams except in a very limited sense; however, recursive schemas are defined in full generality. Weng did not have to extend Dennis dataflow language [Dennis 73] to implement his streams. The principal semantic difference between Id and Weng's streams is that many Id streams can appear on one line, while in Weng's language a stream is identical with the history of a line.

The remaining sub-sections are concerned with showing how streams can be implemented, and how they can be used to solve problems. Streams introduce new capabilities into dataflow that are necessary for programming certain kinds of problems, e.g. the problem of updating databases (this particular history-sensitive function is discussed in depth in Section 5). However, streams are also interesting for problems that can be solved by methods already presented in Sections 2 and 3, except that streams often introduce still another level of asynchrony
which can be very significant in exploiting machine concurrency.

4.2 Implementation of Streams

A stream is an ordered sequence of tokens, each token carrying a value, and where the last token in the stream carries the special value est (end-of-stream). Notationally we can describe the stream of Figure 4.1 in Id by writing the stream constant \([1,1,2,3,5]\); also, the empty stream may be written in Id as \([\ ]\) which comprises exactly one token, the est token. However, the Id programmer is never aware of the est token and cannot use it as a value except by writing \([\ ]\). Extending the notation of Section 3, we denote the \(k\)th token carrying the value \(X_k\) to activity u.c.s.i on stream line \(<\text{u.c.s}, p>\) by

\[<X_k,k>,<\text{u.c.s.i},p>\]

We may denote an entire stream with \(n\) tokens as a set:

\[\{<X_k,k>,<\text{u.c.s.i},p>\mid 1 \leq k \leq n\}\]

where the assumption is that the \(n\)th token is est.

We denote the number of tokens in stream \(A\) (including est) by \(n_A\).

The basic rules given in Section 3 for generating activity names are also valid for streams. Even though an activity may absorb more than one token on a port, no two tokens will have identical stream positions. Hence, each token in the input set for an activity is still uniquely identified. A further requirement on streams makes this task even simpler - a stream
cannot have missing token positions. If the \texttt{est} token appears in stream position \( n \), then a token is defined for each stream position \( k \) such that \( 1 \leq k \leq n \).

The following shows how the four categories of \texttt{Id} expressions - blocks, conditionals, loops, and procedure applications - and some extensions of these expressions are implemented when stream variables are used. We assume that variables are typed as either stream or simple and that the type of a variable does not vary during the execution of a program. For convenience we will denote stream variables with upper case letters. This convention has been observed in both examples given earlier in this section.

4.2.1 \textbf{Block expressions (functions and predicates)}: Several functions and predicates are defined on streams, some of which are primitive and others of which are included in the language simply because they are useful. Many of these functions and predicates will be used in implementing various \texttt{Id} constructs shown later. Activity names for streams in functions and predicates are manipulated in a manner identical to that for simples (see section 3.2.1); only the data parts and the stream positions are affected. Therefore we will show the manipulation of only these parts under the assumption that the input activity name \texttt{u.c.s.i} is transformed into the destination activity name \texttt{u.c.t.i}. If an operator has more than one output then it is assumed that the \( i^{\text{th}} \) output port is connected to input port \( p_i \) of statement \( t_i \). As before, if an operator has only one port then port numbers are not shown.
(a) size (A): This function produces a simple value giving the length of the input stream A (recall that \( n_A \) is the number of tokens in stream A, including the \( \text{est} \) token).

\[
\text{u.c.s.i -- input: (stream) } \{<A_k, k> \mid 1 \leq k \leq n_A\}
\]

\[
\text{output: (simple) } n_A - 1
\]

(b) empty (A): This predicate produces a boolean token \text{true} if \( A = [\ ] \), otherwise a \text{false} token is produced.

\[
\text{u.c.s.i -- input: (stream) } \{<A_k, k> \mid 1 \leq k \leq n_A\}
\]

\[
\text{output: (simple) } (n_A = 1 \rightarrow \text{true}; \text{false})
\]

(c) first (A): This function outputs the first token of stream A provided stream A is not empty.

\[
\text{u.c.s.i -- input: (stream) } \{<A_k, k> \mid 1 \leq k \leq n_A\}
\]

\[
\text{output: (simple) } (n_A = 1 \rightarrow \xi; A_1)
\]

(d) rest (A): The result stream is all but the first member of stream A.

\[
\text{u.c.s.i -- input: (stream) } \{<A_k, k> \mid 1 \leq k \leq n_A\}
\]

\[
\text{output: (stream) } (n_A = 1 \rightarrow \{<\text{est}, 1>\}; \{<A_{k+1}, k> \mid 1 \leq k \leq n_A - 1\})
\]

(e) cons (x,A): The output stream has x as the first member and A as the rest, i.e. if \( X \) represents the output stream then \( X = \text{cons} (\text{first} (X), \text{rest}(X)) \).

\[
\text{u.c.s.i -- input: port 1 (simple) } = x
\]

\[
\text{port 2 (stream) } = \{<A_k, k> \mid 1 \leq k \leq n_A\}
\]

\[
\text{output: (stream) } \{<x, 1>\} \cup \{<A_{k-1}, k> \mid 2 \leq k \leq n_A + 1\}
\]

(f) consl (A,x): This function is similar to cons except that the input x appears at the end of the output stream.

\[
\text{u.c.s.i -- input: port 1 (stream) } = \{<A_k, k> \mid 1 \leq k \leq n_A\}
\]

\[
\text{port 2 (simple) } = x
\]
output: (stream) \{<A_k, k> \mid 1 \leq k \leq n_A - 1\} \cup \\
\{<x, n_A, est, n_A + 1>\}

(g) \textbf{concatenate}(A,B): The output is a stream with the tokens of A (except the est token) preceding the tokens of B.

\begin{align*}
\text{u.c.s.i -- input: port 1 (stream)} &= \{<A_k, k> \mid 1 \leq k \leq n_A\} \\
\text{port 2 (stream)} &= \{<B_k, k> \mid 1 \leq k \leq n_B\}
\end{align*}

output: (stream) = \{<A_k', k> \mid 1 \leq k \leq n_A - 1\} \cup \\
\{<B_k', n_A - 1 + k> \mid 1 \leq k \leq n_B\}

(h) \textbf{filter}(x,A): This function produces two output streams. The stream on output port 1 contains all those tokens of A that are not equal to x, while the stream on output port 2 specifies the input stream position of those tokens selected to appear at output port 1.

\begin{align*}
\text{u.c.s.i -- input: port 1 (simple)} &= x \\
\text{port 2 (stream)} &= \{<A_k', k> \mid 1 \leq k \leq n_A\}
\end{align*}

output: port 1 (filtered stream)
\[
= \bigcup_{1 \leq k \leq n_A} (A_k \neq x \cup \{<A_k', \text{count}>\}; \emptyset)
\]

port 2 (position stream)
\[
= \bigcup_{1 \leq k \leq n_A} (A_k \neq x \cup \{<k, \text{count}>\}; \emptyset)
\]

\underline{where} \text{ count } = \# \{j \mid 1 \leq j \leq k \land A_k \neq x\}

(i) \textbf{equalize}(A,B): This function outputs two equal length streams formed from input streams A and B by truncating the longer of A and B to the length of the shorter. The truncated portions of A and B are also output as remainders (one of these two output remainder streams will be empty, by definition).

\begin{align*}
\text{u.c.s.i -- input: port 1 (stream)} &= \{<A_k', k> \mid 1 \leq k \leq n_A\} \\
\text{port 2 (stream)} &= \{<B_k', k> \mid 1 \leq k \leq n_B\}
\end{align*}
output: port 1 (equalized A stream)

= (n_A ≤ n_B → {<A_k, k> | 1≤k≤n_A})

{<A_k, k> | 1≤k≤n_B-1} u {<est, n_B>}

port 2 (equalized B stream)

= (n_B ≤ n_A → {<B_k, k> | 1≤k≤n_B})

{<B_k, k> | 1≤k≤n_A-1} u {<est, n_A>}

port 3 (remainder of A stream)

= (n_A ≤ n_B → {<est, 1>})

{<A_{n_B-1+k}, k> | 1≤k≤n_A-n_B+1})

port 4 (remainder of B stream)

= (n_B ≤ n_A → {<est, 1>})

{<B_{n_A-1+k}, k> | 1≤k≤n_B-n_A+1})

(j) extend(A,x,B,y): This function also outputs two streams of equal size, formed from the input streams A and B. However the length of the output streams is equal to the longer of streams A and B. The shorter stream is extended by x or by y depending upon which input stream is to be extended.

u.c.s.i -- input: port 1 (stream) = {<A_k, k> | 1≤k≤n_A}

port 2 (simple) = x

port 3 (stream) = {<B_k, k> | 1≤k≤n_B}

port 4 (simple) = y

output: port 1 (extended A stream)

= (n_A ≤ n_B → {<A_k, k> | 1≤k≤n_A-1}) u

{<x,k> | n_A≤k≤n_B-1} u {<est,n_B>};

{<A_k, k> | 1≤k≤n_A})
port 2 (extended B stream)  
= (n_B ≤ n_A → \{<B_k, k> | 1 ≤ k ≤ n_B - 1\} ∪ \\
{<y, k> | n_B ≤ k ≤ n_A - 1} ∪ \{<est, n_A>\}; \\
{<B_k, k> | 1 ≤ k ≤ n_B})

(k) \text{exif}(A, B, x): This operator means "extend A to B by x, if necessary," and is a useful combination of the equalize and extend operators as shown in Figure 4.3. Unlike extend and equalize, \text{exif} is not symmetric. It produces a stream which is equal in length to stream B. In case A is longer than B, the output stream contains the first \(n_B - 1\) tokens of A. Otherwise enough x tokens are added behind stream A to extend its length to that of stream B. The remainder of stream A is also produced on a separate port.

The above functions and predicates are available to the Id programmer; some will also be used later to implement the for-each-loop and other constructs. As has already been pointed out, the general rules for activity name manipulation are also followed by stream functions. However, as opposed to simple functions, stream operators can begin producing output tokens as soon as enough input has been received to calculate any result token(s). For example \text{rest}(A) can produce tokens as soon as it receives any input token. In particular, the arrival order of tokens for \text{rest}(A) is totally immaterial. Similarly \text{empty}(A) can produce a \text{true} or a \text{false} token as soon as it receives any token belonging to stream A. But even though answers can be produced before all input has been received, the activity continues to remain in existence until it absorbs all its input tokens. (Otherwise, there would be unused tokens left to clutter up the machine.)

To understand the kind of asynchrony that is possible with streams, let us consider the block expression (4.3).
Figure 4.3

Definition of the EXIF macro operator
The \texttt{cons} function outputs the token \texttt{<A_1,1> = <3,1>} immediately upon receipt of the simple input value 3. Thus the input stream \texttt{A} to \texttt{cons} is defined, which allows \texttt{cons} to produce token \texttt{<A_2,2> = <3,2>} etc. In this manner \texttt{A} becomes an infinite stream of 3s, while \texttt{B} is the result of concatenating the stream \texttt{[2,7,4]} and \texttt{A}. Both \texttt{A} and \texttt{B} are returned as the (infinitely long stream) result of (4.3).

We indicated above that tokens within a stream may appear as input to an activity at a time out of phase with their positions in the stream. Such a condition might easily arise in an implementation with varying token communication delays. But even more important we also allow stream output tokens to be produced in a time order unrelated to stream position order. Thus tokens appearing late in physical stream position might still be produced early in time.

4.2.2 \textbf{Conditional expressions:} Consider the Id conditional expression

\[(\textbf{if } p(x,A) \textbf{ then } f(A) \textbf{ else } g(B))\] (4.4)

where \texttt{f(A)} and \texttt{g(B)} are streams. The base language translation of (4.4) is identical to the case when \texttt{f(A)} and \texttt{g(B)} are simples. The meaning is that if the predicate is \texttt{true} (the predicate must be a simple boolean value), then the result of the expression is stream \texttt{f(A)}, else it is stream \texttt{g(B)}. Any expressions may appear in the \texttt{then} and \texttt{else} clauses that satisfy the rule.
given in Section 2.2 for the case of simple value expressions (e.g. both clauses must specify the same number of results). There is only one further condition we must now impose on the expressions appearing in the then and else clauses: corresponding results in the then and else clauses must both be simples or both be streams.

To implement the above conditional on streams, we simply extend the definition of the SWITCH (Section 3.2.2) operator for the case of stream data inputs:

$$\text{u.c.s.i} \rightarrow \text{input: data port (stream)} = \{X_k, k \mid 1 \leq k \leq n_X\}$$

control port = b

output: T-port (stream) = (b=\text{true} \rightarrow \{X_k, k \mid 1 \leq k \leq n_X\}; \phi)

F-port (stream) = (b=\text{false} \rightarrow \{X_k, k \mid 1 \leq k \leq n_X\}; \phi)

Just like any other operator, a SWITCH with stream input is asynchronous from input to output, so if the boolean token has already arrived then each stream input token can be output immediately without waiting for further input.

4.2.3 Loop expressions: Loops on streams can be very involved expressions. However, if streams appear simply as another variable in a loop, then the schemata already discussed in Section 3.2.3 provide the appropriate semantics - we simply extend the operators D, D⁻¹, L, and L⁻¹ to handle stream input and output just as we did for the SWITCH operator above by
replacing any reference to a simple variable \( x \) in the definition with the stream reference \( \{ \langle X_k, k \rangle \mid 1 \leq k \leq n_x \} \).

As we saw at the beginning of this section there are also some new loop constructs concerning streams. The following paragraphs consider these constructs.

4.2.3.1 The \textbf{all} construct: A loop is a natural stream generator as demonstrated by expression (4.1). A somewhat idealized loop incorporating the \textbf{all} construct is

\[
( \text{initial } x \leftarrow f(a) \\
\text{while } p(x,n) \text{ do } y \leftarrow g(x,n) ; \text{new } x \leftarrow h(y) \\
\text{return all } x, \text{ all } y, x ) \tag{4.5}
\]

the base language translation for which is given in Figure 4.4 where we have introduced a new operator:

(a) The \( E^{-1} \) operator: This operator is necessary for implementing the \textbf{all} construct. It accepts a simple token as input and changes its activity name to conform to a token belonging to a stream.

\[
u.c.s.i \rightarrow \text{input: (simple) } x \\
\text{output: (stream element) } \langle \langle x,i \rangle, \langle u.c.t.1,l \rangle \rangle
\]

Note that every initiation of operator \( E^{-1} \) with activity name prefix \( u.c.s \) contributes to the production of the same stream, that is the stream on line \( \langle u.c.t.1 \rangle \). Further note that this output stream always has an initiation count of 1.

There are two important points about Figure 4.4. First, recall that \( L^{-1} \) is asynchronous on stream input and output (\textbf{all} \( x \) and \textbf{all} \( y \) in the above example). Second, \textbf{all} \( x \) returns exactly those \( x \) for which \( p(x,n) \) is true, and this means that
Figure 4.4
Compilation of expression (4.5)
showing the `all` construct
the final x is not included in the output stream. The figure also shows that since any stream is terminated by an \texttt{est} token, \texttt{est} is automatically output for every stream being generated. Note that the history of each stream line is valid and that the streams produced have no missing tokens.

The \texttt{all} clause is not necessary for writing stream programs in \texttt{Id}, but it can simplify matters considerably. Expression (4.6) produces the same results as (4.5) but involves substantially more computation (two partial streams are circulated completely around the loop on each iteration), and it functions with far less asynchrony.

\begin{verbatim}
(initial x <- f(a); X <- [ ]; Y <- [ ]
while p(x,n) do
    y <- g(x,n);
    new Y <- cons(X, y);
    new x <- h(y);
    new X <- cons(X, x)
return X, Y, x)
\end{verbatim}

(4.6)

The base language translation of expression (4.6) is given in Figure 4.5. Even though expression (4.5) and (4.6) produce the same results, they are semantically different because they result in different base language programs. This situation is quite different from the translation of for-loops into while-loops that was discussed in Section 2.3, since the semantics of a for-loop can only be expressed in terms of a while-loop. In this sense, expression (2.11) and (2.12) are semantically the same since they result in identical base language programs; again, this is not the case for expressions (4.5) and (4.6).
Figure 4.5
This loop (from expression (4.6)) produces results identical to the loop of Figure 4.4, but by circulating streams.
4.2.3.2 The for-each construct: Another new loop construct is the for-each-loop shown earlier in expression (4.2). To show how a for-each-loop is translated, as well as some other new constructs, consider expression (4.7) for computing the number \( s \) of elements in stream \( B \) that satisfy some predicate \( q \).

\[
\begin{align*}
\text{(initial } s & \leftarrow 0 \\
\text{for each } b \text{ in } B \text{ do} \\
& \quad \text{if } q(b) \text{ then } s \leftarrow s + 1 \\
& \quad \text{return } s, \text{ all new } s \) \\
\end{align*}
\]

(4.7)

First note that the default meaning of the conditional statement is

\[
\text{(if } q(b) \text{ then new } s \leftarrow s + 1 \text{ else new } s \leftarrow s)
\]

Second, expression (4.7) produces not only the final value \( s \) but it also produces a stream giving a running count of the number of tokens in \( B \) that satisfy the predicate \( q \). The phrase \text{new } s in the return clause refers to the newly created value of \( s \), rather than the old value of \( s \). The base language translation of expression (4.7) is given in Figure 4.6. As before, it uses the \( E^{-1} \) operator for the \text{all} construct, but a new operator \( E \) is introduced to implement the \text{for-each} construct:

(b) The \( E \) operator: Each activity of this operator takes a single stream of tokens as input and produces a sequence of simple tokens for different initiations of the operator that follows it.

\[
\text{u.c.s.l -- input: (stream) } \{ <X_k, k> | 1 \leq k \leq X \} \\
\text{output: (simples) } \{ <X_k, u.c.t.k, p> | 1 \leq k \leq X \}
\]
Figure 4.6
Translation of expression (4.7)
showing the for-each construct
Note that the input stream always has an initiation count of 1, and that the initiation counts of the output tokens correspond exactly to the stream positions of those tokens in the input.

So the reader may be certain of the semantics of expression (4.7), a while-loop equivalent is given in (4.8):

\[
\begin{align*}
\text{( initial } s &\leftarrow 0; S \leftarrow [ ] \quad \text{while not empty (B) do} \\
&\quad \text{if } q(\text{first}(B)) \text{ then new } s \leftarrow s+1; \\
&\quad \text{new } B \leftarrow \text{rest}(B); \\
&\quad \text{new } S \leftarrow \text{cons}(S, \text{new } s) \\
&\quad \text{return } s, S \text{) (4.8)}
\end{align*}
\]

Suppose we modify the above problem slightly so that in addition to producing a stream giving a running count of those elements in B that satisfy predicate q, let us determine the size of the smallest prefix of B that contains n such elements. We also wish to output the suffix of stream B, if any, after determining the above prefix. A program for this new problem is

\[
\begin{align*}
\text{( initial } s &\leftarrow 0; i \leftarrow 0 \\
&\text{for each } b \text{ in B while } s < n \text{ do} \\
&\quad \text{new } i \leftarrow i+1; \\
&\quad \text{if } q(b) \text{ then new } s \leftarrow s+1; \\
&\quad \text{return all new } s, i, \text{ remainder } B \text{) (4.9)}
\end{align*}
\]

This loop can terminate for one of two reasons: s<n and B runs out of tokens, or s=n. In the first case the final value of i will be the size of stream B, while the remainder of B will be the empty stream. In the second case, i will give the desired result and the remainder stream will contain all
those elements of B which come after the $i^{th}$ element. Expression
(4.9) can also be written as a pure while-loop by changing
the loop predicate of expression (4.8) to $(\text{not empty}(B) \land s < n)$
and by introducing some detail involving i. However, since
B may be an infinite stream*, we are most interested in the
latter expression, the semantics of which appears in Figure 4.7.
This concern is quite practical since an infinite stream
should not be circulated in a loop, rather it should be taken
apart one token at a time as in a for-each-loop. Figure 4.7
also shows stream B some distance from the E operator, since
not all tokens in B will necessarily be used prior to loop
termination. Thus a signal is necessary to indicate whether a
token from stream B is needed or not. If the loop predicate
turns false, then the signal stream (labelled S in Figure 4.7)
is terminated by generating an est token. Also, since a
token must be received from stream B before the loop can begin
execution, a true valued token is put in front of the signal
stream by cons. (This starts the whole mechanism.) The signal
stream is used as a control input to the exif operator placed
between the L and the E operators. The exif operator acts like
a valve and lets a token pass only if it is needed for the next
iteration of the loop. Due to the extra true token in the signal
stream, the last token coming out of operator E is also extra and
it is destroyed by the DELETE-est operator which is represented
by [est] in the diagrams.

*Infinite streams are not just a mathematical curiosity, but are
very useful in modelling continuously operating systems.
Figure 4.7
A for-each-while loop corresponding to expression (4.9)
(c) The DELETE-est operator: This operator lets all the tokens except the est token pass through. This operator is not available to the Id programmer.

\[ u.c.s.i \rightarrow \text{input} = x \]

\[ \text{output} = (x \neq \text{est} \rightarrow x; \emptyset) \]

The graph enclosed in the lower dashed box in Figure 4.7 is needed to generate the correct remainder of stream B. When the predicate s<n turns false before tokens in stream B are exhausted, the remainder stream produced by the \textit{exif} operator does not contain the first unused token of stream B (i.e., the last token to enter the loop body). The conditional construct of the dashed box is used to include this last token in the remainder stream under the appropriate condition.

The program shown in Figure 4.7 will terminate prematurely if there are any \(\epsilon\) tokens in the input stream B. This problem is easily avoided either by keeping the \(\epsilon\) token used by the \textit{exif} operator distinct from all the other possible \(\epsilon\) tokens (say, based on token names) or by generating the boolean sequence needed by the loop predicate (line c in Figure 4.7) directly on the basis of the input stream B and the signal stream S.

As a notational abbreviation in future base language program graphs, we will use the EACH macro-operator in place of both of the areas enclosed in dashed boxes shown in Figure 4.7. The EACH operator has sufficient information to generate the remainder stream also. Hence, we do not show the two outputs
marked "last" as inputs to the EACH operator.

It is also possible to write the following type of loop:

```plaintext
for each b in B while p(b,x) do
```

where the tokens being extracted from the input stream are also part of the loop predicate. Since the last b may be an \( \epsilon \) token (actually an \texttt{est} changed to an \( \epsilon \) token), an error may be caused by evaluating \( p(b,x) \) unnecessarily; thus, the base language translation of \( p(b,x) \) is actually

```plaintext
(if b \neq \epsilon then p(b,x) else false)
```

Extra care has been taken to ensure that no tokens remain in the loop domain at loop termination. We note this point since it would be possible to speed-up loop execution even further if token clean-up was not a requirement.

4.2.3.3 The \texttt{next} construct: This mechanism has meaning only when embedded in a loop and is very useful for merging streams on the basis of some condition. Suppose we have two streams \( X \) and \( Y \) and a stream \( B \) of boolean values. A new stream may be formed by successively taking tokens from stream \( X \) and stream \( Y \) depending upon whether the token in stream \( B \) is \texttt{true} or \texttt{false}. The semantic effect we wish to achieve is described by expression (4.10).
(for each b in B do
  (if b then z ← first(X); new X ← rest(X)
   else z ← first(Y); new Y ← rest(Y))
  return all z, X, Y) (4.10)

Stream all z is the desired stream, and X and Y are remainder streams. The syntax described so far is inadequate for achieving the above without circulating the streams X and Y. As before, we consider the circulation of streams X and Y wasteful since at most one token is used from either stream in each iteration of the loop. We introduce the next construct to build the desired stream without circulating either X or Y. An expression equivalent to (4.10) using next is

( for each b in B do
  z ← (if b then next X else next Y)
  return all z, remainder X, remainder Y) (4.11)

The next construct behaves in a manner distinctly apart from our other constructs since next X takes a token from stream X only when one is needed. For example, in (4.11) a token is taken from X only when b is true, and no token is taken when b is false. To see how this works, associate a virtual counter with each stream X and a predicate with each next X operator. The counter associated with stream X is incremented when any of the predicates associated with next X is true. (For the present assume there is at most one next X.) For example, in expression (4.11) the predicate associated with next X is "b", while the predicate associated with next Y is "not b". A compiler can detect the predicate associated with each next. In order to translate next X, we generate
a stream containing the successive boolean values of the
associated predicate. The length of this stream is determined
by the number of times the encompassing loop is executed.
Once this boolean stream has been formed, we filter out all
false tokens and send the resulting stream of true tokens
to the control input of an exif operator. The exif operator
interprets the stream of true tokens as a stream of signals
that indicate when a token should be released from stream
X. The base language translation of expression (4.11) is
shown in Figure 4.8. The exif operator here also behaves
like a valve on a stream just as it does in a for-each-while
loop. A new operator DIST (distribute) is needed in Figure
4.8 to generate the appropriate activity names for stream X
tokens that are released into the loop. Again it should be
pointed out that some of the complexity of the program in
Figure 4.8 would vanish if self clean-up were not required.

(d) The DIST operator: The purpose of this operator is to
distribute tokens only to specific initiations of
another operator. This operator is available to the
programmer only via the next construct:

```
  u.c.s.i -- input: data port = x
           control port = j
           output = <x, <u.c.t.j,p>>
```

As a notational abbreviation we will use the NEXT macro-
operator in future base language program graphs in place of
the larger network outlined in Figure 4.8. Since the exif
operator does not use the values of the tokens in the signal
Figure 4.8
Compilation of expression (4.11),
showing the next construct
stream, we can use the stream containing the position integers for signaling purposes. This will further cut down the overhead.

The following is a more complicated example of a program that merges streams. Suppose three input streams X, Y, and Z are to be merged into two output streams according to specifications given by stream I. Let i represent an individual token from stream I. If i=1 then a token is taken from both stream X and stream Y, and their sum is merged into the output; stream Z is left undisturbed. If i=2 then X is left undisturbed but the sum of the next tokens from Y and Z is taken. In case i=3 a token is taken from streams X and Z while Y is not affected. Expression (4.12) shows how these streams might be formed.

\[
\text{(for each } i \text{ in I do)}
\]
\[
\text{(if } i=1 \text{ then new X } \leftarrow \text{ rest}(X); \text{ new Y } \leftarrow \text{ rest}(Y); \ a \leftarrow \text{ first}(X)+\text{ first}(Y); \ b \leftarrow \text{ first}(Y); \text{ else if } i=2 \text{ then new Y } \leftarrow \text{ rest}(Y); \text{ new Z } \leftarrow \text{ rest}(Z) \ a \leftarrow \text{ first}(Y); \ b \leftarrow \text{ first}(Y)+\text{ first}(Z) \text{ else new X } \leftarrow \text{ rest}(X); \text{ new Z } \leftarrow \text{ rest}(Z) \ a \leftarrow \text{ first}(X); \ b \leftarrow \text{ first}(Z))\]
\[
\text{return all a, all b )} \tag{4.12}
\]

For input stream I = [1,1,2,1,3,2], the following output streams would be produced by expression (4.12):

\[
A = [x_1+y_1, x_2+y_2, y_3, x_3+y_4, x_4, y_5]
\]
\[
B = [y_1, y_2, y_3+z_1, y_4, z_2, y_5+z_3]
\]

Expression (4.13) instead uses the next operator to produce the same output as expression (4.12).
\[(\text{for each } i \text{ in } I \text{ do } a, b \leftarrow \]
\[(\text{if } i = 1 \text{ then next } X \text{ +next } Y, \text{ next } Y; \]
\[\text{else if } i = 2 \text{ then next } Y, \text{ next } Y + \text{ next } Z; \]
\[\text{else next } X, \text{ next } Z) \]
\[\text{return all } a, \text{ all } b) \]
\[(4.13)\]

The translation of expression (4.13) is quite involved; the following program is semantically identical to expression (4.13) but is better suited for illustrating the techniques of compiling the next construct. (Nevertheless, the programmer would probably consider (4.13) easier to write.)

\begin{verbatim}
1 ( for each i in I do
2    a, b + (if i=1 then (y_1 + next Y ; return next X +y_1,y_1)
3        else if i=2 then (y_2 + next Y; return y_2,y_2+next Z)
4        else next X, next Z)
5    return all a, all b)
\end{verbatim}

As noted before there may be several next constructs referencing a given stream, the associated predicates of which are not necessarily identical. For example, the predicate associated with next X in line 2 of (4.14) is "i=1" while the predicate associated with the next X of line 4 is "i$\neq$1 and i$\neq$2". Recall that there is exactly one counter associated with each stream regardless of the number of next clauses in which it appears. This implies that next X on line 2 is affected by next X on line 4, and vice-versa. The translation process deals with this situation in essentially the following way (below we will state the limitations of the translation technique):

1. Generate sequences of true/false tokens for every next operator in a loop (remember that only the innermost loop encasing a next affects its behavior). If the ith token in such a sequence is true, then the ith
iteration of the loop requires a token from the stream being input to the next.

2. All such true/false sequences associated with the same stream (say X) are logically ORed element by element to generate signal stream for input to the NEXT macro-operator. In this way the NEXT macro produces a token exactly when some next associated with X requires a token.

3. The remaining problem is to send the token produced by the NEXT macro to the appropriate place. Information regarding which next clause expects the token is contained in the true/false sequence associated with that next; these true/false sequences are thus used to switch the tokens to the waiting clause.

It is possible to take advantage of the fact that a given predicate may be associated with several next expressions on the same or different streams. We can, in general, reduce the number of true/false sequences that must be generated and thus considerably reduce overhead as shown in Figure 4.9.

The scheme described above operates properly when the next clauses associated with a stream are "properly nested" in conditional expressions. The following is an example where the above translation technique fails.

(for ... 
  \mathbf{b} \leftarrow (\text{if}(\text{if} \ p \ \text{then} \ X \ \text{else} \ f(y)) \ \text{then} \ \text{next} \ X \ \text{else} \ g(y)) \\
  \vdots \\
  \text{return} ...)

It may be possible to assign some reasonable meaning to the above next clauses, but at this point we are not prepared to specify such complex semantics, nor does it appear essential to do so. As we will show in Section 5 (Resource Managers),
Figure 4.9

The NEXT construct and the compilation of expression (4.13)
the next operator is already quite convenient and sufficiently powerful for programming interesting problems.

4.2.3.4 The but construct: This construct is used in conjunction with the all construct to withhold some tokens from a stream. For example, if the return clause of a loop expression is

```
return all x but a
```

then only those values of x that are not equal to a will be returned. This construct was mentioned previously (Section 4.2.1(h)) when discussing the filter function, but is repeated here due to its common use in loops; implementation is straightforward and is shown in Figure 4.10.

4.2.3.5 Streaming a function: A common programming situation is to perform an operation on several streams, element by element. Since the streams may be of different sizes several options exist. We have decided to let the smallest of the input streams determine the size of the output stream. Alternate semantics can be programmed by using the extend operator. Expressions (4.15) and (4.16) give two different syntaxes for streaming a binary function.

```
( for each x in X; y in Y do
  z = \( f(x,y) \)
  return all z, remainder X, remainder Y)
```

(4.15)

```
[f(@X, @Y)]
```

(4.16)
Figure 4.10

The but construct is used to model digital filter systems. The general form of the but construct is shown in the diagram. The input signal $x$ is fed into the filter, which processes it and outputs the result $a$. The output $a$ can then be fed back into the system, or used elsewhere in the circuit.

The but construct is a fundamental component in digital signal processing and is used in a variety of applications, from audio processing to telecommunications. It is characterized by its ability to filter out unwanted frequencies and pass desirable ones, making it a powerful tool in the hands of engineers and scientists.
The syntax of expression (4.16) does not permit the remainder of streams X and Y to be returned.

An example:

Now, we present a program to generate in ascending numerical order the first n elements of the set \( \{2^i 3^j 5^k \mid i,j,k \geq 0\} \) \cite{Dijkstra76, KahnMacQueen77}. One method for generating this sequence uses the three queues X1, X2, and h3. Queue X1 contains numbers which are two times the number last output, while queue X2 contains numbers which are three times the number last output. The third queue h3 is of length one and contains five times the number last output. At any given point, the next number output is the smallest number at the head of the three queues (i.e., \( \min(h_1, h_2, h_3) \) where \( h_i \) is the head of the \( i^{th} \) queue). If the \( i^{th} \) queue has the smallest number at its head (thus becoming the next number output), then a new element is added to every queue before the \( i^{th} \) queue, according to the rules stated above.

Expression (4.17) produces the desired set as the stream output A. It is unusual in that it uses streams X1 and X2 as inputs to the same loop that generates them.
(A, X1, X2 + (initial h₁, h₂, h₃ + 2, 3, 5)
   for i from 1 to n do
   c = min(h₁, h₂, h₃);
   (if c = h₁ then a, x₁, x₂ + h₁, 2*h₁, λ; new h₁ + next X1
   else if c = h₂ then a, x₁, x₂ + h₂, 2*h₂, 3*h₂;
               new h₂ + next X2
   else a, x₁, x₂ + h₃, 2*h₃, 3*h₃; new h₃ + 5*h₃)
   return all a, all x₁, all x₂ but λ) \ (4.17)

4.2.4 Procedure application: Recall from Section 3.2.4 that procedure application actually involves the four operators A, A⁻¹, BEGIN, and END. Like other control operators, the semantics of these operators must also be extended to handle streams. However, the change in the semantics here is more involved. We consider each operator in turn.

(a) A (activate): In Section 3.2.4 the A operator always had one output port which produced a single token carrying the value of structure a (the list of actual parameters). In order to maintain the asynchrony of streams as well as to handle infinite streams, it is necessary that a stream parameter be treated independent of structure a. Therefore the A operator has a separate output port for each stream parameter implied by the procedure definition being applied. If too few or too many input streams are actually supplied to operator A, then we follow the rules given in Section 2.5.2 and supply empty streams or delete extra streams as required. The following description is for the case when the procedure being applied requires one stream parameter and two simples.

u.c.sₐ₁ -- input: procedure port = q
argument port 1 (simple) = x
argument port 2 (simple) = y
argument port 3 (stream) = { <Zₖ, k> | 1 ≤ k ≤ n}
output: port 1 (simple) = \langle u, u'.c_Q.begin.1, 1 \rangle
port 2 (stream) = \{ \langle Z_k, k \rangle, u'.c_Q.begin.1, 2 \rangle \mid 1 \leq k \leq n \}
where u' = (u.c_Q.s_T.i)

(b) The BEGIN operator: The extension of the semantics given in Section 3.2.4(b) are quite straightforward and need no further explanation.

(c) The END operator: Here again, each stream output must be treated independently of the simple outputs (β). In the following we assume the END operator receives two simple inputs and one stream input.

\[ u'.c_Q.end.1 \quad \text{where } u' = (u.c.s_T.i) \]

input: port 1 (simple) = x
port 2 (simple) = y
port 3 (stream) = \{ \langle Z_k, k \rangle \mid 1 \leq k \leq n \}

output: port 1 (simple) = \langle β, u.c.s_T.i, 1 \rangle

where β is \langle x, y \rangle
port 2 (stream) = \{ \langle Z_k, k \rangle, u.c.s_T.i, 2 \rangle \mid 1 \leq k \leq n \}

(d) The A^−1 operator: This operator, in addition to doing what is described in 3.2.4(d), also adds streams or deletes extra streams. Activity name generation is extended in an obvious way from the case of simples to handle streams as well.

It is clear from the semantics given above that applying a procedure with stream arguments and stream results causes that procedure as a whole to be asynchronous from input to output.

4.4 Pipelining effect in stream programs

We illustrate the natural cascading effect of streams by the program in (4.18) to generate primes according to the Sieve of Eratosthenes algorithm. A recursive version of this procedure is given in [Weng 75]. (See also [Kahn & MacQueen77]).
procedure SIEVE(LIST)
    (while not empty (LIST) do
        prime ← first (LIST);
        new LIST ← (delete all the multiples of prime from LIST!
            for each item in LIST do
                a ← (if mod(item, prime) = 0 then λ else item)
                return all a but λ)
    return all prime)  (4.18)

The above procedure, when applied to a stream of integers from 2 through n, will iteratively create sieves, each of which filters out multiples of the first item of the iteratively created LIST. Each iteration of the outer loop generates one prime number and a sieve; it is this sieve that produces a stream of integers for the next sieve if that stream is non-empty (see Figure 4.11). The predicate empty(LIST) can be decided by examining any token of stream LIST. Therefore the next iteration of the loop will begin as soon as any token of the stream new LIST is produced. Since the LIST gets smaller after every sifting, it is possible that many sieves may work simultaneously. The amount of time it takes to do the i-th iteration of the outer loop is $O(s_i)$ where $s_i$ is the number of tokens in the LIST for the i-th iteration (recall from Section 4.2.3 that filtering is completely sequential). However, due to the pipelining of sieves the total time to execute procedure SIEVE will also be $O(s)$ where $s$ is the size of the largest LIST. Obviously the size of the initial LIST is the largest and thus the SIEVE procedure will take $O(n)$ time (assuming an unlimited number of processors is available).
Figure 4.11
The Sieve of Eratosthenes in execution

Figure 4.12
Deterministic interprocess communication channels
In order to illustrate the asynchrony of this stream procedure we compare it with the non-stream version of the Sieve of Eratosthenes given in (4.19) following:

\[
\text{procedure sieve (list, s) !s is the number of elements in the list! )} \\
\text{(initial p \in \Lambda; i \leftarrow 1)} \\
\text{while s \neq 0 do} \\
\text{new p[i] \leftarrow list[i];} \\
\text{new i \leftarrow i+1;} \\
\text{new list, new s \leftarrow (initial a \in \Lambda; k \leftarrow 1)} \\
\text{for j from 1 to s do} \\
\text{(if mod (list[j], p[i]) \neq 0) then new a[k] \leftarrow list[j];} \\
\text{new k \leftarrow k+1)} \\
\text{return a, k-1) (4.19)}
\]

Even though each sieve still takes \(O(s_1)\) time, this procedure \(m\) takes \(O(\sum_{i=1}^{m} s_i)\) time, assuming there are \(m\) primes in the first \(n\) numbers. Since a complete new list has to be produced before the next iteration begins, no overlapping of the sieves is possible.

We again want to emphasize the fact that these significant speedups of programs takes place automatically. Dataflow programs generally are more asynchronous than their counterparts in sequential languages, and dataflow programs with streams are even more asynchronous than comparable dataflow programs without streams. It should also be noted that the actual number of processors do not figure in writing programs. All dataflow programs will naturally run slower if there is a lack of resources. However no critical slow down will take place provided only enabled activities are given processors. This is primarily due to the side-effect free nature of dataflow.
4.5 Streams as interprocess communication channels

Suppose two processes $P_1$ and $P_2$ communicate by sending messages to each other over unidirectional channels $X$ and $Y$ as shown in Figure 4.12. Let us further assume that communication between $P_1$ and $P_2$ is absolutely deterministic, that is, both processes send and receive messages only when certain time independent conditions hold. (We are not avoiding the case when messages may be time-dependent; that is, non-deterministic communication; we are simply postponing that discussion until Section 5.)

It is quite convenient to model such deterministic communication in $Id$. Expression (4.20) suggests a way in which $P_1$ and $P_2$ may send and receive messages. The outer block of expression (4.20) is of no physical consequence. It is only for making the names of channels $X$ and $Y$ known to each process without compromising the security of either since the normal scoping rules of $Id$ prohibit both $P_1$ and $P_2$ from determining anything about the internal operation of the other.

! partial code for process $P_1$

... , X, ... + (initial
while true do
    ! if $q_1$ is true send a message to $P_2$
    x + (if $q_1$ then $m_1$ else $\lambda$);
    ...
    ! if $p_1$ is true then receive a message from $P_2$
    z + (if $p_1$ then next $Y$ else ...); ...
return ... , all x but $\lambda$, ...);
It is easy to see that streams in Id really do behave like channels. Several processes can receive messages from the same channel, however, only one process can send messages through that channel (the single assignment rule). Since no special programming is required in order to use streams as communication channels, the full programming power of Id is available to model interprocess communication. If processes are communicating over hardware channels then Id streams provide a good model for integrating these channels into a programming language.

Lastly, we remark again that Section 5 complements this discussion on interprocess communication by introducing the concept of a resource and by showing how general resource managers (for example, a database manager) can be written in Id.
5. **Resource Managers**

Any high-level language suitable for writing operating systems must include the concept of a resource, and it must also provide mechanisms for synchronizing accesses to a resource. For non-applicative languages, this is accomplished by using one or more memory cells to represent the state of each resource, so simple reading and writing (which includes P and V) of those cells is used to coordinate and to control those resources. Thus resource sharing among several processes is accomplished in an indirect way by the sharing of memory cells. Furthermore, some degree of nondeterminism is usually implied in the use of resources, for example the order in which a computer responds to two terminals, or the scheduling of two identical printers, may depend upon when those respective resources become available. Any reasonable model for resource managers must therefore incorporate a facility for nondeterministic programming.

The sharing of memory cells to effect indeterminism and access synchronization is not appropriate to Id since there are no memory cells to share. In this section we show the facilities that are present in Id for writing resource managers and how those facilities are implemented in the base language. We feel that Id provides a good framework in which the programmer can think about resource managers and produce program code that closely reflects the structure of the problem he seeks to solve. Further remarks on the approach Id takes to resource control are given in Section 5.4.

5.1 **A primitive resource manager:** Figure 5.1 outlines a very primitive resource manager in which the token produced by output s represents the current state of the resource being managed. The state s is part of a loop, so the next value of s is determined by the function f acting on the current value of s and the incoming user request, each request arriving as a component of the input stream X.

Expression (5.1) below is an attempt to represent the resource manager described by Figure 5.1. However,

```plaintext
( initial s<-a !initialize the resource state!
  for each x in X do
    answer, new s <- f(x,s)
  return all answer, s
)
```

(5.1)
A primitive resource manager
expression (5.1) is an incomplete model for two reasons. First, it contains no provision for indeterminacy. Second, the expression could at best be a procedure being independently applied by the several contending processes. But a procedure application has no side-effects, thus no interprocess communication, and thus no successive values of s. (One possibility instead is to pass the resource to each process in turn as a parameter, a new value of which is then returned as a result. The problems here concern discovering who to send the resource to and the order of the processes to which the resource should be sent.)

To remove these difficulties, we have introduced two new semantic constructs into Id: a manager and a nondeterministic merge. Together they provide the facilities necessary to write resource managers in Id.

5.2 Dataflow managers: In statement (5.2) a dataflow manager definition value is being assigned to the variable md. It will be shown that this manager definition satisfies all of the requirements stated above.

\[
\text{md }\leftarrow \text{ manager (s}_0\right)
\begin{align*}
\text{(entry x do)} & \\
\text{RESULT }\leftarrow & \text{ (initial s }\leftarrow s_0
\text{ for each x in X do)} & \\
& \text{ new s, answer }\leftarrow f(s, x) & \\
& \text{ return all answer)} & \\
\text{ exit RESULT)} & \tag{5.2}
\end{align*}
\]

A manager definition value is essentially a pattern from which many instances of manager values (i.e., managers) may be created. A given instance of a manager may then be used by any number of expressions in a program by passing the name of that manager to that program. The remainder of this section discusses Id and the underlying base language implementation of managers by following the creation and use of a particular manager derived from statement (5.2).

Creation of a manager requires a manager definition and parameters for initializing that manager. For example, to create a particular manager from (5.2) with the value a as its initial state, we can write

\[
\text{me }\leftarrow \text{ create(md, a)} \tag{5.3}
\]
The variable me receives a value of type manager and is the means by which the programmer refers to (names) that manager. Figure 5.2 illustrates in some detail the base language implementation of a manager value, while Figure 5.3 shows the relationships between the operators that create and use manager values.

To use the manager me requires that the programmer first acquire the value me; then to send the value y as the entry argument to me, he writes

\[ z \leftarrow \text{use}(\text{me}, y) \]  \hspace{1cm} (5.4)

Following Figure 5.3, we see that the effect of (5.4) is to place the token from output y into the stream X of manager me; however, the exact position of y in stream X cannot be determined unless, of course, statement (5.4) is the only place from which the manager me is called. Everyone using manager me sends tokens to exactly the same manager, but since many independent processes may use that manager the order of arrival of tokens at the entry of me is indeterminate. Thus entry performs two tasks: it changes simple tokens into stream components, and then it nondeterministically merges them into one single stream (stream X in the case of manager me). Conversely, response tokens produced by me on line RESULT leave the manager through the manager's exit where they are converted back to simple tokens and are then returned to the waiting use. In particular, the use from where the ith member of X arrived is the use to which the ith member of RESULT is returned. Any number of uses may be made of me, each of which simply supplies one component of the input stream to the manager being used. Finally, the manager may be destroyed when there are no longer any references to that manager. Destruction of managers is as yet an unsolved problem of garbage collection in which, unlike structures, circular references are possible. A scheme is yet to be devised which can decide when to destroy a set of managers that reference nothing but themselves and no one else references them*.

As a final point, we

*I/O is not described here, but each device will be a manager that references those other managers that contain the data the device is transmitting; see reference [Bic78].
Figure 5.3
Creation and use of a resource manager
do not allow streams as initial creation arguments nor as arguments to use. All create and use arguments must be simple values.

we now consider the implementation of the constructs just described as well as the when construct which is used to control the timing of activities in a resource manager. The reader may still wish to follow Figure 5.3 to maintain perspective.

5.2.1 The create construct: Given a manager definition value and initialization arguments, the CREATE operator builds a resource manager and returns two related values, each of type manager, to be used to refer to that manager. CREATE is actually composed of two sub-operators as shown in Figure 5.3. Every manager has exactly one MBEGIN operator.

(a) C₁: This operator creates the manager object and produces the activity name of the ENTRY operator as its result:

\[ u.c.s₁.i \quad \text{-- input} = \quad c_m \]

\[ \quad \text{output: port } 1 = \langle (u'.c_m.mbegin.1), \langle u.c.s₂.i,1 \rangle \rangle \]

\[ \quad \text{port } 2 = \langle u'.c_m.entry.1 \rangle \]

Note that production of the activity name is asynchronous to the initialization of the manager just created. We do this specifically to allow a group of managers to be created, each of which can be initialized with the manager object value of the others. This is convenient when creating a set of manager objects that are to communicate with one another. Also, the context u' is arbitrary but unique, so u' = (u.c.s₁.i) would suffice. In case the manager object has more than one entry port a structure containing the names of each of the entry ports is created. The structure is not of the type manager object, only its constituent values are.

(b) C₂: Here we simply send the initialization parameters to the MBEGIN operator in the manager object just created:

\[ u.c.s₂.i \quad \text{-- input: port } 1 = \langle u'.c_m.mbegin.1 \rangle \]

\[ \quad \text{port } 2 = \langle x \rangle \]

\[ \quad \text{output} = \langle x,u'.c_m.mbegin.1,1 \rangle \]

(c) MBEGIN: Every manager has an MBEGIN operator, just as every procedure has a BEGIN. The only difference between BEGIN and MBEGIN is that MBEGIN does not receive a "return address" from CREATE, nor does it have a mate MEND operator.

\[ u'.c_m.mbegin.1 \quad \text{-- input} = \quad x \]

\[ \quad \text{output} = \quad x \]

5.2.2 The use construct: To use a manager object actually involves
four new operators, as shown in Figure 5.3. We will let $s_A$ be the label of the $U$ operator, and $s_T$ that of its mate $U^{-1}$.

(d) $U$: This operator sends a simple input token to the specified entry port of the manager object.

\[
\begin{align*}
\text{input: port 1} & = (u'.c_m.\text{entry.1}) \\
\text{port 2} & = x \\
\text{output} & = \langle x, (u'.c_m.\text{s_T.i}), <u'.c_m.\text{entry.1}>, 1 \rangle
\end{align*}
\]

(e) $ENTRY$: This operator accepts simple tokens coming from many sources (each $U$ operator is a source), changes them to stream components, and merges them nondeterministically into a single stream. Two streams are output: one stream contains the data part while the other stream contains the "return address" for the $EXIT$ operator. Let $t$ be the label of the destination of $X$.

\[
\begin{align*}
\text{input (simple)} & = \langle x, (u'.c_m.\text{s_T.i}) \rangle \\
\text{output: port 1 (stream element)} & = \langle x, k \rangle \\
\text{port 2 (stream element)} & = \langle \langle (u'.c_m.\text{s_T.i}), k \rangle, \\
& \langle u'.c_m.\text{exit.1}, 1 \rangle \rangle \\
\text{where k means this is the kth such input to this ENTRY.}
\end{align*}
\]

Note that even though many sources may be sending tokens to this one $ENTRY$, it is a single activity and thus can keep a count $k$ of each token as it (nondeterministically) arrives.

(f) $EXIT$: The purpose of this operator is to return its data input stream, after transforming them back to simple tokens, to the activity specified in the "return address" input stream.

\[
\begin{align*}
\text{input: port 1 (stream element)} & = \langle (u'.c_m.\text{s_T.i}), k \rangle \\
\text{port 2 (stream element)} & = \langle x, k \rangle \\
\text{where k means this is the kth such input to this EXIT.} \\
\text{output (simple)} & = \langle x, (u'.c_m.\text{s_T.i}), 1 \rangle
\end{align*}
\]

Notationally, we often do not show the stream RA from $ENTRY$ to $EXIT$ since it tends to clutter the diagrams; nevertheless, that stream is always present.

(g) $U^{-1}$: Similar to $A^{-1}$ in procedure applications, this operator serves only to interface from the manager object back to the user.

\[
\begin{align*}
\text{input} & = x \\
\text{output} & = x
\end{align*}
\]

As a final note, multiple entry-exit pairs may appear in a manager, provided each pair is named, as in
mon <- manager(t)
    entry a: A;
    b: B
    do ...
    exit a: C;
    b: D)

If the programmer writes

q <- create(mon,a)

then q will be a structure of manager object values, the selectors of which are the names of the entry-exit pairs. Thus

use(q,a,y)

will send y to the "a" port of q, and thus to the stream A. The result from the above use will be a single value taken from stream C inside the manager.

5.2.3 The when construct: In this section we consider a construct that is needed in programming managers to provide timing signals and to release requests from queues. For example, the expression

\[
sin(x) \text{ when } t
\]

means that \(\sin(x)\) is not to be evaluated until signal \(t\) is received. The when clause behaves somewhat as an operator, and syntactically has the highest precedence of all operators. In general, to hold evaluation of the entire expression \(\sin(x)/\cos(x)\) until both of signals \(a\) and \(b\) have been received, we write

\[
(sin(x)/\cos(x)) \text{ when } (a,b)
\]

which is translated into the base language equivalent of

\[
\text{if a=a and b=b then sin(x)/cos(x) else } \xi
\]

where the else clause will never be executed since the predicate is a tautology.

5.3 Nondeterministic stream merge: In the previous section, entry was specified to be a nondeterministic operator. A second nondeterministic \(\text{Id}\) operator is available to the programmer and is the subject of this section.

Let \(A\) and \(B\) be streams. Then \(C\) is the result of nondeterministically merging streams \(A\) and \(B\) if

\[
C <- \text{merge}(A,B)
\]
Such a definition of *merge* allows it to accept tokens from streams A and B as they arrive, and output them to C subject to the restriction that the *i*-th token is taken from A and output to C only if the *(i-1)*-th token of A has already been output to C. The same behavior must hold for B. The *merge* construct is primitive and is implemented by the MERGE operator below.

(a) The MERGE operator: A complete operational semantics for this nondeterministic operator is very complex, so we rely on the reader's intuition and write only

\[
\text{u.c.s.i -- input: port 1 (stream) } = \{ <A_j, j> \mid 1 < j < n_A \} \\
\text{port 2 (stream) } = \{ <B_k, k> \mid 1 < k < n_B \} \\
\text{output (stream) } = \{ <C_m, m> \mid 1 < m < n_A + n_B - 1 \}
\]

where \( C_m = A_j \) or \( B_k \) and \( m = j + k - 1 \), and where if \( C_m = A_j \) and \( j > 1 \), then there exists an \( m' < m \) such that \( C_{m'} = A_{j-1} \).

The behavior of the MERGE operator cannot be described in terms of a function even from the histories of the input lines to the history of the output line because output history is not uniquely determined simply by knowing input histories. The semantics of MERGE also cannot be described in terms of the set of all possible input-order-preserving histories. This latter point is rather subtle and is due to the possible presence of feedback (cycles) within a program. For example, consider expression (5.6) a semantic representation of which is given in Figure 5.4.

\[
\begin{align*}
(X & \leftarrow [a, b]; \\
Z & \leftarrow \text{merge}(X, Y); \\
Y & \leftarrow (\text{initial } i < -1 \\
\text{for each } z \text{ in } Z \text{ while } i < 3 \text{ do} \\
\text{new } i \leftarrow i + 1; \\
Y & \leftarrow z \ast c \\
\text{return all } Y)
\end{align*}
\]

(5.6)

Since the loop defining stream \( Y \) will execute three times, \( Y \) will receive three tokens (plus the end-of-stream token). There are also only three possibilities for the firing of the MERGE operator, which along with the final value of \( Y \) are given below:

1. The first two tokens are from \( X \) while the third token is from \( Y = [ac, bc, ac^2] \).
2. The first and third tokens are from \( X \) while the second token is from \( Y = [ac, ac^2, bc] \).
Figure 5.4
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3. The first token is from X while the second and third are from $Y = \{ac, ac^2, ac^3\}$.

Let us consider the first case above in detail. Inputs to the **merge** are stream $X = \{a, b\}$ and stream $Y = \{ac, bc, ac^2\}$, and there is exactly one legal outcome for $Z = \{a, b, ac, bc, ac^2\}$. We point out that there are at least nine other input-order-preserving histories for these inputs, all of which are physically unrealizable due to the presence of feedback. A semantic specification of **MERGE** [Keller77, Kosinski78] is beyond the scope of this paper.

5.4 **Example**: The problem is to devise a resource manager* which has control over a file and which accepts requests from users to read and write that file. This resource manager may permit simultaneous read accesses, but any write access must exclude all other accesses. Figure 5.5 outlines a resource manager which, with only minor changes, can implement three different scheduling policies corresponding to three different versions of this readers-writers problem [CHP71, Hoare74]. The manager is composed of two logical parts: the agent which performs the actual computation, and the scheduler which blocks or enables individual requests within the agent. We emphasize the word "logical", in that the scheduler possesses no new primitive functions in order to carry out its work, and is programmed entirely in Id.

This particular manager has two **entry-exit** streams, one called "read" and the other "write" corresponding to the two kinds of requests that can be sent to the manager. For the resource manager we are now describing, each request enters the queue READQ or the queue WRITEQ according to which named entry port was used. Each queued request will match with an enabling signal from the streams READ_ENABLE or WRITE_ENABLE (generated by the scheduler) which then allow queued values to be released to the access resource routine. This is done using the **when** construct discussed above. Proper operation of the resource manager requires that the scheduler be notified whenever (1) a request enters the manager or (2) a request completes its read or write access. Since these signals are nondeterministically generated, we **merge** them within the resource

*The solution presented here is taken from [AGP77].
manager to form a single stream \( \times \) of signals to the scheduler. Thus, nondeterminacy may appear in two ways in this manager: in the entry statements, and in the merge statement.

In the programmed solution of the resource manager shown in Figure 5.6, the scheduler state is represented by the number of active readers (\( ra \)), the number of active writers (\( wa \)), the number of waiting readers (\( rw \)), and the number of waiting writers (\( ww \)).

The scheduler enables requests to leave the waiting queues by producing a stream of reader enabling tokens (\( RE \)) or one writer enabling token (\( WE \)). Note that

1. \( wa \leq 1 \) at all times,
2. if \( wa = 1 \) then \( ra = 0 \),
3. if \( ra > 0 \) then \( wa = 0 \).

(a) Version 1: ([Hoare74]) A new reader is not permitted to proceed if a writer is waiting, and all readers that are waiting when a writer completes are allowed to proceed. This scheme prevents indefinite exclusion ("starvation") of both the readers and the writers. The program for this version of the problem is as given in Figure 5.6.

Recall again that the semantics of an entry-exit pair assumes that the \( k \)\textsuperscript{th} token in the exit stream corresponds to the \( k \)\textsuperscript{th} token in the entry stream. Note that this correspondence in token positions is not related to time, that is, the time at which the \( k+1 \)\textsuperscript{st} result token is produced may be before the \( k \)\textsuperscript{th} input request token has even been processed.

To embed the shared file \( \text{file_res} \) (another manager object) within the resource manager, we pass \( \text{file_res} \) to it at creation time:

```plaintext
file_manager <- create(resource_manager, file_res)
```

Requests to read \( \text{file_res} \) can now be performed by writing

```plaintext
use(file_manager.read, request)
```

Write requests are handled similarly. Note that "return all \( RE \)" in Figure 5.6 returns a stream of simple tokens as opposed to a stream of streams. This is accomplished by successively concatenating one \( RE \) stream to the output stream at each iteration of the loop.

(b) Version 2: (Problem 1 of [CHP71]) No reader is kept waiting unless a writer has already acquired the resource. Starvation of writers is possible. This means that the condition for
resource_manager <-
manager (file)        ! any file resource manager such as file_res above !
(entry read: README;
    write: WRITEQ do

    ! this is the agent code for a read request !
    READ_RESULT,READ_DONE <- (for each r in READQ; re in READ_ENABLE do
        s <- access_resource(file,r) when re
            return all s, all "read exit" when s);

    ! this is the agent code for a write request !
    WRITE_RESULT,WRITE_DONE <- (for each r in WRITEQ; we in WRITE_ENABLE do
        s <- access_resource(file,r) when we
            return all s, all "write exit" when s);

    X <- merge(READQ,WRITEQ,READ_DONE,WRITE_DONE);

    ! the scheduler begins here --
    its function is to produce enabling signals !
    ! the input is stream X, the outputs are streams
    READ_ENABLE and WRITE_ENABLE !

    READ_ENABLE,WRITE_ENABLE <-
        (initial rw, ww, ra, wa <- 0, 0, 0, 0) ! initial state !
            for each x in X do
                new rw, new ww, new ra, new wa, RE, we <-
                    (if x = "reader"
                        then (if wa=0 (and ww=0)
                            then rw, ww, ra+1, wa, ["go"], λ
                            else rw+1, ww, ra, wa, [], λ)
                        else if x = "writer"
                            then (if wa=0 and ra=0
                                then rw, ww, ra, 1, ["go"
                                else rw, ww+1, ra, wa, [], λ)
                        else if x = "read exit"
                            then (if ra=1 and ww>0
                                then rw, ww-1, 0, 1, ["go"
                                else rw, ww, ra-1, wa, [], λ)
                        else !x = "write exit"!
                            (if rw>0
                                then (0, ww, rw, 0, (for i from 1 to rw do
                                    return all "go"), λ)
                            else (if ww>0
                                then (rw, ww-1, ra, wa, ["go"
                                else rw, ww, ra, 0, [/, λ])))
                        return all RE, all we but λ)

    ! the scheduler ends here !

    exit read: READ_RESULT;
    write: WRITE_RESULT        ! end of the manager !)

Figure 5.6
The reader-writer resource manager
generating an enabling signal for a "reader" is relaxed from wa=0 and ra=0 to simply wa=0. This is accomplished by deleting the code marked A from the first case condition in the scheduler of Version 1.

(c) Version 3: (Problem 2 of [CHP71]) No reader is allowed to proceed if a writer is waiting. Starvation of readers is possible. This does not affect the scheduling in the case for a "read exit" because the same condition applied in Version 1. However, for a "write exit" the scheduler must check for a waiting writer (ww>0). In particular, the code for Version 1 in position B is interchanged with that in position C, and the code in D is interchanged with that in E.

This example illustrates an advantage of dataflow. The program presents explicitly the essential components of the problem: the agent with separate reader and writer queues, and the scheduler which clearly shows the conditions under which enabling signals are sent and hence is easily changed to implement different policies. In all the problems we have programmed, our experience has been that the scheduler policy is explicit and easily altered to suit various scheduling criteria. (Again, please note that the distinction made between agent and scheduler is only for emphasis, and that no special scheduling primitives are required.) Also, the scheme is modular, as illustrated here by the embedding of the file resource manager within the resource manager manager. Furthermore, we have found the basic structure of Figure 5.5, differing only in the number of entry-exit pairs, to be very useful in solving many resource manager problems including a distributed airline reservation system [AGP77] and a disk scheduler.

We also wish to make two final points about resource managers in Id. The first point concerns indeterminacy, which in sequential languages is usually a secondary effect resulting from a particular manner of use of shared variables. In dataflow, indeterminacy is provided by explicit operators (MERGE and ENTRY in the base language) which allows the programmer direct control over nondeterministic behavior. The second point concerns the degree to which the requesting process is separated from that manager's internal controlling mechanisms. In a sequential language, each requesting process actually controls and executes the code inside the monitor [Brinch-Hansen72, Hoare74] representing the shared resource. This characteristic of monitors in sequential languages makes it difficult, for example, to replace a software resource with
a hardware resource. It also makes it difficult to guarantee valid use of the resource control mechanisms within a manager, such as enforcing conventions on the proper sequence in which semaphores are to be signaled. Id, however, implements a resource manager as a closed module which nondeterministically receives streams of requests from other processes and acts upon these requests according to the scheduler written by the programmer that is enclosed within that manager. The requesting processes have no control over, and are entirely independent of the resource manager module (which is itself an independent process). Such a model completely separates the user from the resource and will make hardware/software module interchange easier to achieve.
6. **Programmer-defined Data Types, Extensionality, and Environments**

Data abstraction deals with defining objects of a given type and various operations on objects of that type. If done successfully, data abstraction relieves the programmer from the burden of knowing the internal representation of either the object or the mechanisms of the associated operations. A common technique for defining abstract objects is to give a special syntactic definition for the programmer-defined data type to serve as a template for generating instances of those objects. The class concept of SIMULA, the forms of ALPHARD, and the clusters of CLU are examples of such special syntactic definition devices. All operations on the data type are defined as procedures which are encapsulated in the special definition.

Operator extensibility (e.g., extending the meaning of "+" to operate on values other than numbers) can also be done in a similar way by treating each operator as (potentially) a procedure. However, there are at least two alternative approaches:

1. The definition of the programmer defined object (say, "tree") includes the procedure giving the meaning of the operator (say, "+"); or

2. The operator definition (e.g., the definition of "+") itself is extended to include the possibilities of operands of new types (say, "trees") besides the usual types (e.g., numbers).

6.1 **Programmer-defined data types (pdt)**: The following describes how programmer-defined data types and operator extensibility are handled in Id. We first note that since a procedure definition in Id is treated exactly like any other value in that it may be passed as a result of a computation, appended to a structure, or composed within another procedure definition, all programmer defined objects could be represented by ordinary procedures in Id [Ravi Prakash78]. However, we have chosen to distinguish between an Id procedure which represents a function (called a procedure) and a procedure which represents a programmer-defined data type (called a pdt). This distinction has been made to limit the problems encountered during type checks of arguments and operator extensibility. These considerations are discussed below.

To generate a pdt value, the programmer usually writes a
procedure which, on application to a possibly empty parameter list, generates a pdt value representing the abstract object. The syntax of a pdt value follows the convention

\[ \text{pdt } \text{pdt}_\text{name} (f, u, v, \ldots) \text{ (<expression>)} \]

where \( f \) represents the function to be performed (e.g., "+", "pop", or "u"), \( u \) is the pdt value, and \( v \) (although there may be more than one such argument) is the second operand in case operator \( f \) requires more than one operand. The distinction between two objects of the same programmer-defined type is based upon the frozen values of the parameters other than \( f, u, \) and \( v \). Hence, these other parameters represent the internal state of the pdt value.

The operators are made extensible by the following semantic extension to all non-control base language operators. As an example, consider the binary operator "+":

\[ a + b \]

If the values \( a \) and \( b \) received by the \(+\) operator are meaningful for the plus operation (i.e., integer or real values) the operation is carried out; otherwise, the operator checks to see if either \( a \) or \( b \) is of type "pdt". If neither is of type pdt then an error has occurred. If \( a \) is of type pdt then the "+" operator changes to an apply operator as shown in Figure 6.1. This semantic extension is based on the assumption that all value instances of programmer-defined data types carry enough information to perform the desired operation (i.e., "+"). The semantic extension shown in Figure 6.1 also establishes how a pdt expects its parameters.

The last distinction between a procedure value and a pdt value occurs in the use of the type primitive function. Type is a unary function which returns a string that characterizes the type of the input value. Thus type(5) returns "integer" and type("5") returns "string". The type of a procedure is returned as "procedure", but type(x) is not defined on x if x is a pdt value. Rather, the value returned for type(x) is the result of apply(x,"type",x). That is,
the pdt value is asked to respond to the type question itself; in this manner, a programmer may distinguish between a "set" pdt value and a "stack" pdt value. We will now give two examples.

6.1.1 "Stack" as a pdt: We define an abstract object called stack on which the following operations are meaningful:

"type": stack -> "stack"
"push": stack × value -> stack
"pop": stack -> stack × value
"empty": stack -> boolean

Let us assume that a stack is represented as a structure and an integer giving the member of the structure that is the top of the stack. Procedure stack_gen will generate objects which will behave as stacks when applied. For simplicity we assume that stack_gen generates only initially empty stacks.

procedure stack_gen () !returns an empty stack!
  (z <- pdt stack (f,u,v,s,ℓ)) !s is the structure, ℓ is its size!
  (if f = "type" then "stack", ℓ)
    else if f = "push"
      then compose(stack,<<4,s+[ℓ+1]v>,<5,ℓ+1>>), ℓ
    else if f = "pop"
      then (if ℓ=0
          then u, error("illegal pop on stack")
          else compose(stack,<<4,s-[ℓ]>,<5,ℓ-1>>),
          s[ℓ])
    else if f = "empty" then ℓ=0, ℓ
    else error("illegal operation on stacks"), ℓ)
  return compose(z,<<4,λ>,<5,0>>>) (6.1)

Several facts should be noted about the above definition of the programmer-defined data type stack. The pdt has two arguments aside from f, u, and v, and both of these arguments are frozen before a stack object is generated. In fact, s and ℓ represent the current internal state of the stack. The stack pdt always returns two values even though in four cases out of five the second result is a dummy value. A further point is that the definition of stack given in expression (6.1) is valid for stacks containing any type of values. An advantage of not typing the elements that can be stacked may be illustrated by considering the equality of two stacks. We introduce some additional syntax at this stage. The meaning of |f|u is \textit{apply}(u,"f",u), the meaning of |f|(u,v) is \textit{apply}(u,"f",u,v), and so on.
Expression (6.2) will be meaningful for stacks comprising any type of elements. The equality operator in the expression \( \text{topu} = \text{topv} \) will dynamically become an apply operator if either or both of the stack elements is a pdt. As long as "\=" is meaningful on stack elements, expression (6.2) will produce the right answer. It is also possible to include "\=" in the pdt stack definition (6.1) by inserting an \textbf{else if} clause, \( f = "\=" \), followed by expression (6.2). A more efficient technique would be to introduce the following code between the last \textbf{else if} and the \textbf{else} in expression (6.1):

\[
\text{else if } f = "\=" \text{ then (initial } v \leftarrow v; \text{ flag } \leftarrow \text{ true for } i \text{ from } 1 \text{ to } \ell \text{ while } \text{flag} \land \text{not(|empty|v) do}
\]

\[
\text{new v, topv } \leftarrow \text{ |pop|v;}
\]

\[
\text{new flag } \leftarrow \text{ s[i] } = \text{ topv}
\]

\[
\text{return flag } \land i>\ell \land \text{ |empty|v), } \lambda
\]

It is worth noting that the pdt stack definition assumes nothing about how the other stack \( v \) is represented internally. As long as "push", "pop", "empty", and "\=" are defined on \( v \), its internal representation is of no consequence to the stack definition contained in \( u \).

It is fairly easy to generalize the procedure stack_gen to generate non-empty stacks by letting the user pass the initial contents of the stack to be generated as arguments to procedure stack_gen. In order to avoid problems, extensive error checking should be done on the user-supplied arguments before they are converted to the internal representation for a stack (i.e., \( s \) and \( \ell \)). It should be noted that the efficiency of procedure stack_gen has no direct bearing on the efficiency of stack pdts. Once a stack value is generated, it does not use procedure stack_gen to generate further stack values.

6.1.2 A "set" as a pdt*: Suppose we represent a set as a boolean

*We are obliged to G. Ravi Prakash [Ravi Prakash78] for this representation.
procedure which tests any element for membership in the represented set. In other words, the set \{x \mid p(x)\} will be represented by the boolean procedure \(p\). We include only the following operations in our definition of a set:

\[
\begin{align*}
\text{"type"} & : \text{set} \rightarrow \text{"set"} \\
\epsilon & : \text{set} \times \text{value} \rightarrow \text{boolean} \\
u & : \text{set} \times \text{set} \rightarrow \text{set} \\
 & : \text{set} \times \text{set} \rightarrow \text{set}
\end{align*}
\]

The \texttt{set_gen} procedure \((p)\)! \(p\) is a boolean procedure!

\[
(z \leftarrow \texttt{pdt set}(f,u,v,p)) \\
(\text{if } f = \text{"type"} \text{ then } \text{"set"}) \\
\quad \text{else if } f = \text{"\epsilon"} \text{ then } p(v) \\
\quad \text{else if } f = \text{"\(u\)"} \text{ then } (q \leftarrow \texttt{compose}(q,\langle 2, p \rangle,\langle 3, v \rangle)) \\
\quad \quad \text{return compose}(\langle 4, q' \rangle) \\
\quad \text{else if } f = \text{"\(n\)"} \text{ then } (q \leftarrow \texttt{compose}(x,p,v) \\
\quad \quad \quad \texttt{(p(x) \lor \epsilon(v,x))} \\
\quad \quad \quad \texttt{q' \leftarrow compose}(q,\langle 2, p \rangle,\langle 3, v \rangle)) \\
\quad \quad \texttt{return compose}(\langle 4, q' \rangle)) \\
\quad \quad \text{else error("undefined operation on sets"))}
\]

This definition of sets functions properly on finite as well as infinite sets. It does only the minimal amount of execution needed to carry out the union and intersection operations. Again, nothing is assumed about the internal representation of the other set involved in these operations. And, in fact, different representations of the same \texttt{pdt} may be intermixed as long as the operators seen by the programmer are the only operations used, both by the programmer and the different representational definitions themselves.

6.2 The Environment: In order to provide a library of procedures (such as \texttt{sin}, \texttt{sqrt}, etc.), and to allow the programmer to build a dynamic execution environment without undue parameter declaration and passing, \texttt{Id} automatically maintains an \texttt{environment} for the programmer. The environment, denoted \(\eta\), is a structure of named procedures where the selectors of that structure are the names of the associated procedures. An environment is defined relative to a block and may change when execution passes from one block to some inner block. To append a named procedure to the environment, the programmer writes a \texttt{procedure statement} (as opposed to a procedure
expression). For example, in expression (6.4),

\[
\begin{align*}
A & \quad B \\
( \ldots & \quad (x \leftarrow a+1; \\
& \quad y \leftarrow \text{procedure}(a,b)(f(a)+g(b))) \\
& \quad \text{procedure } f(a)(a+1); \\
& \quad \text{procedure } g(b)(b+2) \\
& \quad \text{return } y(x,x+1) + ( \ldots )) \ldots 
\end{align*}
\]

(6.4)

block B is immediately nested in block A. Now if \( \eta_A \) is the environment brought into block B from A, then

\[
\eta_B \leftarrow \eta_A + \{"f"}\text{procedure } f(a)(a+1) + \{"g"\}\text{procedure } g(b)(b+2)
\]

is the environment in block B.

This is how a block inherits and builds upon an environment. On a procedure application the most recent environment is passed as an additional parameter. Within the body of a procedure the programmer may refer to another named procedure that has been placed on the environment simply by writing that other procedure's name as if it were an Id variable. If

1. the name does not appear on the left-hand-side of an assignment in that block or any outer statically encompassing block (within that same procedure),

2. the name is not the name of a procedure statement in that block or any statically encompassing block (within that same procedure), and

3. the name is not a formal parameter nor the name of the procedure in which that block appears,

then that name is a reference to the environment and we call that name a \( \eta \)-parameter. During the translation process all the procedure definitions and applications are adjusted to accomodate environment parameters and selection from these parameters. For example, expression (6.4) will be compiled as expression (6.5) even though a programmer could not write expression (6.5) himself.

\[
\begin{align*}
A & \quad B \\
( \ldots & \quad (x \leftarrow a+1; \\
& \quad y \leftarrow \text{procedure}(a,b,\eta)(\eta.f(a,\eta)+\eta.g(b,\eta)); \\
& \quad f \leftarrow \text{procedure } f(a,\eta)(a+1); \\
& \quad g \leftarrow \text{procedure } g(b,\eta)(b+2); \\
& \eta_B \leftarrow \eta_A + \{"f"\}f + \{"g"\}g \\
& \quad \text{return } y(x,x+1,\eta_B) + ( \ldots )) \ldots 
\end{align*}
\]

(6.5)

In summary, an environment grows towards inner blocks, and because appends are being used to define an environment, a name can
be redefined in an inner block. Note also that any environment modification affects only the procedures applied in that block and the dynamic descendants of those procedures. That is, \( \eta \) only goes into an expression as an argument, it never comes out as a result. The environment is thus a dynamically varying value that reflects the execution structure of a program. For this reason, if a procedure \( A \) is written which depends upon a particular procedure \( B \) being available via the environment, it may be dangerous to return \( A \) from one block back to a higher-level block where \( A \) might be applied in quite a different environment. (LISP programmers might view this as a special case of the FUNARG problem.) Like most conveniences, the environment facility provided by \( \text{Id} \) depends upon assumptions, here the assumption is that the context of a procedure's application can be guaranteed by the programmer. In general, only library-type procedures or tightly controlled self-sufficient blocks of code that define their own procedures should be depended upon to properly maintain context. As an example of the kind of problem that can arise:

\[
\text{procedure } u(x)(\ldots v(x)\ldots);
\]

\[
\text{procedure } v(x)(\ldots u(x)\ldots);
\]

are two mutually recursive procedures and both depend upon each being in the environment of the other. However, if these procedures are passed out of the environment in which they are defined, they may not function properly. Two ways out of the problem are possible:

1. Return the two procedures encompassed within another procedure, which when applied causes them to redefine themselves and the environment in which they need to exist.

2. Have the procedures explicitly pass themselves as parameters to one another, just as unnamed procedures would have to do.
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