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Luminance Enhancement and Detail Preservation
of Images and Videos Adapted to

Ambient Illumination
Qing Song , Member, IEEE, and Pamela C. Cosman , Fellow, IEEE

Abstract— When images and videos are displayed on a mobile
device in bright ambient illumination, fewer details can be
perceived than in the dark. The detail loss in dark areas of
the images/videos is usually more severe. The reflected ambient
light and the reduced sensitivity of viewer’s eyes are the major
factors. We propose two tone mapping operators to enhance the
contrast and details in images/videos. One is content independent
and thus can be applied to any image/video for the given device
and the given ambient illumination. The other tone mapping
operator uses simple statistics of the content. Display contrast
and human visual adaptation are considered to construct the
tone mapping operators. Both operators can be solved efficiently.
Subjective tests and objective measurement show the improved
quality achieved by the proposed methods.

Index Terms— Ambient adaptation, luminance enhancement,
tone mapping, contrast sensitivity.

I. INTRODUCTION

THE number of users watching videos on mobile devices
is growing rapidly. Mobile video traffic accounted for

60% of total mobile data traffic in 2016, and the percentage
is expected to increase to 78% in the next five years [1].
Thanks to the convenience of mobile devices, users can enjoy
videos indoors or outdoors, sitting or working out on a running
machine. The viewing conditions, including display size and
viewing distance, display brightness and ambient illumination,
user movement, etc., affect the quality of experience of videos.
Among them, ambient illumination varies greatly. A typical
living room is 50 lx; a bright office can be 500 lx; outdoor
under shade can be 5000 lx; an overcast day can be 10,000 lx;
and under direct sunlight, it can be 100,000 lx. In a room with
windows, the ambient illumination can vary from 0 to 1000 lx
at different times of day.

When our eyes are adapted to bright ambient light,
the amount of light that enters our eyes is affected, and thus the
visual sensitivity is affected [2], [3]. In addition, the reflection
of ambient light reduces the contrast of a display (contrast is
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Fig. 1. An image displayed in different ambient illuminations. (a) In the
dark. (b) In bright ambient.

defined in Sec. II). Therefore, fewer details can be perceived
in bright surroundings than in dark. Moreover, the detail loss
is more severe in dark areas in the video. Fig. 1 shows
an image displayed in dark and in bright ambient. When
displayed in the dark, the image looks bright, and shows
good details. When displayed in bright ambient light, it loses
details and contrast, and appears dull and washed out. Though
increasing the display brightness can compensate for some of
the detail loss, it will drain the battery of the device. Note
that the maximum brightness of most mobile devices today
is about 200 - 600 cd/m2 [4]. In very bright ambient light
(e.g., 10,000 lx), the quality of experience of viewing the
display at even the maximum brightness is still not comparable
to viewing in the dark.

Since details are less noticeable, some researchers proposed
to compress videos using lower bit rate according to the
ambient illumination. In [5], perceptual quality of video is
predicted using a model of ambient illumination, bit rate, and
structural and motion complexity of the video. The bit rate
that achieves the same perceptual quality in the given bright
ambient as the quality in low ambient illumination can be
inversely derived. The extension of this work to 3D video
is in [6] and [7]. In [8], the influence of display size and
viewing distance, ambient illumination and body movement is
modeled from the results of subjective tests. The perceptual
distortion is predicted, and the compression of videos is
adjusted accordingly. None of these works studied the greater
effects of ambient light on the dark areas of videos than on
the bright areas. Note that these approaches assume no tone
mapping or enhancement of videos at the decoder side. If the
contrast or the luminance of videos is enhanced at the decoder
after decompression, the visibility of details can be improved,
and the distortion caused by compression can become more
noticeable.
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Some works have studied image/video enhancement to
compensate for the effects of ambient light. Mantiuk et al. [9]
constructed a tone mapping operator so that the human
visual response of the enhanced image under bright ambient
illumination can be as close to the maximum response as
possible. The algorithm involves Laplacian decomposition and
quadratic programming, and is complicated. In [10], images
are enhanced by adjusting the backlight (screen brightness) to
achieve the same visual response as in low ambient light. This
method results in increasing the screen luminance for white.
If the screen brightness for white is fixed, the method will
result in clipping the bright areas of images. In [11], the tone
mapping curve is constructed by establishing a linear relation
between the display luminance and visual response. Kim [12]
modeled an ambient-affected contrast sensitivity function, and
designed an adaptive weighting filter in the spatial frequency
domain. In [13], images are enhanced by boosting the gradi-
ents and improving the brightness by linear mapping. How-
ever, contents in bright areas are clipped, and the reflection of
ambient light is not considered. Su et al. [14], [15] proposed
to enhance luminance using an exponential function and to
increase the gradients of the image, by taking into account
both the reflection and visual sensitivity.

In this work, we propose two tone mapping operators to
enhance the luminance and preserve the detail visibility of
images and videos. One is content independent; the other
uses some content statistics. Both need very light computa-
tion. They are built under the condition that the relationship
between the amplitude level (codeword, or pixel value) and
the display luminance is fixed, and the screen brightness for
white is not allowed to increase. The device can detect the
ambient illumination using its built-in ambient light sensor.
If the computing resource of the device is very limited,
the content independent tone mapping can be constructed for
the given ambient illumination, and can be applied to any
image/video. If a bit more computing resource is available,
the content dependent tone mapping can be derived for each
image/frame or group of frames, depending on how content
statistics are used. No other image processing (e.g., gradient
enhancement) is used.

The rest of the paper is organized as follows: The display
and contrast models are explained in Sec. II, and the proposed
tone mapping operators are described in Sec. III. Sec. IV
shows the performance of the tone mapping and the com-
parisons with other tone mapping methods. Sec. V concludes
the paper.

II. DISPLAY AND CONTRAST MODELS

A. Display Luminance

According to [16], the electro-optical transfer func-
tion (EOTF) of a given 8-bit display is:

Ld (Y, LW ) = a(LW )
(

max[ Y

255
+ b(LW ), 0])γ

,

where a(LW ) = (L
1
γ

W − L B(LW )
1
γ )γ ,

b(LW ) = L B(LW )
1
γ

L
1
γ

W − L B(LW )
1
γ

, (1)

Fig. 2. Display codeword contrast and minimum detectable contrast of the
ideal situation (no reflected light, full adaptation to each luminance) and
adaptive minimum detectable contrast under ambient illumination 500 lx,
5000 lx and 10,000 lx for LW = 100 cd/m2. (a) Lre f l = 0, full adaptation.
(b) Eamb = 500 lx. (c) Eamb = 5000 lx. (d) Eamb = 10000 lx.

where Ld is the display luminance in cd/m2, Y is the luma
value (0-255) of a pixel, γ is a display gamma, LW is the
selected screen brightness for white in cd/m2, and L B(LW )
is the screen brightness for black which is determined by LW

for a given device. LW and L B are non-negative, so (1) can
be reduced to Ld (Y, LW ) = a(LW )

( Y
255 + b(LW )

)γ .

According to [9], the reflected light of the ambient
illumination can be modeled as:

Lre f l(Eamb) = k

π
Eamb, (2)

where k is the reflectivity of the display, and Eamb is the
ambient illumination in lx. Lambertian reflection is assumed
here. It is a conservative assumption, but is widely used in
the literature [9], [10], [14], [15]. Specular reflection would
reduce the dynamic range of the display even more, and have
more severe impact on the viewing experience than Lambertian
reflection.

The total luminance from a display is:

Ltotal(Y, LW , Eamb) = Ld(Y, LW )+Lre f l(Eamb)

= a(LW )
( Y

255
+b(LW )

)γ + k

π
Eamb. (3)

The contrast [17], [18] between each two consecutive
codewords (namely, codeword contrast) is calculated as:

Cd (Y, LW , Eamb)

= 2
Ltotal(Y + 1, LW , Eamb) − Ltotal(Y, LW , Eamb)

Ltotal(Y + 1, LW , Eamb) + Ltotal(Y, LW , Eamb)
, (4)

for Y = 0, 1, · · · , 254. Fig. 2(a) shows the 8-bit display
codeword contrast (dash red curve) when there is no reflected
light from ambient illumination (Lre f l = 0). The maximum
screen brightness (LW ) is set to 100 cd/m2. The display
gamma is 2.23, and the reflectivity is 6.5%, which are the
values for an iPad Air from the Display Mate website [4].
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Fig. 3. Tracking the peaks of contrast sensitivity [20].

B. Minimum Detectable Contrast

According to the Weber-Fechner law, the minimum contrast
that humans can detect is constant regardless of luminance.
However, this law holds only for a mid-range of lumi-
nance values, and the measured minimum detectable con-
trast increases below and above certain threshold luminance
values. According to [18], the luminance-dependent minimum
detectable contrast is derived from Barten’s contrast sensitivity
function (CSF) [19]. Contrast sensitivity is defined as the
inverse of the modulation threshold of a sinusoidal luminance
pattern. The CSF at luminance L and frequency u is modeled
in [19] as:

S(L, u) = e−2π2σ 2u2
/κ

√
2
T ( 1

X2
o

+ 1
X2

max
+ u2

N2
max

)( 1
ηpE + �0

1−e−(u/u0)2
)

, (5)

where

σ =
√

σ 2
0 + (Cab d)2 arc min,

d = 5 − 3 tanh
(
0.4 log (L X2

0/402)
)

mm,

E = πd2

4
L
(
1 − (d/9.7)2 + (d/12.4)4) Td,

and where κ = 3, σ0 = 0.5 arc min, u0 = 7 cycles/deg,
Cab = 0.08 arc min/mm, Xmax = 12◦, T = 0.1 sec,
Nmax = 15 cycles, η = 0.03, �0 = 3 × 10−8 sec deg2,
p = 1.2 × 106 photons · sec−1 · deg−2 · Td−1. Xo is usually
set to 40◦. To find the minimum detectable contrast at lumi-
nance L, the highest sensitivity is found over frequency [20]:

Smax (L) = max
u

S(L, u). (6)

Fig. 3 shows the tracking of peaks of contrast sensitivity when
adjusting luminance levels [20]. The minimum detectable con-
trast Ct (L) for every luminance level is calculated in [20] as:

Ct (L) = 1

Smax(L)
× 2

1.27
, (7)

where the factor 2 is used for the conversion from modulation
to contrast, and the factor 1/1.27 is used for the conversion

from sinusoidal to rectangular waves [18]. Fig. 2(a) shows
Ct (L) (solid blue curve) which is called the “Barten ramp”
in [18] and [20]. Note that the CSF in (5) is for the scenario
where human eyes are fully adapted to the luminance L.

C. Ambient-Affected Perceptual and Display Contrast

When the eyes are adapted to some other luminance Ls ,
the CSF model is modified in [19] as:

S̃(L, u, Ls ) = S(L, u) · e
−

ln2

(
Ls
L (1+ 144

X2
o

)0.25

)
−ln2

(
(1+ 144

X2
o

)0.25

)

2 ln2(32) .

(8)

Following the procedure of constructing the minimum
detectable contrast for full adaptation, we construct the mini-
mum detectable contrast when the eyes are adapted to Ls . The
peaks of contrast sensitivity are found using:

S̃max(L, Ls ) = max
u

S̃(L, u, Ls). (9)

The adapted minimum detectable contrast C̃t (L, Ls ) is
computed as:

C̃t (L, Ls) = 1

S̃max(L, Ls )
× 2

1.27
. (10)

Figs. 2(b) - 2(d) show the adapted minimum detectable con-
trast when human eyes are adapted to the ambient illumina-
tion 500 lx (bright office), 5000 lx (outdoor in shade) and
10,000 lx (overcast day) where Ls = Eamb

π . The codeword
contrast of 8-bit displays under the ambient illumination
is also plotted using (4). As the ambient illumination gets
brighter, the adapted minimum detectable contrast increases,
and the codeword contrast decreases, thus the codeword con-
trast gradually drops below the adapted minimum detectable
contrast. Note that the codeword contrast in Fig. 2 is plot-
ted on logarithmic scales over the range of the total lumi-
nance, [L B(LW )+ k

π Eamb, LW + k
π Eamb]. Under 5000 lx and

10,000 lx, all the codeword contrasts are below the adapted
minimum detectable contrast. A codeword contrast lower than
the adapted minimum detectable contrast indicates the differ-
ence between a codeword and the next codeword cannot be
perceived by human eyes. That results in the reduction or loss
of perception of details in bright ambient light. The contrast
of dark codewords drops more significantly, yielding more
perception loss.

III. PROPOSED LUMINANCE ENHANCEMENT

We want to enhance images/videos under bright ambient
light so that more details become visible. The EOTF of the
display is fixed, and the screen luminance for white (LW ) is
pre-determined. Our goal is to find a tone mapping function
to improve the contrast.

From the last section, it is known that the contrast of
codewords decreases, especially for the dark codewords, when
the ambient light gets brighter. Note that the contrast ratio of a
display [17] is Ltotal (255,LW ,Eamb)

Ltotal (0,LW ,Eamb) , which is determined by LW

and Eamb. For a given LW under a given Eamb, it is not possi-
ble to enhance the contrast of every codeword. The contrast of

Authorized licensed use limited to: Univ of  Calif San Diego. Downloaded on November 13,2020 at 19:59:06 UTC from IEEE Xplore.  Restrictions apply. 
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Fig. 4. Reference contrast and reference relative codeword contrast.
(a) Reference contrast. (b) nre f

dark codewords is reduced more than bright codewords under
bright ambient illumination, so we will enhance the contrast
of dark codewords. That means the contrast of some other
codewords will be sacrificed.

The tone mapping function will be built so that the tone
mapped codewords would have similar contrast distribution
to that under the reference viewing condition. The following
is defined as the reference viewing condition: the screen
brightness for white (Lre f

W ) is 100 cd/m2 which is typical
for 8-bit displays; the ambient is dark; and eyes are adapted
to Lre f

s = (Lre f
W + L B(Lre f

W ))/2 = (100 + L B(100))/2.
Using these settings, we compute the adapted minimum

detectable contrast using (10) and the codeword contrast
using (4), and plot them in Fig. 4(a). We define relative
codeword contrast as the codeword contrast in the unit of
the adapted minimum detectable contrast, which represents
the number of just-noticeable-differences (JNDs) that the
difference between each two consecutive codewords spans.
We define the reference relative codeword contrast for each
codeword as the relative codeword contrast under the reference
viewing condition:

nre f (Y, Lre f
W ) = Cd(Y, Lre f

W , 0)

C̃t
(
Ltotal(Y, Lre f

W , 0), Lre f
s

) , (11)

where Y = 0, 1, · · · , 254. The reference relative codeword
contrast is plotted in Fig. 4(b).

A. Content Independent Luminance Enhancement

A content independent tone mapping operator is proposed
in this section. It does not use any content-related data, but
only uses display characteristics (e.g., luminance for white
LW , gamma γ , and reflectivity k) and the ambient illumi-
nation. For a given display and a given ambient illumination,
this tone mapping operator can be globally applied to any
video or image. Very light computation is needed.

Using the reference relative codeword contrast nre f , we pro-
pose to allocate codewords so that the relative codeword
contrast after tone mapping under the given ambient light
would be equal to α nre f , where α is positive. That is,
the relative codeword contrast should satisfy:

Cd (T G(Y, α), LW , Eamb)

C̃t

(
Ltotal

(
T G(Y, α), LW , Eamb

)
, Eamb

π

) = α nre f (Y, Lre f
W ),

(12)

where T G(Y, α) is the output of tone mapping, i.e., T G(·)
is the (global) content independent tone mapping operator.
Combining (4) and (12), we obtain:

2
Ltotal

(
T G(Y+1,α),LW ,Eamb

)
−Ltotal

(
T G (Y,α),LW ,Eamb)

Ltotal (T G (Y+1,α),LW ,Eamb

)
+Ltotal

(
T G (Y,α),LW ,Eamb

)

C̃t

(
Ltotal

(
T G(Y, α), LW , Eamb

)
, Eamb

π

)

= α nre f (Y, Lre f
W ), (13)

The total luminance of T G(Y +1, α) is obtained as a function
of the total luminance of T G(Y, α):

Ltotal(T G(Y + 1, α), LW , Eamb)

= Ltotal
(
T G(Y, α), LW , Eamb

)2 + P(Y, LW , Eamb, α)

2 − P(Y, LW , Eamb, α)
,

where

P(Y, LW , Eamb, α)

= α nre f (Y, Lre f
W )C̃t

(
Ltotal

(
T G(Y, α), LW , Eamb

)
,

Eamb

π

)
.

(14)

Therefore, the total luminance of each codeword can be
derived recursively from that of the previous codeword. The
inverse of the display luminance model (3) is then applied to
compute the tone mapping operator:

T G(Y, α) =
(( Ltotal(T G(Y, α), LW , Eamb) − k

π Eamb

a(LW )

) 1
γ

− b(LW )
)

· 255. (15)

In most images and videos, a large portion of pixels
are in the mid-tone. Therefore, very dark and very bright
codewords can be clipped to further improve the contrast
of mid-tones. That is, we set the total luminance of the
codewords below z (0 ≤ z < 255) to the total luminance
of black (Ltotal(0, LW , Eamb)). The total luminance of code-
words in [z, 255 − z] is derived recursively from the previous
codeword. The total luminance of the codewords above 255−z
is set to Ltotal(T G(255 − z, α), LW , Eamb). In other words,
a number of z codewords at both ends are clipped. A larger
value of z would allow higher contrast of codewords in
[z, 255 − z]. z = 20 is recommended for 8-bit images/videos
which means 15% codewords will be suppressed. In summary,
the total luminance of codewords are computed as in (16), as
shown at the bottom of the next page.

Now the problem is to find α. We want to enhance the
relative codeword contrast as much as possible, i.e., we want
α to be as large as possible. Note that if Ltotal(T G(255−z, α),
LW , Eamb) exceeds the selected luminance for white (LW ),
more codewords would be clipped. In order to avoid that,
we formulate the problem as:

max α

s.t. Ltotal(T G(255 − z, α), LW , Eamb) ≤ LW (17)

The problem can be solved easily by bisection search. If the
contrast ratio of the actual viewing condition is lower than the
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Fig. 5. Tone mapping curves for LW = 200: T G(Y, α∗) vs. Y . (a) z = 0.
(b) z = 20.

contrast ratio of the reference condition, i.e.,

Ltotal(255, LW , Eamb)

Ltotal(0, LW , Eamb)
<

Ltotal(255, Lref
W , 0)

Ltotal(0, Lre f
W , 0)

, (18)

then the optimum α would be less than 1. Fig. 5 shows the tone
mapping curves for LW = 200 and Eamb = 500, 5000 and
10, 000, when z is 0 and 20. T G(Y, α) = Y (linear mapping)
is also plotted as a reference. Fig. 6 shows the codeword
contrast and the adapted minimum detectable contrast before
and after tone mapping. The relative codeword contrast after
tone mapping is proportional to the reference relative code-
word contrast. Compared to the codeword contrast before tone
mapping, the contrast of dark codewords after tone mapping
is enhanced, whereas the contrast of bright codewords is
suppressed. In other words, the contrasts of codewords are
re-allocated by the tone mapping. The contrast of dark code-
words is more enhanced when the ambient illumination is
higher.

Bright ambient light reduces the saturation of the video as
well as the luminance contrast. We enhance the chrominance
of the video by applying the simple method from [9]:

R(V ) =
(V

Y

)s
T G(Y, α∗), (19)

where V is the chroma value, R(V ) is the enhanced chroma
value, and s is a constant.

Fig. 7 shows one frame from sequence Park Scene before
and after tone mapping using the curve in Fig. 5(b) and (19)
where s = 0.8. The images depict simulated appearance on the
display, not the input to the display. The enhanced images look
brighter and more saturated than the original image under the
given ambient illumination, and more details in dark areas are
revealed. As depicted in Fig. 6, the codeword contrast in bright
surroundings is not comparable to that in dark surroundings.
Therefore, the image viewed under brighter ambient light
inevitably shows lower contrast even after enhancement. It is
the ambient light that reduces the dynamic range of the image,
and while the tone mapping can mitigate the degradation from
ambient light, it cannot completely compensate for it.

Fig. 6. Contrast before and after the proposed tone mapping for LW = 200
and z = 0. (a) Contrast of original image: Eamb = 500. (b) Contrast of
enhanced image: Eamb = 500. (c) Contrast of original image: Eamb = 5000.
(d) Contrast of enhanced image: Eamb = 5000. (e) Contrast of original image:
Eamb = 10, 000. (f) Contrast of enhanced image: Eamb = 10, 000.

B. Content Dependent Luminance Enhancement

In this section, we describe a content dependent tone
mapping operator. In addition to the display characteristics
and the ambient illumination, some statistics of the con-
tent are collected to construct the tone mapping operator,
so that the image/video can be enhanced better. Unlike the
method of Mantiuk et al. [9] where the Laplacian pyramid is
employed and the contrast probabilities are computed for every
luminance range and every frequency, we simply collect the
histograms of codewords of the image/video.

For a frame in a video, the histograms of codewords are
collected as:

h f,m = |� f,m |,
where � f,m = { j |256m

M
≤ I f, j <

256(m + 1)

M
}, (20)

and where I f, j is the j -th pixel in frame f , and m = 0,
1, · · · , M − 1. We set M to 32, i.e., there are 32 bins in

Ltotal(T G(Y, α), LW , Eamb)=

⎧
⎪⎪⎨

⎪⎪⎩

Ltotal(0, LW , Eamb) if Y < z

Ltotal
(
T G(Y − 1, α), LW , Eamb

)2 + P(Y − 1, LW , Eamb, α)

2 − P(Y − 1, LW , Eamb, α)
else if z ≤ Y ≤ 255 − z

Ltotal(T G(255 − z, α), LW , Eamb) otherwise,

(16)
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Fig. 7. Images before and after the proposed tone mapping for LW = 200.
Note that these are simulated appearance on the display, which however may
not convey the actual brightness or color due to print limitation. (a) Original
at 500 lx. (b) Enhanced at 500 lx. (c) Original at 5000 lx. (d) Enhanced
at 5000 lx. (e) Original at 10,000 lx. (f) Enhanced at 10,000 lx.

the histograms. In order to produce smooth tone mapping
curves, at least 16 bins are recommended for the construction
of histograms for 8-bit images/videos.

We average the histograms of frames from fx to fy , and
compute the weighting factor for codeword Y as:

w(Y ) =
(

1

fy − fx + 1

f y∑

i= fx

( hi,b
∑M−1

m=0 hi,m

))β

,

where b = ⌊ Y

256
M

⌋
, (21)

where β is a constant (0 < β ≤ 1), so w(Y ) is in [0, 1]. The
frames from fx to fy can correspond to a scene or a sliding
window which includes the frame f . For example, fx can be
f − 9 and fy can be f , and thus the histograms of 10 frames
are averaged to give the weighting factors.

For single image enhancement, the histograms of the image
are collected, i.e., fx = fy = 1, and the weighting factor is
computed as (21).

The tone mapping operator is constructed using the
weighted reference relative codeword contrast:

Cd (T D(Y, α), LW , Eamb)

C̃t

(
Ltotal

(
T D(Y, α), LW , Eamb

)
, Eamb

π

)

= α w(Y ) · nre f (Y, Lre f
W ), (22)

where T D(·) is the content dependent tone mapping operator.
Compared to (12), the codewords are allocated so that the
relative codeword contrast satisfies α w(Y ) · nre f (Y, Lre f

W )

instead of α nre f (Y, Lre f
W ). The contrast of the codewords

corresponding to higher histogram counts is enhanced more,
because these codewords take up larger areas in the video. For
example, say the codewords under 50 take up 80% of a video.
They are likely to be more perceptually important than the
other codewords. The contrast of the codewords under 50 are
more enhanced by multiplying the reference relative codeword
contrast by larger weighting factors.

The contrast between two consecutive codewords after tone
mapping is hence constructed in (23), as shown at the bottom
of this page, by combining (4) and (22). We obtain the total
luminance of T D(Y +1, α) as in (24), as shown at the bottom
of this page.

T D(0, α) is set to 0, i.e., the total luminance of
the first codeword, Ltotal(T D(0, α), LW , Eamb), is set to
Ltotal(0, LW , Eamb) = L B(LW ) + k

π Eamb. The total lumi-
nance of other codewords is derived recursively from that of
the previous codeword. The problem is formulated similarly
to (17):

max α

s.t. Ltotal(T D(255, α), LW , Eamb) ≤ LW (25)

The tone mapping operator, T D(Y, α∗), is then obtained by
applying (15) where T G(Y, α∗) is replaced by T D(Y, α∗).
The chrominance of the video is enhanced similarly to (19):

R(V ) =
(

V
Y

)s
T D(Y, α∗).

Figs. 8(a) - 8(d) show the weighting factors and the tone
mapping curves for the original frame of Fig. 7 when β = 0.4
and β = 1. Figs. 8(e) and (f) show the corresponding simulated
appearance of the enhanced images when Eamb is 5000 lx.
The tone mapping curve of β = 1 is steeper than the curve
of β = 0.4 for codewords between 25 and 150. More pixels
are mapped to brighter codewords, as depicted in Fig. 8(j).
Therefore, the enhanced image looks brighter. However,
the tone mapping curve of β = 1 is almost flat for the

2
Ltotal

(
T D(Y + 1, α), LW , Eamb

) − Ltotal
(
T D(Y, α), LW , Eamb

)

Ltotal
(
T D(Y + 1, α), LW , Eamb

) + Ltotal
(
T D(Y, α), LW , Eamb

)

= α w(Y ) · nre f (Y, Lre f
W ) · C̃t

(
Ltotal

(
T D(Y, α), LW , Eamb

)
,

Eamb

π

)
, (23)

Ltotal(T D(Y + 1, α), LW , Eamb) = Ltotal
(
T D(Y, α), LW , Eamb

)2 + Q(Y, LW , Eamb, α)

2 − Q(Y, LW , Eamb, α)
,

where Q(Y, LW , Eamb, α) = α w(Y ) nre f (Y, Lre f
W )C̃t

(
Ltotal

(
T D(Y, α), LW , Eamb

)
,

Eamb

π

)
. (24)
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Fig. 8. Weighting factors, tone mapping curves, simulated appearance,
contrast and normalized histograms of enhanced images for Eamb = 5000
when β is 0.4 and 1. (a) w(Y): β = 0.4. (b) w(Y): β = 1. (c) Tone
mapping: β = 0.4. (d) Tone mapping: β = 1. (e) Enhanced image: β = 0.4.
(f) Enhanced image: β = 1. (g) Contrast of enhanced image: β = 0.4.
(h) Contrast of enhanced image: β = 1. (i) Normalized histograms
of enhanced image: β = 0.4. (j) Normalized histograms of enhanced
image: β = 1.

codewords above 150, thus yielding detail loss in bright areas
in Fig. 8(f) (the texture on the ground is removed). The reason
is that the weighting factors of those bright codewords are
much smaller than the weighting factors of dark codewords,
and thus the contrast of the bright codewords is ignored in the
optimization. The heuristic value 0.4 is recommended for β.

Fig. 9. Tone mapping curves of all the frames in the video: Eamb = 5000
and β = 0.4.

Fig. 10. Original images. (a) Crowd Run. (b) Park Scene. (c) Kimono.

When β is 0.4, the variance of the weighting factors is reduced,
and thus the bright codewords have more impact on the tone
mapping curve. As a result, the details in the bright regions are
preserved better. Note that the codewords which correspond to
short bins in the histograms should not be ignored completely,
because they can be the foreground in the picture thus drawing
the viewer’s attention.

Compared to the content independent luminance enhance-
ment, the contrast of codewords around 50 is boosted higher
by the content dependent method, while the contrast of bright
codewords is suppressed more. As a result, the enhanced
images look brighter than Fig. 7(d). Codewords at both ends
are clipped according to the histograms rather than selected
heuristically.

We apply this method to the video sequence containing the
original frame of Fig. 7. The tone mapping curves of all the
frames in the sequence are plotted in Fig. 9, where β = 0.4,
fy = f and

fx =
{

0 f < 9

f − 9 otherwise
(26)

The tone mapping curves are all very similar to each other, and
therefore, all the frames are enhanced similarly. The enhanced
video is temporally stable.

Note for both proposed methods, LW and L B(LW ) are
needed to generate the tone mapping curves. The display
device should have access to the values of LW and L B(LW ).
Since the proposed tone mapping is intended to be imple-
mented in the display device, L B(LW ) should be available for
each selected LW .
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Fig. 11. Crowd Run: enhanced images using different algorithms for LW = 200. Note that these are the inputs to the device, which do not show the look
under the given ambient illumination.

IV. PERFORMANCE EVALUATION

A. Subjective Evaluation

We evaluate the performance of the tone mapping opera-
tors by a subjective test. Six randomly selected video clips
(1920 × 1080) from [21] and [22] are enhanced using
our proposed methods, the tone mapping method of
Mantiuk et al. [9], and the adaptive luminance enhancement
method of Su et al. [14], [15]. The content of each video does
not change dramatically. We did two experiments. In the first
experiment, subjects watched images extracted from videos
in order to evaluate the luminance enhancement and detail
preservation of the proposed methods. One image is extracted
from each video. In the second experiment, subjects watched
videos processed by the proposed content dependent method to
check whether there is temporal inconsistency in the enhanced
videos. The tone mapping generated by the proposed content
independent method is global for all videos, so it cannot have
any temporal issue.

The main focus of this work is on luminance enhancement,
not on chrominance adjustment. To rule out the effects of dif-
ferent chrominance adjustment methods, chroma is enhanced
using the same method in (19) from [9] for all the tone
mapping methods, where T G(Y, α∗) is replaced by each
tone mapping operator. Some enhanced images are shown
in Figs. 11-13. The corresponding original images are shown
in Fig. 10. Note they are inputs to the device which do not
show the appearance under the given ambient light.

The images and videos were shown on an iPad Air.
The reflectivity k is 6.5%, the display gamma γ is 2.23,
and the screen brightness for white LW is adjustable from
6 to 449 cd/m2 [4]. The size of the device is 9.7 inch. The
viewing distance is 3 times the picture height. The experiment
was conducted in three locations: in a bright office where the

ambient illumination is 500 lx, in front of a building (under
shade) where the ambient illumination is 5000 lx, and outdoor
during an overcast day without shade or in a sunny day with
slight shade where the ambient illumination is 10,000 lx.
We used a lux meter to measure the ambient illumination to
ensure it was what we assumed.

Four viewing conditions were tested: 1)

1) LW is 200 cd/m2 and Eamb is 500 lx,
2) LW is 200 cd/m2 and Eamb is 5000 lx,
3) LW is 200 cd/m2 and Eamb is 10,000 lx,
4) LW is 449 cd/m2 and Eamb is 10,000 lx.

In the experiment, because we could not access the built-
in values of L B(LW ), we measure the values by a luminance
meter. If neither the luminance meter nor the built-in values are
available, L B(LW ) could be estimated by LW

contrast ratio , where
the contrast ratio is available on the display device official
website and/or displaymate website [4]. Since the value of L B

is very small compared to LW , a small error in the estimation
can be neglected.

Twenty-eight subjects (age 18 - 53) participated in the
subjective tests. Among them, 24 subjects are in their 20s.
Ten subjects are female, and 18 are male. All of the subjects
are non-experts and were unfamiliar with the content.

1) Image Comparison: Pair comparison [23], [24] is used
to evaluate performance. Subjects compared images in pairs:
one image processed by one of our proposed methods, and
the other by one of the baseline schemes which include
the method of Mantiuk et al., the method of Su et al.,
and no processing (the original image). The two proposed
methods are also compared with each other. The images were
labeled A and B randomly. The image pairs were shown
sequentially on the same device. Subjects were requested to
determine their preferred image in each pair. Five options were

Authorized licensed use limited to: Univ of  Calif San Diego. Downloaded on November 13,2020 at 19:59:06 UTC from IEEE Xplore.  Restrictions apply. 



SONG AND COSMAN: LUMINANCE ENHANCEMENT AND DETAIL PRESERVATION OF IMAGES AND VIDEOS 4909

Fig. 12. Park Scene: enhanced images using different algorithms for LW = 200. Note that these are the inputs to the device, which do not show the look
under the given ambient illumination.

Fig. 13. Kimono: enhanced images using different algorithms for LW = 200. Note that these are the inputs to the device, which do not show the look under
the given ambient illumination.

given to subjects: “A is much better than B”, “A is slightly
better than B”, “A is the same as B”, “A is slightly worse than
B”, and “A is much worse than B”. Subjects were also asked
to select the reasons why they prefer one to the other one.
The possible reasons were: being brighter, being darker, more
details, higher contrast, or lower contrast.

We did not adopt the widely known forced choice
(2-level rating) because it is known that when the items being
compared are very similar, subjects become frustrated being
forced to make a decision, and the frustration can impact the

entire experiment. The 3-level rating (A > B , A = B , A < B)
avoids the frustration problem as subjects find it easier to rate
without guessing on invisible differences when they could not
find any. The 5-level rating (a typical Likert scale [25]) that we
used is similar to the 3-level rating, but we ask the subjects
to provide a bit more information: how much difference is
in each pair. We did this because the differences in some
pairs of images are much more visible than the differences of
other pairs. For example, the difference between the images
before and after tone mapping is quite large under 10,000 lx.
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Fig. 14. 95% confidence intervals of DMOS of proposed content independent method vs. other schemes. (a) - (d): against no processing (original),
(e) - (h): against the method of Mantiuk et al., (i) - (l): against the method of Su et al. Images 1 - 6 are Crowd Run, Into Tree, Kimono, Old Town Cross,
Park Scene and Rush Hour.

However, the difference between the images processed by
different tone mapping operators is smaller. If the 3-level
rating is used, subjects might neglect the small differences
between different tone mapping operators, and only look for
and report large differences. The 5-level rating urges the
subjects to pay more attention to all the differences they can
perceive, so it is suitable when the experiment includes multi-
ple competing processing approaches as well as unprocessed
images.

a) Results of content independent enhancement: Fourteen
subjects conducted the comparisons between the proposed
content independent method and the baseline schemes. When
our proposed method was rated much better (or worse) than
the other scheme, the opinion score is +2 (or −2); when
our proposed method was rated slightly better (or worse) than
the other scheme, the opinion score is +1 (or −1); when no
difference was found, the opinion score is 0. The difference
mean opinion score (DMOS) is computed between the pro-
posed method and the other schemes. Positive (or negative)
numbers mean the proposed luminance enhancement works
better (or worse) than the other scheme. We plot the DMOS
and the 95% confidence intervals (CIs) in Fig. 14, where

the first row is the DMOS against no processing, the second
is against the method of Mantiuk et al., and the third is
against the method of Su et al. Each column corresponds to
one tested viewing condition. The average DMOS of all the
images and CIs are plotted in Fig. 15, where “original” means
no processing. CIs including zero indicate that we cannot
reject the null hypothesis that the two schemes perform the
same, or at least there is no consensus of preference.

When LW is 200 cd/m2, the enhanced images of the
proposed content independent method have higher gain over
the original images as the ambient light gets brighter. Under
500 lx (Fig. 14(a)), the CIs of 4 out of 6 images are above zero;
while under 5000 lx and 10,000 lx (Figs. 14(b) and 14(c)),
the CIs of all the 6 images are above zero. The average DMOS
over images are 0.75, 1.38 and 1.60 for 500 lx, 5000 lx
and 10,000 lx, respectively. Even when LW is set to the
maximum screen brightness 449 cd/m2, the proposed scheme
outperforms no processing by an average DMOS of 1.36,
under 10,000 lx. The original images look dark and dull
with low contrast under bright ambient light, and details are
invisible. The proposed method improves the visibility, and
enhances the brightness of images.
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The method of Mantiuk et al. generally boosts the contrast
of the mid-tone higher than our proposed method, which yields
brighter images and sharper edges, but sometimes removes
details in bright areas of images. For example, the clouds
in Fig. 11(a, e, i), the details of the ground in Fig. 12(e, i),
and the clothing shades in Fig. 13(e, i) are removed. More
details are lost when the ambient light is brighter. Our pro-
posed method (Figs. 11 - 13(c, g, k)) preserves those details
very well.

The preference between the method of Mantiuk et al. and
our proposed content independent method is controversial
under 500 lx. The CIs are wide and include zero for 5 out
of 6 images in Fig. 14(e). Subjects have various preferences
in contrast and details. The proposed method shows clear
advantage for image Crowd Run, as most subjects valued the
details preserved by the proposed method.

The proposed method is favored over the method of
Mantiuk et al. for most images under 5000 lx, due to
more details and lower contrast. The advantage drops slightly
when the ambient increases to 10,000 lx with LW kept
to 200 cd/m2, because the favor of subjects shifts toward
high contrast under such bright ambient where details in most
images are hardly detectable. However, when LW is turned
up to 449 cd/m2, our method which has higher visibility of
details wins the comparison. When we pool the DMOS of all
the test images (Fig. 15), the proposed method outperforms
the method of Mantiuk et al. in all the viewing conditions,
among which the DMOS of 5000 lx is the highest.

The results of the method of Su et al. are generally darker
than the proposed content independent method, and show
lower contrast. Under 500 lx where the eyes of subjects are rel-
atively sensitive, the proposed method outperforms the method
of Su et al. for 2 out of the 6 images (Fig. 14(i)). For example,
the texture of the trees in Fig. 13(b) is undetectable and looks
flat, whereas the result of our proposed method (Fig. 13(c))
shows the texture clearly. As a result, the DMOS between our
proposed method and the method of Su et al. for this image is
1.14 under 500 lx, and the CI is well above zero (Fig. 14(i)).

Under 5000 lx, the proposed method outperforms the
method of Su et al. for all the images (Fig. 14(j)). For example,
Fig. 12(f) looks washed out under 5000 lx. Details in dark
areas are still invisible in the bright surrounding as in the
original image Fig. 10(b). Under 10,000 lx, the two methods
perform similarly for 4 out of 6 images when LW is 200 cd/m2

(Fig. 14(k)), but the proposed method shows clear advantage
when LW is 449 cd/m2 (Fig. 14(l)). When we pool all images
in Fig. 15, the CIs of the average DMOS of all the viewing
conditions are above zero, indicating the superiority of our
method.

b) Results of content dependent enhancement: The pro-
posed content dependent method and the other schemes were
evaluated by another fourteen subjects. The DMOS and CIs
of each image are plotted in Fig. 16. Each row corre-
sponds to the DMOS against no processing, the method of
Mantiuk et al., the method of Su et al., and the pro-
posed content independent method. The images enhanced
by the proposed content dependent method generally looks
brighter and shows higher contrast than those enhanced by

Fig. 15. 95% confidence intervals of average DMOS of proposed content
independent method vs. other schemes for all images. (a) LW = 200,
Eamb = 500. (b) LW = 200, Eamb = 5000. (c) LW = 200, Eamb = 10, 000.
(d) LW = 449, Eamb = 10, 000.

the proposed content independent method. That is because the
content dependent method puts more emphasis on the code-
words which take up larger areas of the picture. The
contrasts of those codewords are enhanced more than the
other codewords. The difference in the image Kimono
(Figs.13(c, g, k) and 13(d, h, l)) is the most obvious, and
thus the DMOS of that image is the highest among all
the test images under most viewing conditions. The CIs of
the average DMOS for all the images against the proposed
content independent scheme are all above zero (Fig. 17 where
“Proposed global” means the proposed content independent
method).

Like the proposed content independent method, the con-
tent dependent method greatly outperforms no processing,
and the advantage grows with the increase of the ambient
illumination. Under 500 lx (Fig. 16(a)), the proposed content
dependent method is preferred for 4 out of 6 test images; under
5000 lx (Fig. 16(b)), it is favored for 5 out of 6 images; and
under 10,000 lx (Figs. 16(c) - 16(d)), it beats no processing
for all the images.

Under 500 lx, the proposed content dependent method
performs similarly to the method of Mantiuk et al (Fig. 16(e)).
The proposed method wins when the ambient light is brighter,
because it shows a better trade-off between detail preservation
and contrast enhancement. The CIs of 5 out of 6 images are
above zero when the ambient illumination is 5000 lx and
10,000 lx (Figs. 16(f) - 16(h)).

The subjects preferred the proposed content dependent
method to the method of Su et al. for most of the test
images (Figs. 16(i) - 16(l)). The superiority is quite clear. The
average DMOS of the four viewing conditions are 0.90, 0.93,
0.82 and 0.90.

In summary, both of the proposed methods outperform the
baseline schemes. They keep details of images better than
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Fig. 16. 95% confidence intervals of DMOS of proposed content dependent method vs. other schemes. (a) - (d): against no processing (original),
(e) - (h): against the method of Mantiuk et al., (i) - (l): against the method of Su et al., (m) - (p): against the proposed content independent method.
Images 1 - 6 are Crowd Run, Into Tree, Kimono, Old Town Cross, Park Scene and Rush Hour.

the method of Mantiuk et al., and they improve the contrast
and brightness more than the method of Su et al. Therefore,
they win the comparisons when the ambient light is very
bright. The advantages of both proposed methods over no
processing are quite large, as the proposed methods enhance
the brightness and contrast. The proposed content dependent
method is slightly better than the content independent method,
because the contrast of codewords with higher histogram
counts is boosted higher.

Note that both of our proposed methods, content indepen-
dent and dependent enhancement, are computationally much

simpler than the method of Mantiuk et al. which is a content
dependent approach. As stated in [9], half of the processing
time of the method of Mantiuk et al. is spent on computing
the contrast probabilities of each luminance range of each
frequency of the Laplacian pyramid. The other half is spent
on solving their optimization problem iteratively. Our content
dependent method only collects histograms of codewords and
does not do any frequency decomposition. The optimization
time is also much shorter than the method of Mantiuk et al.
The proposed content independent method is computationally
even more efficient, as no video-related data is needed.
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Fig. 17. 95% confidence intervals of average DMOS of proposed content
dependent method vs. other schemes for all test images. “Proposed global”
means the proposed content independent method. (a) LW = 200, Eamb =
500. (b) LW = 200, Eamb = 5000. (c) LW = 200, Eamb = 10, 000.
(d) LW = 449, Eamb = 10, 000.

2) Video Comparison: To demonstrate the temporal stabil-
ity of the proposed content dependent enhancement method,
we had subjects compare the enhanced videos with the original
videos in pairs. The videos were labeled A and B randomly.
Subjects were asked to select the preferred video in each
pair. Since the comparison is only between the videos with
and without enhancement, 3-level rating is used here: A is
preferred to B, A is the same as B, and B is preferred to A.
Subjects were also requested to report flickers in the videos if
they saw any.

Eight subjects conducted the comparison experiment.
No flicker was reported by any subjects. Therefore, we can
claim the temporal consistency of the proposed content
dependent enhancement method. The DMOS is computed
between the enhanced videos and the original videos. Positive
(or negative) numbers mean the enhanced (or original) videos
are favored. The DMOS and the 95% CIs are plotted in Fig. 18.
Note that the 3-level rating is performed here, so the opinion
scores are among {−1, 0, 1}, instead of {−2, −1, 0, 1, 2} used
in the image comparison. As a result, the values of DMOS are
about half of that in Fig. 17. Since fewer subjects are included
in the video evaluation, the confidence intervals are larger
than those of the image comparison. Generally, the results
are consistent with the results of the image comparison. The
enhanced videos are preferred to the original videos, and the
preference is more obvious under brighter ambient light for a
given LW .

3) Further Discussion: The size of the display is expected
to have subtle impact on the preference of images/videos. It is
possible that subjects would pay less attention to small details
when the images/videos are displayed on a smaller display.
Detail loss caused by clipping the codewords at both ends
might be neglected. Therefore, a brighter image with higher
contrast at the mid-tone could be more favored.

Fig. 18. 95% confidence intervals of average DMOS of proposed content
dependent method vs. no processing for all tested videos. “5k” stands for
5000, and “10k” stands for 10,000.

The DMOS between the proposed methods and no process-
ing drops slightly when LW increases from 200 to 449 cd/m2

which is the maximum LW of the device. If the device could
provide even higher LW , it is possible that the advantage of
the proposed methods could further decrease. However, as long
as the screen reflects the ambient light, the contrast of dark
codewords will be degraded, and thus the details in the dark
regions of the original images/videos will be less visible. The
proposed methods can improve the visibility of those regions,
so the enhanced images/videos will still be favored.

B. Objective Comparison

In addition to the subjective tests, we compare different
methods using objective metrics including absolute mean
brightness error (AMBE) [26], discrete entropy (DE) [27], and
measure of enhancement (EME) [28], to show luminance and
contrast improvement on the enhanced images. The results are
in Table I. The tone mapping curves generated by the method
of Mantiuk et al. are steeper than the two proposed methods.
Dark codewords are mapped to brighter values, and more
codewords on the right end are clipped. As a result, AMBE
and EME of the method of Mantiuk et al. are higher than
those of the proposed methods, and DE of Mantiuk’s method is
lower. However, due to the loss of details, the images enhanced
by Mantiuk’s method are less preferred subjectively than the
proposed methods. The tone mapping curves by the method of
Su et al. are slightly less steep than the proposed methods, so
its AMBE and EME are lower than the proposed methods.
These simple objective metrics show only some aspects of the
enhancement performance, and thus are not good predictors
of the overall subjective quality.

We also compare different methods using dynamic range
independent image quality assessment (DRI) [29]. Green color
in Fig. 19 shows the loss of visible contrast, i.e., contrast is vis-
ible in the original image but invisible in the enhanced image.
Red color indicates the amplification of invisible contrast,
i.e., contrast is invisible in the original image but becomes
visible in the enhanced image. The saturation of each color
indicates the magnitude of detection probability. The method
of Mantiuk et al. amplifies the contrast of dark regions the
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TABLE I

AMBE, DE AND EME OF DIFFERENT METHODS

Fig. 19. DRI between original images and enhanced images using different algorithms for LW = 200 and Eamb = 5000. Green stands for loss of visible
contrast, and red for amplification of invisible contrast. The saturation of each color indicates the magnitude of detection probability.

most, but causes the most contrast loss in bright regions. The
method of Su et al. has the least effect of enhancement among
the four methods. The two proposed methods maintain good
trade-offs between contrast amplification of dark regions and
contrast loss of other regions.

C. Computational Times

The implementation in C on 3.3 GHz CPU (single-
threading) of the proposed content independent tone map-
ping requires only 11.8 ms to build the mapping look-up
tables (LUTs) for both luma and chroma channels. Because
of the additional time required for histogram construction,
the proposed content dependent tone mapping needs 22.3 ms
to build the mapping LUTs for luma and chroma channels for
a frame of high definition (HD) 1920 × 1080.

For an HD video frame, the average time to apply the
LUTs sequentially to all the pixels is 12.0 ms. For a given
ambient illumination, the speed to process an HD frame
using the proposed content independent method is 83 frames
per second (fps). If the ambient illumination happens to change
at each frame, the overall processing speed is 42 fps. The
speed of the proposed content dependent method to process

an HD frame is 29 fps. Note that the processing time can be
greatly reduced if the LUTs are applied to pixels in parallel.
The computing time to construct histograms can be also
reduced if parallel computing is employed.

V. CONCLUSION

We proposed two tone mapping operators to enhance the
luminance and details of images and videos shown in bright
ambient illumination. The tone mapping considers display
characteristics and human visual sensitivity. The contrast loss
in dark areas of images/videos due to reflected light and
reduced sensitivity of eyes is compensated. The content inde-
pendent tone mapping operator is constructed only once for the
given viewing condition and can be applied to any content. The
content dependent method uses simple statistics of content, and
slightly outperforms the content independent method. We com-
pared with the method of Mantiuk et al. [9] and the method of
Su et al. [14], and our methods are preferred subjectively. Our
proposed methods boost the visibility of details in dark areas
and well preserve details in bright areas. The methods can be
extended to high dynamic range videos which are represented
by high bit depth. More accurate modeling of reflection would
be interesting to explore in the future.
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