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ABSTRACT OF THE DISSERTATION

Retroviral Integration: Mechanism and Consequences

by

Mary Kathleen Lewinski
Doctor of Philosophy in Biomedical Sciences

University of California, San Diego, 2005

Professor Theodore Friedmann, Chair

Professor Frederic D. Bushman, Co-chair

Integration of retroviral cDNA into the host cell genome is a process central to
the replication cycle of retroviruses and is mediated by the virally-encoded integrase
protein. While any DNA sequence can be a target for integration, retroviruses do not
integrate randomly into the host cell chromosomes. Recent studies have found that
different retroviruses have distinct target site selection preferences for various
genomic features. We have sequenced integration sites from human
immunodeficiency virus (HIV), murine leukemia virus (MLV) and three HIV-MLV

chimeras and determined that both integrase and the viral Gag proteins act together to



determine virus-specific integration site selection preferences.

Once integrated, the provirus is transcribed by the host cell machinery into
messenger RNA and the viral RNA genome. A number of factors are thought to
contribute to the level of proviral gene expression. For HIV, these include the
activation state of the host cell, CpG methylation, nucleosome organization, and
mutations in the viral transactivator, tat, or transcription factor binding sites in the
viral promoter and enhancer. Factors that negatively influence HIV gene expression
are of interest because of the phenomenon of viral latency, where HIV persists in the
genome of host cells undetected due to a lack of expression. We set out to determine
the extent to which integration site influences expression of the HIV provirus. In this
study, we infected Jurkat T cells with an HIV-based vector transducing GFP and
separated cells into GFP-expressing and non-expressing populations. We then
sequenced integration sites from these two populations. Low proviral expression
correlated with integration into (1) gene deserts, (2) centromeric heterochromatin, and
(3) very highly expressed host cell genes. These data suggest that particular genomic
features influence the expression of HIV proviruses and provide models for

postintegration latency in cells from HIV-infected patients.
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I. INTRODUCTION

Retroviruses are a group of RNA viruses that replicate by integrating a DNA
copy of their genome into the host cell chromosome and relying on the cellular
machinery to produce copies of the viral genomic RNA and viral proteins. Many
retroviruses are vertebrate pathogens, causing the formation of tumors, as with the
oncoretroviruses, or crippling the host’s immune system, as with human
immunodeficiency virus (HIV), the cause of the AIDS pandemic.

Central to the retroviral replication cycle is integration of the viral cDNA into
the host cell genome. Integration is essential for the production of new virions.
Beyond being indispensable for the virus, integration can have significant
consequences for the host—occasionally resulting in insertional mutagenesis and
contributing to transcriptional latency of HIV.

THE RETROVIRAL REPLICATION CYCLE

Following binding of the retroviral envelope glycoproteins to its cellular
receptor(s), the virus fuses with the cell membrane, releasing its core into the host cell
cytoplasm. The viral genomic RNA is then reverse transcribed to form double-
stranded DNA. The viral DNA—in a complex with integrase and other viral and
cellular proteins—enters the nucleus. There, the viral integrase protein covalently
joins the viral DNA to the host cell DNA. Once integrated, the viral DNA—called the
“provirus”—acts as a transcription template for efficient synthesis of viral mRNA and

genomic RNA. Viral proteins are translated and assemble with the viral genomic



RNA. These new virions then bud from the host cell membrane, mature, and infect
new host cells. The provirus persists indefinitely in the host cell chromosome and is
inherited by daughter cells like any other gene during cell division.

Integrase is essential to viral replication. For retroviral DNA to efficiently
direct the production of progeny virions it must become covalently integrated into the
host cell chromosome (reviewed in (Coffin et al., 1997; Hansen et al., 1998)). Some
expression from unintegrated viral DNA can be detected (Panganiban and Temin,
1983), but this is not sufficient to sustain a spreading infection (Engelman et al., 1995;
Englund et al., 1995). Analyses of mutants have identified the viral integrase coding
region of the retroviral po/ gene as essential for the integration process (Donehower,
1988; Donehower and Varmus, 1984; Panganiban and Temin, 1984; Quinn and
Grandgenett, 1988; Schwartzberg et al., 1984). Also essential are regions at the ends
of the viral long terminal repeats (LTRs) that serve as recognition sites for the
integrase protein (Colicelli and Goff, 1985; Colicelli and Goff, 1988; Panganiban and
Temin, 1983).

Phenotypes of integrase mutants. Extensive work has shown that integrase
mutants can have a variety of effects on viral replication. Integrase mutants
containing substitutions in the enzyme active site (considered below) generally have
effects only at the integration step in the viral life cycle. However, integrase may play
additional roles in viral replication, perhaps as a structural component of replication
intermediates. Integrase is present as part of the retroviral gag-pol polyprotein during

assembly and budding and is present in reverse transcription complexes after infection



of new host cells (Fassati and Goff, 1999; Nermut and Fassati, 2003). Many mutants
of integrase, including deletion mutants, can have pleiotropic effects on the viral life
cycle, including effects on particle budding, infectivity and reverse transcription
(Engelman, et al., 1995).

MECHANISM OF INTEGRATION

Integration of viral DNA into the host cell chromosome involves several
coordinated steps: processing of the viral DNA ends, coordinated joining of those ends
to target DNA, and repairing of the gaps. The first two reactions are catalyzed by the
viral integrase protein while the last is mediated by as-yet-undefined factors.

DNA breaking and joining reactions catalyzed by integrase. The viral
genomic RNA is reverse transcribed to form a linear double-stranded DNA molecule,
the precursor to the integrated provirus (Brown et al., 1987; Brown et al., 1989;
Fujiwara and Mizuuchi, 1988). The provirus is colinear with unintegrated linear viral
DNA (Dhar et al., 1980; Hughes et al., 1978) but differs from the reverse transcription
product in that it is missing two (or for some retroviruses, three) bases from each end
(Hughes et al., 1981). Flanking the integrated provirus are direct repeats of the
cellular DNA that are usually 4-6 base pairs in length, depending on the viral integrase
(Hughes, et al., 1981; Vincent et al., 1990). This duplication of cellular sequences
flanking the viral DNA is generated as a consequence of the integration mechanism
(Coffin, et al., 1997).

Linear viral DNA is found in a complex with proteins in the cytoplasm of

infected cells. These complexes (termed “preintegration complexes’) can be isolated



and have been shown to mediate integration of viral DNA into target DNA in vitro
(Bowerman et al., 1989; Brown, et al., 1987, Ellison et al., 1990; Farnet and
Haseltine, 1990; Farnet and Haseltine, 1991).

The development of in vitro assays with purified integrase has allowed its
enzymatic functions to be elucidated. The provirus is the result of two reactions
catalyzed by the viral integrase: terminal cleavage and strand transfer. Studies with
purified integrase have shown that it is sufficient for both 3’ end cleavage (Bushman
and Craigie, 1991; Craigie et al., 1990; Katzman et al., 1989; Sherman and Fyfe,
1990) and joining of the viral DNA to the cellular chromosome or naked target DNA
(Bushman et al., 1990; Craigie, et al., 1990; Katz et al., 1990). Most integrase
proteins catalyze the removal of two bases from the 3’ end of each viral DNA strand,
leaving recessed 3’ hydroxyl groups (Brown, et al., 1989; Fujiwara and Mizuuchi,
1988; Roth et al., 1989; Sherman and Fyfe, 1990). This terminal cleavage reaction is
required for proper integration. It may allow the virus to create a standard end from
viral DNA termini that can be heterogeneous due to the terminal transferase activity of
reverse transcriptase (Miller ef al., 1997; Patel and Preston, 1994). In addition, the
terminal cleavage step is coupled to the formation of a stable integrase-DNA complex
(Ellison and Brown, 1994; Vink ef al., 1994). A recent study has suggested that this 3’
end processing facilitates the formation of a complex that is capable of directing
concerted integration of the viral DNA ends (Li and Craigie, 2005). Following
terminal cleavage, a recessed hydroxyl is exposed that immediately follows a CA

dinucleotide. This CA is conserved among retroviruses and many related transposons.



Evidence suggests that more internal LTR sites are also important for integration
(Balakrishnan and Jonsson, 1997; Bushman and Craigie, 1990; Leavitt ef al., 1992).
After end processing, integrase catalyzes the covalent attachment of hydroxyl groups
at the viral DNA termini to protruding 5’ phosphoryl ends of the host cell DNA
(Brown, et al., 1987; Brown, et al., 1989; Fujiwara and Mizuuchi, 1988). Both the
viral DNA 3’ end cleavage and strand transfer reactions are likely mediated by single-
step transesterification chemistry as shown by stereochemical analysis of the reaction
course (Engelman et al., 1991).

Purified integrase can also catalyze the “reverse” of the strand transfer
reaction, termed disintegration (Chow et al., 1992). Assays for disintegration activity
have been useful in the analysis of defective integrase mutants because the
requirements for disintegration seem to be more lenient than those for integration.

Biochemical analysis of purified integrase revealed that it requires a divalent
metal—either Mg®" or Mn*"—to carry out reactions with model substrates (Chow, et
al., 1992). As is discussed below, several structures of integrase show a divalent
metal bound at the active site. Modeling suggests that two cations at the active site are
important, the second of which is likely carried to the active site by the DNA substrate
(Bujacz et al., 1997; Lins et al., 2000). A more recent report detailing Cys
substitutions at HIV-1 integrase active site residues D64 and D116 suggested that
these resides act by binding divalent metal (Gao et al., 2004). Divalent metal is also
involved in assembly and stabilization of integrase-DNA complexes (Bujacz, ef al.,

1997; Gao, et al., 2004; Hazuda et al., 1997, Lee et al., 1995; Yi et al., 1999).



Host factors involved in repair of gaps in integration intermediates.
Integrase carries out the terminal cleavage and strand transfer steps that initiate viral
DNA integration. Concerted integration of both ends of the viral DNA, followed by
melting of the target DNA segments between the points of joining, yields single-
stranded gaps at each host-virus DNA junction, and a two base overhang derived from
the viral DNA. The manner by which this intermediate is subsequently repaired to
yield the fully integrated provirus is unclear. For many parasitic DNA replication
reactions, the parasite carries out reaction steps only up to a point that the host cannot
easily reverse, forcing the host to complete the job (Bushman, 2001; Craig ef al.,
2002). For retroviral integration, it is reasonable to infer that host DNA repair
enzymes complete provirus formation. DNA gap repair enzymes are known to be
involved in a variety of DNA repair pathways, so their recruitment to gaps at host-
virus DNA junctions is readily envisioned. Consistent with this, known gap repair
enzymes have been shown to act on model host-virus DNA junctions in vitro (Yoder
and Bushman, 2000).

STRUCTURE OF THE INTEGRASE PROTEIN AND MULTIMERS

The integrase protein is composed of three separate domains—the N-terminal
zinc-binding domain, the catalytic core and the C-terminal DNA-binding domain. The
three-domain structure was initially suggested by partial proteolysis studies (Engelman
et al., 1993). Later their structures were solved by NMR and x-ray crystallography.
The crystal and NMR structures of each domain indicate that each dimerizes (Cai et

al., 1997; Chen et al., 2000a; Chen et al., 2000b; Eijkelenboom ef al., 1999; Goldgur



et al., 1999; Goldgur et al., 1998; Lodi et al., 1995; Maignan et al., 1998; Wang et al.,
2001; Yang et al., 2000), but the relevance of these structures to integrase function in
vivo remains under investigation. It is known that all three domains are essential for
the full catalytic activity of integrase (Drelich ef al., 1992; Schauer and Billich, 1992;
Vink et al., 1993). The structure and function of each domain, along with what is
known about how they are assembled in the full-length protein and in integrase
oligomers, are discussed in turn below.

N-terminal domain of integrase. The N-terminal domain (approximately the
first 50 amino acids) of integrase is thought to promote DNA binding and
multimerization. It has a conserved HHCC zinc-binding motif with an overall fold
resembling that of the helix-turn-helix bacterial repressors (Cai, et al., 1997;
Eijkelenboom et al., 1997) that is conserved in all retroviral and retrotransposon
integrases. Evidence indicates that this domain must bind Zn*" to function (Bushman
et al., 1993; Coffin, et al., 1997; Eijkelenboom, et al., 1997).

Integrase mutants with the N-terminal domain deleted or with substitutions in
the conserved His or Cys residues are significantly impaired in their ability to catalyze
3" end cleavage and strand transfer reactions but still maintain disintegration activity
(Bushman, et al., 1993; Bushman and Wang, 1994; Engelman and Craigie, 1992;
Vincent et al., 1993). Other mutants of less highly conserved amino acids in the N-
terminal domain have weak end cleavage and strand transfer activities (Vincent, ef al.,
1993). Adding Zn*" in vitro was found to enhance the Mg**-dependent terminal

cleavage reaction by HIV-1 integrase (Lee and Han, 1996). This suggests that the N-



terminal domain, while having no direct role in catalysis, might play some role in viral
DNA recognition.

Another possible role for the N-terminal domain of integrase is in
multimerization (Heuer and Brown, 1998; Lee et al., 1997; Zheng et al., 1996)
(discussed in more detail below). Studies of the zinc-binding properties of integrase
found that the Zn?*-bound N-termini dimerized (Yang et al., 1999) and Zn*"-bound
integrase tetramerized more easily than integrase without Zn>" or with mutations in the
HHCC motif (Zheng, et al., 1996). Binding of Zn*" to the N-terminal domain of
integrase likely stabilizes the enzyme, allowing for proper multimerization and
efficient enzymatic activity. Cross-linking studies have also implicated the N-domain
in binding of target DNA (Heuer and Brown, 1997).

Catalytic core of integrase. The central domain of integrase (e.g. residues 50-
212 of HIV-1 integrase) functions primarily in catalysis and DNA binding. The
catalytic core is comprised of mixed alpha helix and beta sheets folded such that three
acidic residues of the D,DX3sE motif are in close proximity. This three-dimensional
structure is an RNaseH-type fold that is conserved among members of the D,DX3sE
phosphotransferase enzyme family that includes retroviral and retrotransposon
integrases and bacterial transposases (Dyda ef al., 1994; Kulkosky et al., 1992;
Rowland and Dyke, 1990; Yang and Steitz, 1995).

Site-directed mutagenesis of conserved amino acids in this catalytic core
resulted in integrase proteins that were inactive in 3’ end cleavage, DNA strand

transfer and disintegration assays, suggesting that this domain is essential for catalysis



(Engelman and Craigie, 1992; Hazuda et al., 1994; Leavitt et al., 1996). In fact, the
catalytic domain alone is sufficient to catalyze disintegration (Bushman, ef al., 1993;
Bushman and Wang, 1994; Kulkosky et al., 1995; Vink, et al., 1993), although
efficient 3’ end cleavage and strand transfer also require the N-terminal and C-terminal
domains (Bushman and Wang, 1994; Drelich, et al., 1992; Schauer and Billich, 1992;
Vink, et al., 1993).

Each residue of the D,DX;3sE motif catalytic triad is required for catalysis of
integration (Engelman and Craigie, 1992; Kulkosky, et al., 1992; van Gent et al.,
1993a). D,DX;sE motif residues D64 and D116 of HIV-1 integrase are thought to act
by coordinating at least one divalent metal ion and probably two (Gao, et al., 2004).
While initial crystal structures of the catalytic domain did not include a bound cation
(Bujacz et al., 1996a; Bujacz et al., 1995; Dyda, et al., 1994), later structures (Bujacz
et al., 1996b; Goldgur, ef al., 1998; Maignan, et al., 1998) and models (Lins et al.,
1999) showed that the aspartic acid residues of the catalytic triad can coordinate Mn*"
and/or Mg®*. One structure of the avian sarcoma virus (ASV) integrase catalytic
domain has been visualized with two bound metal atoms (although the Zn*" and Cd*"
atoms bound are not biological ligands) (Bujacz, ef al., 1997) and the catalytic domain
of HIV-1 integrase with two bound cations at the active site was subsequently
modeled (Lins, et al., 2000). Although integrase bound to two metal atoms has not yet
been proven capable of catalyzing integration in vitro, these crystal and model

structures suggest that the mechanism involves two bound cations.
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In addition to catalysis of terminal cleavage and strand transfer reactions, the
core domain functions in binding to viral DNA. Studies with chimeric integrases have
shown that the core domain is responsible for recognition of the viral DNA substrate
(Katzman and Sudol, 1995; Katzman and Sudol, 1998; Pahl and Flugel, 1995) and
cross-linking studies with HIV-1 integrase found that core domain residues Q148 and
Y 143 bind to the viral DNA ends (Esposito and Craigie, 1998). Cross-linking data
suggest that the conserved residues K156 and K159 of HIV-1 integrase (near the
active site in the catalytic core domain) are essential for the interaction between
integrase and viral DNA, specifically the conserved deoxyadenosine (Jenkins et al.,
1997). Further, the core domain is thought to be responsible for target site selection in
vitro (Appa et al., 2001; Harper et al., 2003; Shibagaki and Chow, 1997).

C-terminal domain of integrase. The final 75-100 amino acids of integrase
comprise the C-terminal domain—the least conserved of the three domains. Structural
analysis has found that it has an SH3-type fold, and may form dimers (Eijkelenboom
et al., 1995; Eijkelenboom, et al., 1999; Lodj, ef al., 1995). The C-terminal domain
has strong but nonspecific DNA-binding activity and thus has been called the DNA-
binding domain (Engelman et al., 1994; Khan et al., 1991; Lutzke and Plasterk, 1998;
Lutzke et al., 1994; Mumm and Grandgenett, 1991; Vink, et al., 1993; Woerner and
Marcus-Sekura, 1993). Its ability to dimerize in solution has led some to suggest that
the C-terminal domain plays a role in multimerization (Andrake and Skalka, 1995;
Lutzke and Plasterk, 1998). Mutagenesis data support a role for the C-terminal

domain in proper folding of the integrase protein (Moreau et al., 2003).
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Structures containing two domains of integrase. Although there are NMR
and crystal structures for the individual domains of integrase, these are not sufficient
to determine the structural arrangement of domains in full-length integrase protein.
Full-length integrase has not been crystallized. However, several structures of two-
domain integrase fragments have been solved. These two-domain structures provide
insight into the mechanism of host and viral DNA binding by and multimerization of
integrase.

Two-domain structures with the catalytic core and C-terminal domains have
been solved for Rous sarcoma virus (RSV) (Yang, et al., 2000), HIV-1 (Chen, et al.,
2000a) and simian immunodeficiency virus (SIV) (Chen, et al., 2000b) integrases.
Additionally, the structure of a two-domain HIV-1 integrase fragment with the
catalytic and N-terminal domains has been determined (Wang, ef al., 2001). In each
of these structures the catalytic core domains are associated as dimers, as they are in
structures of the catalytic domain alone (Bujacz, et al., 1995; Goldgur, ef al., 1999;
Goldgur, et al., 1998; Lubkowski ef al., 1999; Maignan, ef al., 1998). However, the
position of the C-terminal domain varies considerably among these two-domain
structures. The two-domain structure of RSV integrase shows the C-terminal domains
associated as a dimer in a canted conformation such that one C-terminal domain
contacts its catalytic domain (Yang, ef al., 2000). In the catalytic/C-terminal two-
domain structure for HIV-1 integrase, the catalytic cores exist as dimers, but the C-
terminal domains are monomeric and at the ends of extended alpha-helical linkers

such that the structure is in a Y conformation (Chen, ef al., 2000a). In the two-domain
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structure of SIV integrase, only one of the four C-terminal domains associated with
two dimers of the catalytic domain can be visualized (Chen, et al., 2000b). The C-
terminal domain is poorly conserved among different retroviral integrases so it is not
entirely unexpected that its conformations differ in these two-domain structures.
However, it is unclear whether any of these structures is similar to the actual
conformation of these domains in vivo. The variation in C-terminal domain position
relative to the catalytic domain can be attributed to the flexibility of the linker and/or
the lack of the stabilizing N-terminal domain or DNA.

An HIV-1 integrase fragment that includes the catalytic core and N-terminal
domains also crystallized as a dimer (Wang, et al., 2001). In this structure, the N-
terminal domains are arranged differently than seen in dimers of the individual N-
terminal domain (Cai, et al., 1997). This two-domain structure can accommodate the
C-terminal domain in the same orientation observed in the catalytic/C-terminal two-
domain structure of HIV-1 integrase (Chen, et al., 2000a). This suggests that the N-
terminal domain could stabilize the structure of the C-terminal and catalytic domains
of HIV-1 integrase.

The two-domain structures of integrase allow for modeling of integrase bound
to viral and target DNA. Using time-resolved fluorescence anisotropy (TFA) (Deprez
et al., 2000; Leh et al., 2000), protein footprinting (Dirac and Kjems, 2001), and cross-
linking data (Esposito and Craigie, 1998; Gao et al., 2001; Heuer and Brown, 1997;
Heuer and Brown, 1998; Jenkins, et al., 1997) in addition to the structural data

reviewed above, Podtelezhnikov and colleagues modeled HIV-1 integrase dimers
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bound to DNA (Podtelezhnikov ef al., 2003). Their model differs from the full-length
integrase structure suggested by Wang and colleagues (Wang, et al., 2001) in that the
domains are tightly compacted together. This conflicts with the catalytic core/C-
terminal two-domain HIV-1 integrase structure (Chen, et al., 2000a), which has the
two domains linked by an extended alpha-helix. Such a structure was not compatible
with the TFA data. In their model of this compacted integrase dimer bound to DNA,
the terminal three bases of viral DNA interact only with the catalytic core domain
while host target DNA binds to all three domains (Podtelezhnikov, et al., 2003). This
model is able to accommodate both structural and experimental data. The C-terminal
and catalytic core domains are known to bind DNA nonspecifically (Engelman, et al.,
1994). Also, in this model the zinc finger of the N-terminal domain contacts host
DNA as seen with cross-linking data (Heuer and Brown, 1997).

The structures of these two-domain integrases and the subsequent models of
integrase-DNA complexes lend further support to the idea that integrase acts as a
tetramer. Dimers in the two-domain structures have the catalytic core active sites on
opposite sides of the complex—too far apart to account for the spacing between sites
of integration of the viral DNA ends. This suggests that integration in vivo proceeds
with each viral DNA end associated with an integrase dimer assembled as a tetramer.

Multimerization of integrase. As mentioned above, structural analysis of
integrase and its domains has determined that integrase can self-associate to form
dimers and tetramers in vitro. Studies have shown that pairs of integrase mutants that

are inactive alone can complement each other and function to near-wild-type levels in
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vitro (Engelman, et al., 1993; Fletcher et al., 1997; van Gent et al., 1993b). This
suggests that integrase acts as a multimer. Other studies have found that
multimerization is required for integrase end cleavage and joining reactions (Jones et
al., 1992), with the smallest functional integrase unit being a dimer (Bao et al., 2003;
Jones, et al., 1992). Cross-linking studies with preintegration complexes indicate that
integrase molecules associate as tetramers in vivo (Gao, et al., 2001).

Podtelezhnikov and colleagues modeled the structure of an HIV-1 integrase
tetramer bound to viral and host DNA using TFA data (Deprez, et al., 2000; Leh, et
al., 2000) and computer simulations of the hydrodynamic properties of integrase
oligomers. They also incorporated data from crystal structures, cross-linking and
other biochemical data on integrase-DNA interactions. They reasoned that their
model dimer of HIV-1 integrase (discussed above) is not sufficient to catalyze
concerted integration because the active sites are too far apart to account for the five
base pairs that separate the points of joining of HIV-1 DNA ends to the target DNA.
Thus a tetramer, with a dimer catalyzing integration of each viral DNA end, is the
likely functional oligomer in vivo. The model tetramer is composed of monomers
with the same structure. One monomer from each dimer catalyzes the integration of
one end of the viral DNA while the other monomer serves a structural role. The viral
DNA is bound to the catalytic core domain of the active monomer as described above
and also contacts the C-terminal domain of the monomer that catalyzes integration of
the other viral DNA end, as suggested by experimental data (Esposito and Craigie,

1998; Heuer and Brown, 1997). The host DNA binds the catalytic core domain near
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the site of integration and contacts both C-terminal domains of the catalytically active
monomers at the five base pairs between the points of joining of the viral and target
DNA. The N-terminal domains bind host DNA outside of this region according to the
model. The dimer-dimer interface involves N-terminal domains of the structural,
catalytically inactive monomers, explaining why zinc-binding facilitates
tetramerization (Deprez, et al., 2000; Zheng, et al., 1996). This model tetramer is
structurally similar to the Tn5 transposase-DNA complex (Rice and Baker, 2001).

A consequence of higher-order assembly of nucleoprotein complexes
containing integrase is coupled joining (also termed concerted integration). Coupled
joining is the integration of both viral DNA ends into opposite strands of the target
DNA. Correct integration in vivo requires joining of both ends of viral DNA with two
points in target DNA that are a specific number of base pairs apart (five for HIV-1,
four for murine leukemia virus), depending on the retrovirus. Such coupled joining
reactions can be reproduced under carefully controlled conditions in vitro (Aiyar et al.,
1996; Carteau et al., 1999; Goodarzi et al., 1995; Sinha et al., 2002), though as yet
complex assembly is somewhat inefficient. Coupled joining can be detected as a
DNA product of a distinctive length in gels and by sequencing of viral-host DNA
junctions to ensure that target site duplication of the correct length is formed after gap
repair. The DNA forms detected as a result of the reactions in vitro are frequently a
mixture of coupled and uncoupled products. While progress has been made, efficient

reconstitution of integration complexes from purified components has not been fully
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achieved. One possibility is that additional proteins have a role in assembly of fully
functional integrase complexes.
COMPOSITION OF INTEGRASE COMPLEXES IN VIVO

Integration in vivo is carried out by a nucleoprotein complex that includes the
viral DNA and integrase (Bowerman, ef al., 1989; Brown, et al., 1987, Ellison, et al.,
1990; Farnet and Haseltine, 1990; Farnet and Haseltine, 1991; Li et al., 2001; Miller,
et al., 1997). With the development of assays involving preintegration complexes
(PICs) purified from virally infected cells (Brown, et al., 1987; Ellison, et al., 1990;
Farnet and Haseltine, 1990), it has become possible to study the organization and
function of authentic replication intermediates. PIC preparations have been generated
for cells infected with HIV-1 and murine leukemia virus (MLV). For avian sarcoma-
leukosis virus (ASLV), complexes did not efficiently complete reverse transcription,
suggesting a late block in replication (Lee and Coffin, 1991). A limitation on studies
of PICs has been the difficulty of obtaining large amounts of material. Even if cells
are infected at high multiplicity, only several PICs per cell can be purified. Therefore,
only small quantities of PICs can be studied in the background of a complex mixture
of cellular proteins. So far PICs have not been purified to homogeneity. Nevertheless
it has been possible to infer a number of their features using sensitive biochemical
approaches.

PICs can be shown to have proteins tightly bound at the viral DNA ends. The
ends are protected from attack by exonucleases (Miller, et al., 1997) or recombination

complexes (Wei et al., 1997; Wei et al., 1998b). In addition, it can be shown that the
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ends of the viral DNA are held together by a protein-DNA complex because the viral
DNA can be cut internally with restriction endonucleases and integration can still
occur with the viral DNA ends (Miller, et al., 1997).

Viral proteins in the preintegration complex. Given the difficulty of
purifying PICs, it has been challenging to get precise information on their protein
composition. PICs of HIV-1 have been shown to contain the viral integrase, matrix
and reverse transcriptase (Miller, et al., 1997) but very little capsid (Farnet and
Haseltine, 1991). A study using fluorescent microscopy to track the transit and
composition of viral complexes in the host cell suggested that some capsid remains
associated with most but not all viral particles through the initiation of reverse
transcription (McDonald et al., 2002). The point at which HIV capsid dissociates
from the reverse transcription complex or the PIC has not been clarified. The HIV
Vpr and nucleocapsid proteins are detectable in early fractions and probably remain
associated with the PIC but this has been difficult to demonstrate with more purified
preparations (Miller, et al., 1997). For MLV, integrase and capsid are readily detected
in the PIC, suggesting that more capsid remains associated with MLV than HIV-1
PICs (Bowerman, et al., 1989; Li, et al., 2001).

Several viral proteins have been shown to stimulate reactions with purified
integrase in vitro, notably the nucleocapsid protein (NC) (Carteau, ef al., 1999; Gao et
al., 2003). Under specific conditions in vitro, the magnitude of the stimulation by NC
can be 1000-fold or more (Carteau, et al., 1999). The effects of NC mutants in vivo

have been difficult to study because NC is required for multiple steps in the viral life
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cycle, including RNA dimerization, packaging, and reverse transcription. Studies
from Gorelick and coworkers using carefully selected NC mutants have provided
some support for the idea that NC is important for integration as well (Buckman et al.,
2003; Carteau, ef al., 1999). They found that viral DNAs captured in junctions
between 2-LTR circles tended to be predominantly uncleaved by integrase in the
presence of the zinc-finger residue substitution CCCC/CCHC NC mutant, suggesting
a requirement for NC in integrase-catalyzed terminal cleavage of viral DNA. This
readout is indirect but does support the notion that NC is involved in integrase
function.

Host proteins in the preintegration complex. Several host cell proteins have
been suggested to be important for retroviral DNA integration. None have yet been
shown to be strictly required for integration in vivo, however, leaving the importance
of each proposed protein uncertain.

The functions of many DNA-binding proteins and DNA-modifying enzymes
are assisted by architectural DNA-binding proteins. These proteins act by changing
the direction of the long axis of the DNA helix and/or neutralizing negative charges in
the DNA phosphate backbone, assisting in the formation of precise three-dimensional
nucleoprotein structures. Many such examples have been reported (Bushman, 2001;
Craig, et al., 2002) to the point where it would be surprising if architectural DNA-
binding proteins were not involved in integration. A complication, however, is that in

many cases multiple small basic proteins can satisfy the requirement for architectural
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DNA-binding proteins, so that redundancy greatly complicates the assessment of in
vivo importance of any single protein.

In one experimental paradigm, PICs were subject to gel filtration in the
presence of high salt, resulting in a loss of integrase activity (Chen and Engelman,
1998; Farnet and Bushman, 1997; Harris and Engelman, 2000; Lee and Craigie, 1994;
Liet al., 1998). Adding back extracts from uninfected cells was found to restore
activity. Fractionation of such extracts has led to the identification of several cellular
proteins that can support reconstitution, two of which have been identified as HMGA
and BAF. HMGA was identified through studies of HIV-1 PICs (Farnet and
Bushman, 1997) while BAF was identified with studies of MLV (Cai et al., 1998; Lee
and Craigie, 1994). MLV PICs exposed to high salt tend to use their own DNA as an
integration target, a process called autointegration. BAF succeeded in blocking
autointegration, hence the name: barrier-to-autointegration factor. The importance of
both of these proteins in vivo is uncertain. Cells knocked-out for the two HMGA
family proteins nevertheless supported wild-type levels of integration (Beitzel and
Bushman, 2003), indicating that either HMGA is not important in vivo or it is
redundant with other factors. Mutation of BAF is lethal to cells and so cells lacking
this factor cannot be studied. However, MLV autointegration is very efficient in vitro,
suggesting that there may be a mechanism—such as BAF binding to viral DNA—that
blocks this in vivo (Lee and Craigie, 1994; Lee and Coffin, 1990). The viral NC
shows some activity in reconstitution after salt-stripping (Farnet and Bushman, 1997),

raising the possibility that this viral protein is a contributor during normal infection.
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Assays in vitro using purified integrase can also be used to assess the function
of candidate cofactors. Both NC and HMGA have been shown to stimulate reactions
with purified HIV-1 integrase (Carteau et al., 1997; Gao, et al., 2003; Hindmarsh et
al., 1999) while BAF appears to inhibit the activity of purified integrase (unpublished
results). In contrast, a recent study suggests that NC, HMGA1 and BAF have no
effect on the concerted integration of viral DNA ends by integrase (Li and Craigie,
2005). The relationship of these results to integration in vivo has not been clarified.

Another route to identifying candidate cellular proteins has involved searching
for proteins that bind tightly to HIV-1 integrase. The first such protein to be identified
using the yeast two-hybrid assay was Inil (Kalpana et al., 1994), a cellular protein that
is a member of the SWI/SNF chromatin remodeling complex. Purified Inil is able to
stimulate integration in vifro under certain conditions. Data suggestive of its in vivo
importance comes from overexpression of Inil fragments. Overexpression of Inil
fragments that contain the integrase-interaction domain has shown very strong
dominant-negative effects, though unexpectedly, these inhibited HIV late in the viral
replication cycle—after integration (Yung ef al., 2001). Though these data are
provocative, it is still uncertain what role, if any, Inil plays in normal HIV replication.

Yet another cellular protein identified by binding to HIV-1 integrase is
LEDGF/p75 (Cherepanov et al., 2003). LEDGF was first identified as a
transcriptional mediator protein using biochemical assays (Ge ef al., 1998). LEDGF
was also identified as a stress-responsive transcription factor in ocular tissues, hence

the name: lens epithelium-derived growth factor. The name notwithstanding, LEDGF
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appears to be expressed in most tissues assayed. LEDGF can affect the location of
integrase inside cells (Llano et al., 2004b). In the presence of LEDGF, HIV-1
integrase can be detected bound to cellular chromatin, suggesting that LEDGF may
help bring integrase to target DNA (Maertens et al., 2003). Binding to LEDGF also
protects integrase from proteolysis (Llano et al., 2004a). Despite this data supporting
its potential importance in vivo, so far functional studies indicate that knock-down of
LEDGEF does not diminish viral replication. LEDGF can stimulate the function of
purified integrase in vitro (Cherepanov, et al., 2003), but this is a somewhat
permissive assay. While provocative, these data fail to establish a definitive role for
LEDGEF in integration.
RETROVIRAL INTEGRATION TARGETING

While most sequences tested in vitro can serve as a targets for integration (Bor
et al., 1996; Brown, et al., 1987, Craigie, et al., 1990), all retroviruses tested exhibit
nonrandom selection of integration target sites in cells (Mitchell ez al., 2004; Schroder
etal.,2002; Wu et al., 2003). Possible explanations for integration target site
specificity include the variable accessibility of certain regions of chromosomal DNA
or tethering of the PIC to genomic sites through its interaction with specific cellular
DNA-binding proteins.

Target DNA sequence and structure preferred for integration. /n vitro
studies of integration target site selection with naked DNA found that retroviruses
exhibit weak primary sequence preferences (Bor, ef al., 1996; Carteau et al., 1998;

Fitzgerald and Grandgenett, 1994; Goodarzi et al., 1997; Pryciak and Varmus, 1992).
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There is some evidence that proteins complexed with integrase might affect target
selection at the primary sequence level, as the sequence preferences of purified HIV-1
integrase differ somewhat from those of PICs (Bor, ef al., 1996; Kitamura et al.,
1992). Genome-wide studies (considered below) have shown that different
retroviruses have weak but distinguishable primary sequence preferences in vivo
(Carteau, et al., 1998; Holman and Coffin, 2005; Stevens and Griffith, 1996; Wu et
al., 2005), but they play only a minor role in integration target site selection.

Proteins bound to target DNA can influence integration positively or
negatively. Steric hindrance prevents integration from occurring in chromosomal
areas occupied by DNA-binding proteins as assayed in vitro (Bushman, 1994; Pryciak
and Varmus, 1992) and observed in vivo (Maxfield et al., 2005; Weidhaas et al.,
2000). However, not all protein-bound target DNA is unfavorable for integration.
DNA assembled into nucleosomes, for instance, has been shown to be more favorable
for integration than naked DNA (Pruss ef al., 1994a; Pruss et al., 1994b; Pryciak and
Varmus, 1992). Close examination of sites preferred in nucleosomal DNA indicates
that the most severely bent regions of DNA on the nucleosomes are hotspots for
integration (Pruss, ef al., 1994a; Pryciak et al., 1992), suggesting that distortion of
DNA itself facilitates integration. In fact, distortion of DNA in non-nucleosomal
protein complexes has been shown to favor integration (Bor ef al., 1995; Muller and
Varmus, 1994). Distortion of viral and target DNA is likely to be an essential step in
the process of integration (Bushman and Craigie, 1992; Scottoline et al., 1997) so

targeting of DNA that is already distorted could facilitate the reaction.
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Genome-wide studies of integration targeting. Large studies of integration
site selection across the human genome have been performed for three retroviruses:
HIV-1, MLV and ASLV. The integration target site selection preferences were shown
to differ among these retroviruses. Transcription units were strongly favored targets
of HIV-1 integration (Schroder, et al., 2002) regardless of host cell type studied
(Mitchell, et al., 2004; W, et al., 2003). MLV integrase favored transcription units to
a lesser extent, but exhibited a strong bias for areas within five kilobases of
transcription start sites, with twenty percent of integration sites found in these regions
(W, et al., 2003). No bias was found in the location of HIV integration sites within
transcription units—that is, the frequency of integration was the same across the
length of the transcription unit (Mitchell, ez al., 2004; Wu, et al., 2003). ASLV shows
the most random distribution of integration sites with only a weak preference for genes
(Mitchell, et al., 2004; Narezkina et al., 2004).

To study the influence of host cell gene expression on integration targeting,
microarrays were used for transcriptional profiling of the target cells. The median
expression level of genes targeted for integration by HIV was found to be much higher
than the median expression of all genes assayed, indicating that HI'V has a preference
for integration into active genes (Schroder, ef al., 2002). Studies of HIV integration
site selection and gene transcription in two other human cell types revealed that in
these cell types as well, transcription units were favored integration targets (Mitchell,
et al., 2004). The bias for active genes was tissue-specific in that genes targeted for

integration in a specific host tissue were more likely to be highly expressed in that cell
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type than in the others tested. MLV and ASLV were both shown to have a weak
preference for active genes (Mitchell, et al., 2004; Narezkina, et al., 2004).
Surprisingly, studies of ASLV integration into two genes in quail cells suggested that
high level transcription disfavored integration (Maxfield, ef al., 2005; Weidhaas, et al.,
2000). Why the results of these studies differ from the genome-wide studies is
unknown.

Several chromosomal features were found to influence integration site
selection in the genome-wide studies. HIV integration is biased towards GC-rich
regions and cytogenetic R bands (Elleder et al., 2002; Mitchell, et al., 2004; Schroder,
et al.,2002). This might be explained by HIV’s preference for gene-rich regions of
chromosomes, which are correlated with high gene expression, high GC content and R
banding.

CpG islands are chromosomal regions enriched in the CpG dinucleotide
corresponding to gene regulatory regions. Studies have found that CpG islands are
favored integration targets of MLV (Laufs ef al., 2004; Wu, et al., 2003). However,
while CpG islands are found in regions of high gene density—regions that are favored
for HIV-1 integration—CpG islands themselves are disfavored for HIV-1 integration
(Mitchell, et al., 2004).

Early studies of integration targeting suggested that MLV integration may be
biased towards DNase I hypersensitive sites (Rohdewohld et al., 1987; Vijaya et al.,
1986). This bias was suggested to be a consequence of favored integration into areas

of open chromatin, which are more accessible to the integration machinery (Panet and
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Cedar, 1977). Accessibility may also be the explanation for the opposite trend seen
with heterochromatin. HIV-1 disfavors integration into alpha satellite DNA, a marker
for centromeric heterochromatin (Carteau, et al., 1998; Schroder, ef al., 2002).
Centromeric heterochromatin is tightly packed and presumably less accessible to the
retroviral PIC.

There appears to be a bias in the selection of whole chromosomes for HIV
integration that cannot be entirely accounted for by the variations in gene density
among the chromosomes (Laufs et al., 2003; Mitchell, et al., 2004). If found to be
reproducible, this may point to additional factors involved in integration targeting,
such as the intranuclear positions of chromosomes.

The initial genome-wide studies of integration targeting mentioned above were
all done with human cells. Human cells were chosen because of their relevance to
medicine and the feasibility of such studies following the completion of the human
genome sequence. However, the biological relevance of studies in cell types that are
not the natural hosts of the viruses studied is unclear. It is possible that cellular factors
responsible for integration site selection are not well conserved among different
species. One study that considered integration targeting in nonhuman cells (Hematti et
al., 2004) surveyed integration site selection by SIV- and MLV-based vectors in
rhesus macaque hematopoietic stem cells. Hematti and colleagues found that SIV
integration preferences are similar to those of HIV—with a strong bias towards
transcription units. MLV targeting was the same as that in human cells—with a

preference for regions near transcription start sites. A recent study of ASLV and HIV
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integration site selection in chicken cells found that the targeting preferences were the
same as observed in human cells (Barr ef al., 2005). These data suggest that there is
conservation of the cellular determinants of integration site selection among
vertebrates.

The most striking result from these genome-wide studies of integration
targeting is that different retroviruses have distinct integration target site preferences.
This suggests that virus-specific factors—not simply the accessibility of genomic
targets—determine integration site selection.

Targeting of integration by tethering factors. All retroviruses studied thus
far exhibit at least a weak preference for integration into transcription units, as
discussed above. This could be explained, in part, by the accessibility of open
chromatin to the PIC. However, accessibility alone cannot account for the distinct
target site preferences of HIV-1, MLV and ASLV. Virus-specific factors likely play a
role. An attractive model based on studies of the yeast retrotransposons is that the
retroviral PICs interact with tethering factors bound to specific regions of host cell
chromosomes that direct integration to nearby sites.

The yeast retrotransposons, such as the Ty elements, are very similar to
retroviruses in genome organization and replication. The major difference is that,
unlike retroviruses, retrotransposons lack env genes and thus do not have an
extracellular stage in their replication cycle. Because they cannot produce progeny
that leave the host cell, retrotransposons must avoid killing their host during

replication. Replication without disruption of host cell transcription is particularly
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difficult for Ty elements because their host—Saccharomyces cerevisiae—has a very
gene-dense genome. Tyl, Ty3 and TyS5 have each developed their own strategy for
targeting their integration to benign regions of the yeast genome (reviewed in (Boeke
and Devine, 1998; Bushman, 2003; Sandmeyer, 2003)). Both Tyl and Ty3 integrate
upstream of Pol III-transcribed genes. Ty3 does this through integrase binding to the
Pol III transcription complex and directing insertion of its DNA nearby (Kirchner et
al., 1995). TysS integrase targets telomeres or the silent mating loci by interacting with
the heterochromatin protein Sirdp (Zhu et al., 2003; Zhu et al., 1999).

As with retrotransposons, tethering of the retroviral PIC to target DNA might
play a role in retroviral integration site selection. In vitro studies with artificial
tethering of retroviral integrases have confirmed the feasibility of such a mechanism
for integration targeting. In these studies, integrase fusions to sequence-specific
DNA-binding domains were able to direct site-specific integration in vitro (Bushman,
1994; Bushman and Miller, 1997; Goulaouic and Chow, 1996; Holmes-Son and
Chow, 2000; Katz et al., 1996; Tan et al., 2004).

Several cellular factors are known to bind PICs and/or facilitate integration in
vitro, suggesting they might influence targeting of retroviral integration to cellular
chromosomes. They are BAF, HMGAI, Ini-1, Ku and LEDGF/p75, among others
(Bushman, 2001; Bushman, 2003; Coffin, et al., 1997; Engelman, 2005; Sandmeyer,
2003). Of'these, an attractive candidate tethering factor for HIV-1 integrase is
LEDGF/p75. LEDGF binds to HIV integrase and is found in HIV PICs but does not

bind MLV integrase (Cherepanov, et al., 2003; Llano, et al., 2004b; Maertens, et al.,
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2003). A recent study has found that HIV integration in genes, particularly LEDGF-
responsive genes, is modestly but significantly reduced in LEDGF-knock down cells
(A. Ciuffi, F. D. Bushman and colleagues, submitted). This suggests that LEDGF
may act as one of several tethering factors for the HIV PIC.

CONSEQUENCES OF INTEGRATION INTO HOST CHROMOSOMES

The fates of the provirus and its host cell are intimately intertwined. The
provirus can influence transcription of host genes in its vicinity and the chromosomal
environment exerts its effects on proviral transcription. This reciprocal relationship is
at least in part responsible for two phenomena associated with retroviral integration—
insertional mutagenesis and viral latency.

Insertional mutagenesis. Defining the determinants of integration targeting
has become topical recently due to setbacks faced in gene therapy trials using
retroviral vectors. In these trials, two of nine children successfully treated for X-
linked severe combined immunodeficiency (X-SCID) with an MLV-based vector
delivering the IL2RG gene developed T cell leukemia (Hacein-Bey-Abina et al.,
2003a; Hacein-Bey-Abina ef al., 2003b). In both of these children, the leukemic cells
harbored vector DNA integrated in or near the LMO-2 gene—a candidate proto-
oncogene—that resulted in an increase in LMO-2 expression.

Retroviruses have long been implicated in tumorigenesis in animals (reviewed
in (Coffin, et al., 1997)). They can exert oncogenic effects by transducing an
oncogene (v-onc) that they encode, as in oncogenesis by acute transforming viruses.

As another means of oncogenesis, the retrovirus can integrate near and affect the
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transcription of a cellular proto-oncogene or tumor suppressor. This phenomenon is
called proviral insertional mutagenesis. In the case of promoter insertion, the provirus
integrates in the same orientation upstream of a proto-oncogene, thus increasing its
expression via the promoter and enhancer elements of one LTR. If inserted upstream
in the opposite orientation of the gene or downstream in either orientation, the proviral
enhancer sequences can boost expression of the proto-oncogene. A provirus can be
inserted within a gene where it disrupts the formation of normal transcripts. This can
result in proteins that lack regulatory domains, abolishing negative regulation, or it can
increase mRNA stability. A retroviral insertion can also contribute to oncogenesis by
inactivating one copy of a tumor suppressor gene. In order for cancer to result in this
case, however, there must be inactivation of the other genomic copy of the tumor
suppressor as well.

The propensity of retroviruses to cause cancer in model vertebrates by the
above mechanisms has made them invaluable to the discovery of proto-oncogenes.
Numerous proto-oncogenes have been identified through the sequencing of integration
sites in endogenous tumors (Coffin, et al., 1997). Also, high-throughput methods for
proviral tagging of proto-oncogenes have recently been developed (Li ef al., 1999;
Suzuki et al., 2002).

For the adverse events in the X-SCID gene therapy trial, the IL2RG-
transducing MLV-based vector integrated near the transcription start site of the LMO-
2 gene. In one case the vector was in the 5’ promoter region in the same orientation as

LMO-2 and in the other case it was in the first intron in the opposite orientation
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(Hacein-Bey-Abina, et al., 2003a; Hacein-Bey-Abina, et al., 2003b). Insertions in
Lmo-2 and I/2rg have been associated with leukemia in mice by retroviral tagging
(Dave et al., 2004). It is likely that the growth-promoting effects of the IL2RG
transgene and the increased expression of LMO-2 acted synergistically in the
development of leukemia in these children.

The retroviral vector employed in the X-SCID gene therapy trial was based on
MLV. MLV-based vectors are widely used for gene transduction in animals and in
human gene therapy. As discussed above, studies of MLV integration targeting have
determined that MLV exhibits a preference for integration near transcription start sites
(W, et al., 2003). Considering the potential for activation of the host gene via
promoter insertion or proviral enhancer activity and MLV’s integration targeting
preference for transcription start sites underscores the potential dangers of using MLV
as a gene therapy vector. Its weak bias for integration in genes (Mitchell, et al., 2004)
might make ASLV a preferable vector for gene therapy applications. Further studies
of integration targeting such as the one presented in Chapter Two are necessary in
order to elucidate the determinants of site selection so that less toxic gene therapy
vectors can be engineered.

Integration and viral latency. The primary obstacle to the eradication of HIV
from the body, and thus, a cure for AIDS, is the existence of latent viral reservoirs.
These are cells that harbor replication-competent but unexpressed virus that is
invulnerable to antiretroviral therapy and immune surveillance. Upon cessation of

drug therapy, the latent provirus can reseed the body with virus.
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Several factors contribute to this phenomenon of latency, many of which are
consequences of the life cycle of the primary host cells of HIV—CD4" T
lymphocytes. CD4" T lymphocytes vary widely in how permissive they are for HIV
replication depending on their activation status. For instance, HIV-1 infection of
resting CD4" T cells does not result in integrated provirus due to a number of blocks
in replication—a phenomenon called preintegration latency (Pierson et al., 2002).
Only if the resting host cell is activated before the viral PIC is degraded can
productive infection of these cells occur.

Stable latent reservoirs are the result of postintegration latency (reviewed in
(Lassen et al., 2004)). Sometimes, an activated CD4" T cell is infected with HIV and
then reverts to a quiescent memory phenotype. The integrated provirus is thought to
remain unexpressed because the quiescent T cell lacks sufficient nuclear levels of the
necessary transcription factors and its chromatin is condensed and inactive (Brown et
al., 1999; Lassen, et al., 2004; Setterfield et al., 1983).

Recent studies have considered additional factors determining postintegration
latency in vivo (Finzi et al., 1997; Wong et al., 1997), including the proviral
integration site (Han ef al., 2004). The site of integration in the genome has long been
known to influence the expression of genes within proviruses. Nevertheless, the
extent to which integration site plays a role in transcriptional repression of HIV
proviruses has been hard to study in vivo. This is, in part, due to the scarcity of
latently infected cells in infected individuals. Han and colleagues characterized 74

integration sites from T cells of patients on prolonged antiretroviral therapy and found
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that the distribution of sites was similar to that of HIV in cell culture—active genes
were favored targets (Han, et al., 2004). However, because these proviruses were not
sequenced or otherwise tested, it is impossible to know whether they were truly
latent—that is, replication competent but silenced—or inactivated by mutation. In
fact, only one percent of inactive HIV proviruses are thought to be authentically latent
(Chun et al., 1997a; Chun et al., 1997b).

Because of the challenges of studying HIV latency in vivo, cell culture models
of this phenomenon have been developed and studied. Jordan and colleagues
developed a model system in which the human CD4" T cell line, Jurkat, was infected
with an HIV-based vector expressing green fluorescent protein (GFP) from the viral
promoter (Jordan et al., 2001). Following infection, cells were sorted into GFP-
expressing and non-expressing populations. Cells from the GFP-negative population
were stimulated with a cytokine or mitogen to activate expression of the silenced
proviruses. Those cells harboring inducible proviruses were analyzed. Initial studies
with this model found that inducible proviruses were frequently found integrated into
heterochromatic regions (Jordan et al., 2003). The results of a genome-wide study
using this model comparing integration sites of productively infected and latent
proviruses are presented in Chapter Three.

SUMMARY

While much is known about the biochemistry of retroviral integration, we are

only beginning to elucidate the varied and complex virus-host cell interactions at this

essential step in the retroviral replication cycle. The following investigations of the



33

viral determinants of integration target site selection (Chapter Two) and the effects of
genomic location on subsequent proviral gene expression (Chapter Three) provide
insight into the host-virus relationship, with implications for human health.

A study of the viral determinants of integration target site selection involving
the analysis of integration preferences of HIV-MLV chimeras, presented in Chapter
Two, found that viral Gag and integrase proteins together determine the different
targeting preferences of HIV-1 and MLV. These results enable us to refine models for
the mechanism of integration targeting and bring us closer to identifying cellular
factors that interact with the retroviral PIC to direct site-specific integration. These
viral and cellular factors that mediate the process of integration in vivo are potential
drug targets in the case of HIV. Further, this study was the first to demonstrate the
transfer of integration targeting preferences of one virus to another through alteration
of the viral genome. This holds promise for the gene therapy field, suggesting that
safer retroviral vectors could be engineered by substituting gag and infegrase gene
fragments from retroviruses that prefer to integrate into more benign regions of the
human genome.

A study comparing genomic features of integration sites from well-expressed
and transcriptionally silenced proviruses, presented in Chapter Three, confirms that
integration site does influence proviral expression and suggests that it can contribute
to transcriptional silencing of HIV. These results advance our understanding of HIV

latency, the primary obstacle to a cure for AIDS.



II. RETROVIRAL GAG AND INTEGRASE ACT SYNERGISTICALLY TO

DETERMINE INTEGRATION TARGET SPECIFICITY

A. ABSTRACT

Retroviruses differ in their preferences for sites for viral DNA integration in
the human genome. HIV integrates preferentially within active transcription units,
whereas murine leukemia virus (MLV) integrates preferentially near transcription start
sites and CpG islands. We have investigated the viral determinants of integration site
selection using chimeric viruses with MLV genes substituted for their HIV
counterparts. Chimeras containing MLV structural proteins (gag) or MLV integrase
(IN) showed only slight differences compared to HIV. However, an HIV derivative
with both MLV gag and IN (HIVmGagmIN) was fully switched to the MLV
integration specificity. We found that MLV but not HIV targeted DNase I
hypersensitive sites, and HIVmGagmIN also targeted these sites. Fourteen
transcription factor binding motifs were enriched near MLV and HIVmGagmIN
integration sites, specifying potential cellular factors mediating integration targeting.
These findings disclose an unexpected function of Gag proteins and point to new
models for retroviral integration targeting.
B. INTRODUCTION

The selection of target sites for integration of retroviral DNA is central to the
biology of retroviruses and the application of retroviral vectors to gene therapy.

Retroviral integration site selection is not strongly sequence-specific with respect to

34



35

target DNA (Carteau, ef al., 1998; Holman and Coffin, 2005; Stevens and Griffith,
1996; Wu, et al., 2005), but integration in vivo shows pronounced favored and
disfavored chromosomal regions. Early studies of MLV suggested that integration
may be favored in open chromatin (Panet and Cedar, 1977), since a positive
correlation was detected between integration frequency and DNase I hypersensitive
sites (Rohdewohld, et al., 1987; Vijaya, et al., 1986). More recently, the completion
of the draft human genome sequence has allowed systematic studies of integration
targeting by high-throughput sequencing of integration acceptor sites (Mitchell, et al.,
2004; Narezkina, et al., 2004; Schroder, et al., 2002; W, et al., 2003), revealing that
integration site selection differs among retroviruses. HIV integration sites are found
predominantly in active transcription units (Mitchell, et al., 2004; Schroder, et al.,
2002). For MLV, in contrast, over 20% of integration events are near transcription
start sites and associated CpG islands, while integration within transcription units is
only slightly favored (Wu, et al., 2003). ASLV shows the most random pattern of
integration site selection, favoring transcription units only weakly and not favoring
transcription start sites (Mitchell, et al., 2004; Narezkina, et al., 2004). Here we
investigate the mechanisms dictating these different integration site preferences.

The DNA breaking and joining reactions that mediate retroviral integration are
well worked out (Figure 1A). Prior to integration, two nucleotides are removed from
each 3' end of the unintegrated linear viral DNA by the virus-encoded integrase (IN)
protein, exposing recessed 3' hydroxyl groups (Brown, et al., 1989; Fujiwara and

Mizuuchi, 1988; Hughes, ef al., 1981; Roth, ef al., 1989; Sherman and Fyfe, 1990)
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(See Figure 1A). IN then joins the recessed 3' hydroxyl groups to protruding 5' ends
in the target DNA (Bushman, et al., 1990; Craigie, et al., 1990; Katz, et al., 1990).
Unpairing of the DNA between the points of joining results in formation of DNA
gaps, which are then filled in and sealed, probably by host cell gap repair enzymes
(Yoder and Bushman, 2000). A consequence of the gap repair step is the creation of a
short duplication of the target site DNA at each host-virus DNA junction. The length
of this duplication is characteristic for each virus—>5 bp for HIV (Muesing et al.,
1985; Vincent, ef al., 1990; Vink et al., 1990) and 4 bp for MLV (Horowitz et al.,
1987; Shoemaker et al., 1980; Shoemaker et al., 1981).

Here we investigate the requirements for integration targeting in vivo using
chimeric viruses in which gene segments of MLV were substituted for the
corresponding segments of the HIV genome (Figure 1B). The chimeras contained
MLV gag gene segments substituted for HIV gag (HIVmGag) or MLV [N substituted
for HIV IN (HIVmIN) (Yamashita and Emerman, 2004; Yamashita and Emerman,
submitted). Guided by our initial studies, we constructed and analyzed an additional
HIV-based virus containing both MLV gag and MLV IN (HIVmGagmIN). Previous
characterization has shown that these viruses differ in their ability to infect interphase
cells, and this property maps to the gag gene (Yamashita and Emerman, 2004;
Yamashita and Emerman, submitted). That is, MLV integrates only after mitosis,
while HIV can integrate any time during the cell cycle (Lewis ef al., 1992; Lewis and
Emerman, 1994; Roe et al., 1993; Weinberg ef al., 1991) although integration during

mitosis appears to be disfavored (Katz et al., 2003; Mannioui et al., 2004). The
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chimeric viruses HIVmGag and HIVmGagmIN have the same cell cycle requirements
as MLV (Yamashita and Emerman, 2004; Yamashita and Emerman, submitted), while
HIVmIN has the same cell cycle requirements as HIV (Yamashita and Emerman,
submitted). Integration target site selection was assayed by cloning and sequencing
2582 junctions between human DNA and proviral DNA generated by infection of
human cells with the chimeric and control viruses.

We found that HIVmGagmIN favored integration near transcription start sites
and CpQG islands, matching the preferences of MLV. In contrast, HIVmGag and
HIVmIN exhibited much more modest differences in integration targeting compared
to wild-type HIV. We used new genome-wide data on preferential DNase I cleavage
sites (Crawford et al., 2004; Crawford et al., submitted) to analyze the relationship to
integration, and found that MLV but not HIV favored integration near DNase I
cleavage sites. Like MLV, the HIVmGagmIN virus favored integration near
preferential DNase I cleavage sites as well. We also examined the association of
transcription factor binding motifs with integration site sequences from each of the
data sets and found fourteen motifs that were enriched near both MLV and
HIVmGagmlIN sites, thereby identifying possible cellular proteins guiding integration
by MLV and HIVmGagmIN. In contrast, no single motif was common among HIV,
HIVmGag and HIVmIN. These data indicate that Gag and IN work synergistically to
direct integration site selection, and suggest models where either 1) the cell cycle entry
point specified by Gag and tethering through IN direct target site selection, or else ii)

both Gag and IN bind co-operatively to tethering factors that guide integration.
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Figure 1: Retroviral DNA integration and the chimeric viruses used in this study.
A) The DNA breaking and joining reactions mediating integration. Gray ovals represent IN monomers,
thick red lines are viral DNA, black lines are target DNA, and dots are 5' ends. (1) Linear blunt-ended
viral cDNA is bound by IN (gray) as part of the preintegration complex. (2) IN removes two
nucleotides from the 3' ends of the viral DNA, exposing recessed 3' hydroxyl groups. (3) IN joins the
recessed 3' ends of viral DNA to the target DNA. (4) Unpairing of the target DNA between the joined
ends of the viral DNA yields gaps in the target DNA. (5) DNA repair enzymes fill in the gaps. (6) The
provirus is flanked by repeated segments of the target DNA. B) Chimeric HIV derivatives containing
segments of MLV. At the top is the HIV parent virus, with vpr and env inactivated and the puromycin
resistance gene in place of nef. Following that are the chimeras, with substitutions of MLV gag gene
segments (MA, p12 and CA-coding regions) for HIV MA and CA or substitution of MLV IN for HIV IN,
or both. *The MLV genome is shown for comparison. The MLV used in this study (MLVPuro) was an
MLV-based vector (LPCX) encoding the puromycin resistance gene with Gag, Pol and amphotropic
Env provided in trans. Construction and characterization of these viruses and chimeras, including an
analysis of their ability to infect interphase cells, are described in (Yamashita and Emerman, 2004; and
Yamashita and Emerman, submitted). C) Target sequence duplication lengths made by HIV, MLV and
the chimeric viruses.
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C. RESULTS

Cloning and analysis of integration sites. The chimeric viruses used in this
study were deleted for the env gene and complemented with the envelope of vesicular
stomatitis virus (VSV-G) to boost titer and restrict infection to a single round. These
chimeras were less infectious than the wild-type virus (Yamashita and Emerman,
2004; Yamashita and Emerman, submitted), so the puromycin resistance gene was
cloned in place of nef and infected cells were selected with puromycin to enrich for
provirus-containing cells. (Some effects of Puromycin selection on integration site
recovery are examined in Appendix 1.) Vpr was also deleted because of its cellular
toxicity (Rogel et al., 1995). In order to control for possible biases in integration site
recovery due to puromycin selection, control infections were carried out with an HIV
derivative transducing the puromycin resistance gene (termed “HIVPuro”) and an
MLYV vector (LPCX) also transducing the puromycin resistance gene (termed
“MLVPuro”). HeLa cells were chosen as infection target cells because they are highly
susceptible to infection and they were used in a previous study comparing MLV and
HIV integration targeting (Wu, et al., 2003).

To clone integration sites, genomic DNA from infected cells was extracted,
digested with Msel and ligated to adapters. The junctions between proviral DNA and
genomic DNA were amplified by nested PCR using primers complementary to
proviral and adapter sequences, cloned, sequenced, and mapped to the human genome
as described (Lewinski et al., 2005; Mitchell, et al., 2004; Schroder, et al., 2002; W,

et al.,2003). Newly determined sets of integration sites (a total of 2582 sites for the



Table 1: Integration site data sets used in this study

No. of
Data Set Cell Type integration Source
sites
HIVPuro HelLa 525 This report
HIVmGag HelLa 493 This report
HIVmIN HelLa 494 This report
HIVmGagmiIN HelLa 526 This report
MLVPuro HelLa 544 This report
MLV-Burgess HelLa 917 Wu et al., 2003
Carteau et al., 1998
. * Schroder et al., 2002
HIV-pooled various 2055 Wu et al., 2003
Mitchell et al., 2004
293T-TVA, Mitchell et al., 2004
ASLV HelLa 834 Narezkina et al., 2004
L1 LINE Hela 127 Gilbert et al., 2002

Symer et al., 2002

* SupT1, Hela, H9, IMR-90, PBMC

40
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five viruses studied) were compared to each other and to previously reported data sets
(Table 1). The distribution of integration sites was also compared to random sites in
the human genome generated computationally.

As a test for correct integration by the chimeric viruses, we determined the
target site duplication lengths for a few integration events of each (Figure 1C). Each
chimeric virus showed mostly the duplication length characteristic of the virus
donating the /N segment, which is as expected because IN is known to dictate the
length of the duplication (Bushman, ef al., 1990; Craigie, et al., 1990; Katz, et al.,
1990). For unknown reasons one duplication out of five for the HIVmGagmIN
chimera was 5 bp instead of the expected 4 bp; all others were as expected. In
addition, all integration events showed evidence of correct cleavage at the viral DNA
3'end by IN. These data support the idea that the IN-DNA complexes of the chimeras
generally assembled and functioned normally.

Integration frequency near transcription start sites and CpG islands.
Approximately 500 unique sequences for each of the five viruses were mapped to the
human genome and nearby features were assessed (Figure 2A). Figure 2B shows the
distribution of integration sites in three selected chromosomal regions.

We first evaluated the frequency of integration near transcription start sites and
CpG islands (Figure 3A and B and Table 2). The MLVPuro control exhibited a strong
preference for integration near transcription start sites—26.1% of MLVPuro sites were
within plus or minus 5kb of a RefSeq gene transcription start site compared to 5.6% of

random control sites. For the HIVPuro virus, 6.9% were near transcription start sites,
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Figure 2: Sites of retroviral integration in the human genome. A) Positions of
integration sites on the human chromosomes. The human chromosomes are shown numbered.
Centromeric regions (which are mostly unsequenced) are shown in gray. Relative gene density is
indicated in the top bar on each chromosome by the intensity of the cyan coloration. Integration site
data sets (lower bars) are color coded as indicated. Sites of integration near transcription start sites,
CpG islands, or multiple DNase I cleavage sites are shown as red dashes (the number of these in each
data set is indicated in parentheses), other sites are black. B) Close-up view of selected chromosomal
regions. See the figure for legend.
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Figure 3: Frequency of integration near genomic features, and clustering based

on these results. Features examined included A) transcription start sites and B) CpG islands. The
number of integration sites within each interval was divided by the number of kilobases of that interval
yielding the number of sites per kb. C) Integration near DNase I hypersensitive sites. For each data set
the proportion of integration sites found within 1 kb of two DNase I hypersensitive sites was divided by
the proportion in the matched random control set. The dotted line represents the expected bar height if
the observed data did not differ from random. * L1 was analyzed with respect to an unmatched random
set. *** P_value < 0.0001 by Chi-square comparison to random. * 0.05 > P-value >0.01. D) Clustering
of integration site data sets using a machine learning algorithm. One hundred and nine types of
genomic features were used to categorize the data sets. See Appendix 3 for details.
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Table 2: Integration near genomic features

Percentage of integration sites
(P-values for Chi-square comparison to random)

Human
Genome
(random

sites)

HIVPuro HIVmGag HIVmIN HIVmGagmIN MLVPuro

Within + 5kb of a

RefSoq tansorintion  5.6%  69%  39%  109%  224%  26.1%

(0.2017)  (0.1013)  (<0.0001) (<0.0001) (<0.0001)

start site
Within £ 1kb of a 1.7% 0.2% 0.0% 2.2% 9.9% 11.8%
CpG island midpoint e (0.0081)  (0.0038)  (0.3471) (<0.0001) (<0.0001)

s 77.9% 66.7% 71.5% 42.4% 44.3%
Within RefSeq genes  32.2%  _0001) (<0.0001) (<0.0001)  (<0.0001)  (<0.0001)
With 2 DNase |

hypersensitive sites 1.2%
in a window % 1kb

1.0% 1.6% 1.4% 8.9% 11.4%
(0.6327)  (0.3706)  (0.6307) (<0.0001) (<0.0001)

Within 500 bp of a

multispecies 28.9% 36.4% 39.4% 35.6% 43.5% 46.3%
conserved sequence 70 (0.0003)  (<0.0001)  (0.0016) (<0.0001) (<0.0001)
midpoint

Within 500 bp of a
MCS midpoint in
intergenic regions™

2429 24.1% 29.3% 29.8% 42.6% 41.9%
7o (0.9869)  (0.1400)  (0.1301) (<0.0001)  (<0.0001)

* Defined as integration sites outside of RefSeq genes.
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which was not significantly greater than random. Thus the preferential integration
near transcription start sites by MLV but not HIV reported previously (Schroder, et
al., 2002; Wu, et al., 2003) was reproduced here.

The HIVmIN and HIVmGag chimeras differed from MLV, exhibiting 3.9%
(HIVmGag) or 10.9% (HIVmIN) of integration events near transcription start sites. In
this and other features, the HIVmIN chimera did display a somewhat more MLV-like
pattern of integration site selection than HIV or the HIVmGag chimera, suggesting
that MLV IN may be in part responsible for MLV integration targeting.

However, the doubly substituted HIVmGagmIN chimera integrated with high
frequency near transcription start sites (22.4% of sites), and was indistinguishable
from MLV. Thus both the determinants in gag and IN were required to transfer the
preference for integration near transcription start sites from MLV to HIV.

The integration frequency near CpG islands was then compared. CpG islands
are regions rich in the CpG dinucleotide that are undermethylated and frequently
associated with gene regulatory regions (Bird, 1986; Larsen et al., 1992). MLV favors
integration near CpG islands while HIV disfavors these sites (Mitchell, et al., 2004;
Wu, et al., 2003). We quantified integration frequency near CpG islands and found
that both the MLVPuro and HIVmGagmIN viruses favored integration near these
sites—11.8% and 9.9% of sites, respectively, were within 1 kb of a CpG island
midpoint, compared to 1.7% of random sites. HIVPuro and HIVmGag viruses
significantly disfavored regions within 1 kb of a CpG island midpoint (0.2% and 0%,

respectively). The HIVmIN chimera, which had 2.2% of sites within 1 kb of a CpG
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island midpoint, did not differ significantly from random but did favor these sequences
to a greater degree than the HIVPuro virus (p-value = 0.0026 by Chi-square).

In summary, the HIVmGagmIN chimera resembled MLV in its strong
preference for integration near transcription start sites and CpG islands. Neither MLV
gag nor IN alone could transform targeting of HIV chimeras to the MLV pattern. The
HIVmIN chimera exhibited an intermediate preference for integration near
transcription start sites and CpG islands, suggesting that MLV IN does play some role
in targeting to these regions.

Another difference between HIV and MLV is the different frequency of
integration within transcription units. The HIVPuro virus favored integration in these
sequences (77.9% in RefSeq genes), while the MLVPuro virus showed a much weaker
trend (44.3% in RefSeq genes), which is only slightly above the frequency for random
sites (32.2%). The double chimera HIVmGagmIN did not differ significantly from the
MLVPuro virus, again indicating the similarity between the two. The HIVmGag and
HIVmIN chimeras showed intermediate phenotypes, being down 11% and 6%,
respectively, in the frequency of targeting transcription units compared to HIVPuro,
but still significantly greater than the MLVPuro or HIVmGagmlIN viruses. Thus
analysis of integration in transcription units also indicated that both MLV gag and IN
were needed for MLV-like specificity, while also indicating that transfer of either
MLV gag and IN alone had modest but discernable effects.

Integration frequency near favored DNase I cleavage sites in chromatin.

Early studies of MLV integration targeting suggested that MLV favors DNase I
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hypersensitive sites for integration (Panet and Cedar, 1977; Rohdewohld, et al., 1987,
Vijaya, et al., 1986). DNase I hypersensitive sites are believed to be nucleosome-
depleted chromosomal regions associated with regulatory elements (Gross and
Garrard, 1988). Genome-wide mapping of DNase I cleavage sites in chromatin has
revealed that they are enriched near the boundaries of transcription units and near CpG
islands, reinforcing the idea that they are markers for regulatory regions (Crawford et
al., 2004).

To assess the correlation between retroviral integration and DNase I cleavage
frequency genome-wide, we quantified integration sites within 1 kb of two DNase I
cleavage sites. We chose to use two cleavage sites in the analysis instead of a single
site to better match the experimental definition of DNase I hypersensitive sites, which
relies on multiple cleavage events. The conclusions were similar whether one, two, or
three DNase sites were used for the analysis (similarly, the segment lengths used for
comparison did not strongly affect the conclusions (data not shown)). For technical
reasons, Crawford et al. analyzed cleavage sites in resting T cells, but many DNase |
sites are expected to be present in cells of from diverse tissues (Sabo et al., 2004), so
we have extrapolated these data to the HeLa cells used in our study.

Figure 3C shows the proportion of integration sites that were in intervals (plus
or minus one kb of the integration sites) containing two or more DNase I cleavage
sites compared to random controls. The percentages are listed in Table 2. We also
analyzed previously published data sets from MLV (Wu, ef al., 2003), HIV (Carteau,

et al., 1998; Mitchell, et al., 2004; Schroder, et al., 2002; Wu, et al., 2003), ASLV
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(Mitchell, et al., 2004; Narezkina, et al., 2004), and the L1 retrotransposon (Gilbert et
al., 2002; Symer et al., 2002) and plotted these in Figure 3C for comparison.

Of all the elements analyzed, MLV showed by far the strongest preference for
integration near DNase I cleavage sites. HIV and L1 elements showed no preference
for integration near DNase I sites, while ASLV showed a weak preference that barely
achieved statistical significance. Thus, contrary to the expectation that open
chromatin at DNase I cleavage sites is globally favorable for integration, we find that
favored integration near these sites is specific to MLV.

The double chimera HIVmGagmIN was similar to the MLVPuro virus in that
it strongly favored DNase I hypersensitive sites for integration. Like the HIVPuro
virus, the HIVmGag and HIVmIN chimeras did not favor these sites for integration
above random. Thus substituting both MLV gag and IN into HIV was required to
transfer the tendency to favor integration near DNase I cleavage sites.

Integration frequency near multispecies conserved sequences. We also
investigated the relationship between retroviral integration sites and multispecies
conserved sequences (MCS), which are defined as genomic regions that have been
highly conserved among diverse vertebrates (Siepel et al., 2005). Although the role of
many of these sequences is unclear, at least some appear to be conserved regulatory
elements and others conserved exons. HIVPuro, MLVPuro and the chimeric viruses
each exhibited a modest preference for integration into the MCSs (Table 2). Because
MCSs are in part exons, this tendency can be partially attributed to favored integration

in transcription units.



49

When MCSs within and outside of genes were considered separately, however,
differences in integration preferences were observed. The most striking result was that
the MLVPuro and HIVmGagmlIN viruses exhibited clear preferences for integration
near intergenic MCSs, while the HIVPuro, HIVmGag, and HIVmIN viruses had no
preference for these regions. Although the nature of MCSs is not fully clarified, these
findings do provide another indication of the parallels between integration by the
MLVPuro and HIVmGagmlIN viruses.

Integration frequency and transcriptional activity. We next assessed the
effects of transcriptional activity on integration frequency using transcriptional
profiling data for the HeLa target cells. All viruses tested favored active transcription
units for integration (Figure 4A). The median expression level of genes targeted for
integration was highest for the HIVPuro, HIVmIN, and HIVmGag viruses, followed
by the MLVPuro and HIVmGagmlIN viruses. All were higher than randomly selected
transcription units.

Figure 4B shows the frequency of integration for each virus in genes which
have been classified by their expression levels. All viruses differed significantly from
random in their distribution across expression-level bins (p-value < 0.0001 by Chi-
square). The MLVPuro and HIVmGagmlIN data sets showed slightly weaker trends
than the other data sets. Thus the MLVPuro and HIVmGagmIN viruses were similar
by this measure as well.

Global comparison of trends in integration targeting. To assess the

similarities among integration site data sets, a machine learning algorithm based on
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Figure 4: Effects of transcriptional activity on integration. A)Median expression
levels of genes targeted for integration by the different viruses. The units are "signal" as defined by
Affymetrix Microarray Suite 5.0 software. B) Frequency of integration in transcription units as a
function of the level of expression. To classify the expression level of transcription units targeted for
integration we used HelLa cell transcriptional profiling data assayed with Affymetrix HG-U133A
microarrays. Probes on the array were ranked by expression level and divided into eight expression
bins of equal size, with the 1/8 lowest expressing genes in bin 1 and the 1/8 highest expressing genes in
bin 8. Integration sites in genes were distributed in the appropriate bins by expression level, summed,
and expressed as a percentage of the total.
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RandomForest was developed to cluster the data sets, taking into account 109 different
types of genomic features (Figure 3D and Appendix 3). The MLVPuro and
HIVmGagmlIN integration site data sets were clustered together by this means, as were
the HIVPuro and HIVmIN data sets. The HIVmGag data set was the most distinct,
though it was closer to the HIVPuro and HIVmIN data sets than to MLVPuro and
HIVmGagmIN. An analysis of targeting in the HIVmGag data set indicated that it
showed much less preference for integration in gene rich regions than did HIVPuro or
HIVmIN, largely accounting for the difference (data not shown).

Sequence motifs at integration sites. To investigate possible cellular factors
directing integration site selection, we asked whether any known transcription factor
binding motifs were significantly enriched in genomic sequences near integration
sites. It has not so far been possible to associate binding sites for specific cellular
proteins with integration sites, but if cellular sequence-specific DNA-binding proteins
tether integration complexes to favored sites, then such interactions might be
detectable in large data sets.

We evaluated possible enrichment of 347 transcription factor binding motifs
from the TRANSFAC databases within plus or minus 1 kb of integration sites
compared to 5000 randomly chosen 2 kb intergenic regions. Also included in this
study is a previously published set of MLV integration sites in HeLa cells (termed
MLV-Burgess; (Wu, et al., 2003)). The MLVPuro, MLV-Burgess, and
HIVmGagmlIN data sets showed by far the highest numbers of significantly enriched

binding site motifs (42, 35, and 23, respectively). The HIVPuro, HIVmGag, and
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HIVmIN data sets returned far fewer (3, 1, and 2). Strikingly, for the MLV group of
motifs, many were common to all three data sets, or shared between two of the three
(Figure 5). Elimination of overlapping motifs from the raw data yielded 14
significantly enriched factors common to all three, thus specifying a set of cellular
factors that may guide MLV (and HIVmGagmIN) integration. Varying the parameters
used in the bioinformatic analysis showed that repeating the analysis under more
permissive conditions returned even larger numbers of significantly enriched motifs
(data not shown). No single motif was common to the HIVPuro, HIVmGag, and
HIVmIN data sets taken together.

The location of MLVPuro, MLV-Burgess, and HIVmGagmIN integration sites
could then be compared to the positions of enriched transcription factor binding
motifs. The peak frequency of enriched motifs was not at the point of integration, but
offset by at least 200 bp (p-value = ¢'). Thus any favorable interactions between
MLV integration complexes and these transcription factors must extend over this
distance along the integration target DNA.

D. DISCUSSION

We report a study of integration target site selection by hybrid viruses
containing segments of MLV substituted for their HIV counterparts. Surprisingly, we
found that it was necessary to transfer both MLV gag and IN to HIV to confer the
MLV integration target site preferences on a chimeric virus. These data reveal a new

function for retroviral Gag proteins in integration targeting and suggest that the
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MLVPuro (30) MLV-Burgess (24)

HIVmGagmiN (16)
Figure 5: Diagram of the relationship of transcription factor binding sites

enriched in the MLVPuro, MLV-Burgess, and HIVmGagmlIN integration site

data sets. The genomic sequences within one kilobase of each integration site were compared to
5000 randomly selected 2 kb intergenic regions. The indicated sequences were enriched greater than or
equal to 1.65-fold. All comparisons achieved p-value of less than or equal to 0.001.
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simplest versions of several previous models for integration site selection are unlikely
to be correct.

Integration and open chromatin. The early observations that MLV favored
integration near DNase I hypersensitive sites (Panet and Cedar, 1977; Rohdewohld, e?
al., 1987; Vijaya, et al., 1986) led to the proposal that open chromatin was generally
favorable for retroviral DNA integration. However, our data indicate that DNase I
sensitive regions are not universally favorable—only MLV, and not HIV, ASLV or
L1, strongly favored integration near these sites. Analysis of those MLV integration
sites found near DNase I cleavage sites revealed that they show a strong tendency to
be near transcription start sites, CpG islands, and clustered transcription factor binding
sites (data not shown). These data support a model in which the presence of DNase I
cleavage sites is a marker for binding of specific cellular proteins, probably associated
with gene control regions. It is unclear whether relatively greater exposure of DNA at
these sites is involved at all—binding of integration complexes to specific factors at
these sites may fully explain the observations.

Other measurements from the genome-wide data are consistent with a role for
accessibility in integration targeting, but here too other explanations are possible.
Integration of all the elements studied is favored at least weakly in transcription units
(Mitchell, et al., 2004; Narezkina, et al., 2004; Schroder, et al., 2002; Wu, et al.,
2003), consistent with greater accessibility of these sequences, but it is also possible
that transcription units have specifically bound proteins that account for favored

integration. Centromeres are disfavored integration targets (Carteau, et al., 1998;
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Schroder, et al., 2002), and this could be because they are tightly wrapped in
centromere-specific proteins and therefore inaccessible, but other candidate
mechanisms include a lack of positive-acting cellular factors at centromeres or
unfavorable intranuclear positions of centromeres. At present, none of the available
data strictly requires models based on DNA accessibility to explain integration
targeting.

Integration targeting via tethering. Another mechanism for directing
integration to specific locations invokes interactions between integration complexes
and cellular proteins bound at favored sites. Such a model has been strongly
supported for the retrovirus-related Ty elements in yeast, where interactions between
Ty integrase proteins and cellular DNA-binding proteins appear to account for
selective integration targeting (Boeke and Devine, 1998; Bushman, 2003; Sandmeyer,
2003; Zhu, et al., 1999). For retroviral INs, model in vitro studies have confirmed that
tethering integration complexes to target DNA artificially can result in selective
integration nearby (Bushman, 1994; Bushman and Miller, 1997; Goulaouic and Chow,
1996; Holmes-Son and Chow, 2000; Katz, ef al., 1996; Tan, et al., 2004). A simple
model for retroviral integration targeting invokes tethering interactions between
chromatin-associated cellular factors and IN proteins. Different retroviral INs would
interact with different DNA-bound factors, accounting for the differences in target site
selection among the retroviruses.

However, the integration preferences of the HIV derivative containing MLV

IN (HIVmIN) were closer to HIV than to MLV. This argues against a determinant in
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IN serving as the sole mediator of integration specificity. The HIVmIN chimera did
show slightly increased frequencies of integration near transcription start sites and
CpG islands, like MLV, but did not show elevated frequency near MLV-favored
transcription factor binding motifs, DNase I cleavage sites or intergenic MCS
sequences. Thus the evidence suggests that IN influences integration targeting, but
binding of IN alone to cellular factors is not sufficient to explain retroviral targeting
preferences. Similarly, tethering through Gag proteins cannot explain the data,
because transfer of MLV gag alone to HIV (to make the HIVmGag chimera) did not
confer the MLV targeting phenotype.

For the case of HIV, the cellular LEDGF protein is a candidate HIV tethering
factor, since this protein has been found to bind tightly to HIV IN but not to MLV IN
(Cherepanov, et al., 2003; Llano, et al., 2004a; Llano, et al., 2004b; Maertens, et al.,
2003). LEDGF has been suggested to be a component of transcription complexes,
which could distribute the protein across transcription units, which are the favored
targets for HIV integration (Ge, ef al., 1998). When LEDGF was depleted from cells
(Llano, et al., 2004b), the frequency of HIV integration in transcription units was
diminished (A Ciuffi, M. Llano, E. Poeschla, P.S.,J. L., C.B.,,J. E., and F. D. B,
submitted). However, a tethering interaction between LEDGF and HIV IN is not the
full explanation for HIV integration targeting, because 1) the LEDGF knockdown did
not fully eliminate favored HIV integration in transcription units, 2) substituting MLV

IN for HIV IN (to make HIVmIN) reduced integration in transcription units only
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modestly, and 3) comparison of the HIVmIN chimera to HIVmGagmIN indicated that
HIV Gag plays a role as well.

Effects of cell cycle on integration targeting. HIV and MLV differ in the
cell cycle dependence of infection, which also has the potential to influence
integration targeting. HIV can infect cells regardless of cell cycle phase (Lewis, ef al.,
1992; Weinberg, et al., 1991) while MLV infection requires host cells to pass through
mitosis (Lewis and Emerman, 1994; Roe, ef al., 1993). The transcriptional state of a
cell is known to vary with the cell cycle, so the organization of chromosomal DNA
encountered by the MLV and HIV integration complexes should differ. The
HIVmGag chimera exhibited cell cycle-restricted infectivity, like that of MLV
(Yamashita and Emerman, 2004)—thus HIVmGag would encounter the chromosomal
DNA in the same state as would MLV. However, the targeting preferences of the
HIVmGag chimera, while different from those of HIV, do not resemble the integration
site selection preferences of MLV. Thus cell cycle-associated changes in chromatin
structure, combined with the differential cell cycle dependence of HIV and MLV
infection, cannot fully account for the different integration site preferences.

Combined models for the mechanism of integration target site selection.
Models for the mechanism of integration targeting must take into account the
involvement of both IN and Gag proteins. One simple possibility is that IN and Gag
both act as required tethering factors by binding to cellular proteins, though to explain
the data, the tethering interaction must be strongly dependent on simultaneous binding

by both IN and Gag. Another possibility would combine the role of Gag in specifying
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the cell-cycle stage of infection together with tethering interactions through IN.
According to this idea, it might be necessary for an integration complex to enter the
nucleus at the proper stage of the cell cycle for IN to have the opportunity to encounter
its binding partner(s) on chromosomes. This idea is particularly attractive to explain
the MLV integration preference, since MLV enters the nucleus at a restricted point in
the cell cycle. As one test of this idea, it should be possible to map the MLV Gag
determinants of targeting within HIVmGagmlIN, which is of interest because the p12-
CA portion is known confer the dependence of infection on mitosis (Yamashita and
Emerman, 2004).

Cellular factors directing MLV integration. The identification of enriched
sequence motifs at integration sites of MLV and HIVmGagmIN allows more specific
models of MLV integration to be proposed. Transcription factors that bind to these
motifs are strong candidates for tethering MLV integration complexes near favored
sites, perhaps via contacts with MLV IN and/or Gag. However, the bioinformatic
analysis indicated that fully 14 binding motifs were enriched near MLV or
HIVmGagmlIN integration sites, and relaxing the criteria used in the analysis returned
even more enriched motifs (unpublished data). Thus it appears unlikely that one or a
few transcription factors bound to these motifs are solely responsible for targeting.
One possibility is that there are many surfaces in MLV integration complexes that
bind transcription factors, possibly involving both IN and Gag, with different surfaces
docking with different transcription factors. Another possibility is that MLV

integration complexes do not bind directly to these transcription factors, but rather to
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additional proteins recruited by them, such as transcriptional mediator proteins or
basal transcription factors. One or a few such proteins might be recruited by many
different transcription factors, explaining how so many transcription factor binding
sites could be associated with integration sites. The transcription factor binding motifs
were mostly present at a distance of at least 200 bp from the site of MLV integration,
consistent with the idea that large multi-protein transcription complexes bind across
the intervening region. Thus all of the genomic features correlating with MLV
integration (transcription start sites, CpG islands, DNase I cleavage sites, MCSs, and
enriched transcription factor binding sites) may be markers for a class of multi-protein
transcription complexes. Further experiments will be needed to determine the
composition of these potential complexes and the specific protein-protein interactions
mediating favored MLV integration at these sites.
E. EXPERIMENTAL PROCEDURES

DNA constructions. To generate the MLVPuro data set, we used LPCX
(Clontech), which is an MLV-based vector that expresses the puromycin resistance
gene from the MLV LTR. All other vectors used were based on the full-length HIV
clone pLAI (Peden et al., 1991). Vpr has been mutated by the insertion of 4 bases at
the Ncol site at 5207 and env has a deletion between the BgllI sites at 6634 and 7214
(Rogel, et al., 1995). The puromycin resistance gene was cloned in place of nef. The
MLV gag gene segment encoding MA, p12 and CA from pAMS (Miller et al., 1985)
was cloned in place of HIV MA and CA for MHIV-mMA12CA-AenvAvprAnef-

puromycin® (for the HIVmGag data set) and MHIV-mMA 12CA-mIN-AenvAvprAnef-
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puromycin® (for HIVmGagmIN) as described previously (Yamashita and Emerman,
2004). For MHIV-mIN-AenvAvprAnef-puromycin® (HIVmIN) and MHIV-

mMA 12CA-mIN-AenvAvprAnef-puromycin® (HIVmGagmIN), the MLV IN-
encoding portion of the pAMS pol gene was cloned in place of HIV IN, starting at the
same position of the 5" end of the HIV IN gene segment. The 3' end of the HIV IN-
encoding region with the cPPT remains and is separated from the end of MLV IN by 2
stop codons. (The junction sequence is CGTGGAAGCCCTTAATAGTCTgaattc.)

Infections. Vesicular stomatitis virus G protein (VSV-G)-pseudotyped virus
was prepared as described previously (Yamashita and Emerman, 2004). HeLa cells
were infected by spinoculation (O'Doherty et al., 2000) with concentrated viral
supernatant and 20 micrograms/ml DEAE-dextran. Infected cells were selected with
0.7 micrograms/ml puromycin for two weeks. Genomic DNA was extracted from
pooled colonies.

Cloning integration sites. Genomic DNA was digested with Msel and ligated
to a linker as described previously (Wu, et al., 2003). The ligase was heat-inactivated
at 65°C for 15 minutes and the genomic DNA was digested with a second restriction
enzyme to limit the amplification of an internal viral fragment. Spel was used for the
MLVPuro virus and Sacl was used for the HIV-based viruses. Viral-host DNA
junctions were amplified by nested PCR using primers specific for the proviral LTR
(reading out from the 3' end) and the linker essentially as described (GeneWalker Kit,

Clontech). Nested PCR products were cloned using the TOPO TA cloning system
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(Invitrogen). Clones were sequenced and mapped to the human genome with BLAT
(University of California, Santa Cruz).

For analysis of the length of target site duplications, integration site clones
were randomly chosen and genomic sequence-specific primers were designed. The
viral-host DNA junction from the 5' LTR of the provirus was amplified from
undigested genomic DNA and cloned using the TOPO TA cloning system
(Invitrogen). Oligonucleotides used in this study are listed in Appendix 4.

Bioinformatic analysis. A detailed statistical analysis is presented in
Appendices 2 and 3. In order to control for possible biases in the data sets due to the
choice of restriction endonuclease used in cloning integration sites, each experimental
integration site was paired with ten randomly selected sites in the genome that were
exactly the same distance from an Msel site. These matched random control sites
were generated in silico and used for comparison to the integration site data sets as
previously described (Mitchell, et al., 2004).

The statistical analysis of favored binding motifs (Figure 5) was carried out as
follows. Let X and Y denote sets of significant factors around the integration sites in
two independent experiments, with ¢ factors in common. Assuming a random
sampling of |X| and |Y]| distinct factors from a pool of 347 transcription factors, the
hypergeometric p-value estimates the probability of sampling ¢ or more common
factors.

For the analysis of the effects of host cell transcription on integration, we
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acquired a set of HeLa transcriptional profiling data (assayed with Affymetrix HG-
U133A microarrays) from NCBI Gene Expression Omnibus (GSM23372, GSM23373,
GSM23377 and GSM23378 (Carson et al., 2004)). For the analysis in Figure 4B, the
signal values for each probe across the four arrays were averaged and ranked

according to expression level.
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S., Berry, C. C., Ecker, J. R., and Bushman, F. D. “Retroviral Gag and integrase act

synergistically to determine integration target specificity,” 2005.
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III. GENOME-WIDE ANALYSIS OF CHROMOSOMAL FEATURES

REPRESSING HUMAN IMMUNODEFICIENCY VIRUS TRANSCRIPTION

A. ABSTRACT

We have investigated regulatory sequences in noncoding human DNA that are
associated with repression of an integrated human immunodeficiency virus type 1
(HIV-1) promoter. HIV-1 integration results in the formation of precise and
homogeneous junctions between viral and host DNA, but integration takes place at
many locations. Thus, the variation in HIV-1 gene expression at different integration
sites reports the activity of regulatory sequences at nearby chromosomal positions.
Negative regulation of HIV transcription is of particular interest because of its
association with maintaining HIV in a latent state in cells from infected patients. To
identify chromosomal regulators of HIV transcription, we infected Jurkat T cells with
an HIV-based vector transducing green fluorescent protein (GFP) and separated cells
into populations containing well-expressed (GFP-positive) or poorly expressed (GFP-
negative) proviruses. We then determined the chromosomal locations of the two
classes by sequencing 971 junctions between viral and cellular DNA. Possible effects
of endogenous cellular transcription were characterized by transcriptional profiling.
Low-level GFP expression correlated with integration in (i) gene deserts, (ii)
centromeric heterochromatin, and (iii) very highly expressed cellular genes. These
data provide a genome-wide picture of chromosomal features that repress transcription

and suggest models for transcriptional latency in cells from HIV-infected patients.
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B. INTRODUCTION

The position of genes within chromosomes is known to modulate their rate of
transcription (Wolffe, 1998), but relatively few studies have systematically compared
regulation at multiple chromosomal sites. Of these, most have focused on identifying
positively acting promoters and enhancers by “enhancer trapping” or related
approaches (Friddle et al., 2003; Lukacsovich and Yamamoto, 2001). Here we have
used human immunodeficiency virus (HIV) integration to identify negatively acting
chromosomal features, an issue of interest both in understanding global control of
transcription and in assessing HIV transcriptional latency in patients.

Retroviral model systems provide a tractable means of studying the influence
of chromosomal context on transcription. Each integrated provirus is joined to
flanking cellular DNA at exactly the same points at the ends of the viral DNA, but
integration takes place at many different sites in the host cell chromosomes. Thus, the
viral genome provides a homogeneous transcription template that can be analyzed at
different chromosomal locations, allowing the influence of flanking chromosomal
features to be assessed.

Early during HIV gene expression, transcription is initiated by polymerase II
from the viral long terminal repeat (LTR) under the control of cellular factors,
including NF-xB, SP1, NFAT, and others (Emerman and Malim, 1998; Freed, 2004).
Most of the resulting transcripts terminate within 100 nucleotides of the transcription
initiation site (Kao ef al., 1987). A low level of full-length transcripts is nevertheless

synthesized, and a portion of these are spliced to yield the mRNA encoding Tat. In
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the late phase of viral transcription, Tat accumulates in the host cell and binds to the
TAR site on the viral RNA, recruiting the cyclin T-CDK9 complex and facilitating
transcriptional elongation (Garber and Jones, 1999; Wei et al., 1998a).

HIV transcription is known to be sensitive to the chromosomal environment at
the site of integration (Jordan, et al., 2003; Jordan, et al., 2001). In one example of
such regulation, Jordan ef al. found that proviruses integrated into centromeric
heterochromatin had undetectable levels of basal transcription. However, activation of
transcription by treatment with tumor necrosis factor alpha (TNF-a) or 12-O-
tetradecanoylphorbol 13-acetate (TPA), both of which induce the NF-kB pathway,
allowed activation of such proviruses (Jordan, et al., 2003; Jordan, et al., 2001).
Additional factors proposed to affect HIV transcription are reviewed in references
(Freed, 2004) and (Garber and Jones, 1999).

Chromosomal features repressing HIV gene expression are of particular
interest due to their possible influence on clinical latency in HIV infection. For many
HIV-infected patients, treatment with highly active antiretroviral therapy can reduce
viral loads to undetectable levels but, unfortunately, cells persist long term that harbor
integrated proviruses capable of reseeding virus production after cessation of therapy.
One well-characterized reservoir is in resting CD4-positive T cells (Chun, et al.,
1997b; Finzi, et al., 1997; Wong, et al., 1997). A low percentage of these cells harbor
transcriptionally inactive HIV proviruses which may be induced to produce HIV upon
T-cell activation. The finding that centromeric heterochromatin represses HIV gene

expression, along with other known mechanisms for down-modulating HIV gene
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expression (Blankson et al., 2002; Freed, 2004; Garber and Jones, 1999; Sheridan et
al., 1997; Verdin, 1991), provides candidate explanations connecting transcriptional
repression to clinical latency.

To study how expression from the HIV type 1 (HIV-1) promoter is affected by
the integration site of the provirus, we isolated cells containing stably expressed and
inducible proviruses, determined integration sites by sequencing 971 host-virus DNA
junctions, and then asked what identifiable features were enriched in each population.
Several notable biases were found, suggesting potential mechanisms by which the
chromosomal environment may modulate HIV transcription.

C. MATERIALS AND METHODS

Vector preparation and infections. To produce the Tat and green fluorescent
protein (GFP)-transducing HIV-based vector, 293T cells were cotransfected with
pEV731 (LTR-Tat-IRES-GFP) (Jordan, et al., 2001), the packaging construct
pCMVdeltaR8.91, and the vesicular stomatitis virus G protein-producing pMD.G
construct (Naldini ef al., 1996). Viral supernatant was harvested 48 h later and filtered
through a 0.45-pum filter unit. Vector titer was determined by infection of 6 x 10°
Jurkat cells with various amounts of vector supernatant and 4 pg/ml Polybrene
(hexadimethrine bromide; Sigma). Cells were harvested 96 h after infection and
analyzed by fluorescence-activated cell sorting for GFP expression.

Jurkat cells were cultured at a density of 3 x 10° to 1 x 10° cells/ml in RPMI
1640 medium with 10% fetal bovine serum, 100 U/ml penicillin, 100 pg/ml

streptomycin, and 2 mM L-glutamine at 37°C. Cells were infected at a multiplicity of
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infection of 0.1 with 4 pg/ml Polybrene for cloning integration sites and at 1.0 for
analysis by transcriptional profiling. To date, comparisons between integration site
data sets made with HIV-based vectors (Schroder, et al., 2002; Wu, et al., 2003) have
not shown any differences with integration sites made with authentic HIV (Carteau, et
al., 1998; Wu, et al., 2003).

Acquisition of stably bright and inducible cell populations. Jurkat cells
were fluorescence-activated cell sorter (FACS) analyzed into GFP-positive and GFP-
negative populations 2 to 4 days postinfection as described elsewhere (Jordan, et al.,
2003; Jordan, et al., 2001). At this stage, about 7% of cells were GFP positive. The
GFP-positive cells were sorted for GFP expression a second time 2 weeks
postinfection, and DNA was extracted (QIAgen DNeasy tissue kit), yielding stably
expressed proviruses. At this stage, about 90% of cells were GFP positive (geometric
mean of GFP fluorescence measured in FLL1 from a representative experiment was
215). GFP-negative Jurkat cells were sorted twice more for lack of GFP expression
and then cultured with TNF-a for 17 h prior to sorting. After induction, approximately
0.25% of cells became GFP positive (geometric mean, 63.3, when analyzed 4 days
after sorting). Note that the absolute level of the fluorescent signal measured in FL1
varied depending on the instrument used and the gate drawn compared to the
uninfected control. The cells that were inducibly GFP positive were collected and
DNA was extracted, yielding the inducible sample. The inducible cells became dark

upon withdrawal of TNF-a (over 90% became dim 2 weeks after removal of TNF),
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indicating dependence of expression on the inducing agent. The fraction of inducible
cells seen in this study was similar to that reported previously (Jordan, et al., 2003).

Integration site cloning and mapping to the genome. DNA from stably
expressed and inducible populations was digested with three restriction endonucleases
with six-base recognition sites (Nhel, Spel, and Xbal, essentially as described in
(Schroder, et al., 2002)) or with Msel (which has a four-base recognition site, as
described in (Wu, et al., 2003)). Digested DNA was then ligated to the appropriate
adapter and amplified by nested PCR as described previously (Schroder, ef al., 2002).
Oligonucleotides used are listed in the supplemental material in Appendix 4 (Table
S2). Integration site sequences were determined to be authentic if they began at the
junction with the HIV LTR, had a sequence identity of >98%, and yielded a unique
best hit when mapped to the human genome using BLAT (UCSC).

A small data set (20 sites) was also generated using TPA as an inducing agent
and analyzed. This set was biased in favor of integration in genes, and 2/20 were in
alphoid repeats, paralleling sites analyzed after induction with TNF-a (data not
shown).

Expression analysis. A total of 3 x 10° Jurkat cells (in triplicate per treatment
group) were plated and either left untreated in culture, infected with the vesicular
stomatitis virus G protein-pseudotyped LTR-Tat-IRES-GFP HIV-based vector (with 4
pg/ml Polybrene) at a multiplicity of infection of 1 for 24 h, or treated with 10 ng/ml
TNF-a for 17 h. Cells were harvested, and total RNA was extracted using the QIAgen

RNeasy kit. Labeling and hybridization of RNA to Affymetrix HG-U133A arrays was
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performed using the Affymetrix protocol. Analysis used Affymetrix Microarray
Analysis Suite 5.1 software. Changes in transcriptional activity were quantified using
EASE and significance analysis of microarrays (SAM) to determine the false
discovery rate. For the comparison of untreated Jurkat cells to HIV-infected cells, 575
genes were found to change at least twofold in activity (accepting a 1% false
discovery rate). For the comparison of untreated cells to TNF-a-treated cells, 10
genes were found to be upregulated and 32 were downregulated under the same
criteria.

Statistical analysis. A detailed statistical analysis is presented in the
supplemental material (Appendix 5). An analysis of the randomly selected genes
yielded a surprising result which suggested that the bias for favored integration in
active genes (see Figure 9, below) is stronger than the figure may suggest. Randomly
selected sites that were mapped to genes were distributed into classes by expression
level as in Figure 9, below, and analyzed. The random sites did not yield a uniform
distribution in each expression class, but instead revealed a bias in favor of the least-
well expressed genes (values were as follows: class 1, 15.1 to 16.1%; class 2, 14.6 to
15.7%; class 3, 15.1 to 15.3%; class 4, 12.8 to 13.4%; class 5, 11.4 to 11.6%; class 6,
11.7 to 12.1%; class 7, 10.8 to 11.2%; class 8, 6.2 to 6.7%; P <0.0001 by Chi-square;
the range is for all three data sets in Figure 9A to C, below). This is probably
explained by the finding that highly expressed genes tend to have shorter introns
(Castillo-Davis et al., 2002) and so are smaller targets for integration. This

emphasizes that the tendency to integrate in active genes is likely stronger than
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previously appreciated, because active genes are typically smaller than poorly
expressed genes.

For the Mann-Whitney test to compare expression signals for the stably
expressed and inducible proviruses, the data were filtered to remove noise by
analyzing only genes that were called “present” on at least two out of three arrays.

Nucleotide sequence accession numbers. The sequences for the integration
sites newly determined in this study have been deposited at NCBI and assigned
accession numbers CZ442176 to CZ443146. Microarray data have been deposited at
the NCBI GEO repository under accession number GSE2504.

D. RESULTS

Isolation of integration sites from cells containing stably expressed and
inducible proviruses. To acquire cells containing stably expressed or weakly
expressed proviruses, Jurkat cells (a CD4" T-cell line) were infected with an HIV-
based vector that encoded the HIV transcriptional activator Tat and GFP (LTR-Tat-
IRES-GFP) (Jordan, et al., 2001) (Figure 6A). Cells were infected at a low
multiplicity of infection (0.1) to minimize the fraction harboring more than one
provirus. Cells were then separated several times by FACS into GFP-expressing and
nonexpressing populations (Figure 6B). The GFP-negative population was treated
with TNF-a, an agent that is known to activate LTR transcription (Schmid ef al.,
1991) and thereby to activate transcription from silent proviruses. Cells were then
sorted to obtain the induced GFP-positive population. Previous studies using this

model have shown that most of these inducible proviruses are silent due to integration
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Figure 6: Acquisition of cells containing stably expressed and inducible

proviruses. A) Tat-transducing HIV-based vector used in this study. Tat, HIV-encoded
transcriptional activator; IRES, internal ribosome entry site. Transcription initiates within the left LTR.
B) Acquisition of cells containing stably expressed and inducible proviruses by FACS. Cells were
infected at a multiplicity of about 0.1 and sorted for GFP-positive and -negative cells (left side). GFP-
positive cells were collected and then sorted a second time to isolate a stably bright fraction. The GFP-
negative (dark) population was sorted twice, and the dark cells were collected each time. The stably
dark cells were then treated with TNF-a, and the resulting bright cells were collected (right side).
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in chromosomal sites unfavorable for gene expression (Jordan, et al., 2003; Jordan, et
al.,2001). In addition, focusing on the inducible fraction minimizes possible
complications resulting from the inactivation of viral genomes by mutation.
Integrated proviruses that were not expressed and were uninducible were not studied.

Chromosomal integration sites from cells in the stably expressed and inducible
populations were then cloned using ligation-mediated PCR and sequenced (Schroder,
etal.,2002; Wu, et al., 2003). The chromosomal distributions of these sites were
compared to two data sets generated by infection of lymphoid cells (SupT1 cells or
primary peripheral blood mononuclear cells) with HIV-based vectors (Mitchell, ef al.,
2004; Schroder, et al., 2002). The cells in these studies were not fractionated by the
level of proviral gene expression, and so these data sets provide an overview of
integration site selection by HIV. A set of 10,000 random sites in the human genome
generated in silico was also included for comparison (Table 3).

Frequency of integration in genes. Since the complement of human genes
has not been fully clarified, we used four different gene catalogs to analyze the
frequency of integration in transcription units (Table 4). For all sets of HIV
integration sites and all types of gene calls, integration was strongly biased in favor of
transcription units (Mitchell, et al., 2004; Schroder, et al., 2002; W, et al., 2003).
For example, using the well-characterized RefSeq genes for comparison, the human
genome contains 31.1% genes, while HIV integration site data sets showed
frequencies of integration in genes from 66.1% (SupT1 cells) to 73.4% (Jurkat cells,

inducible integration sites). The stably expressed and inducible populations of
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Table 3: Integration site data sets used in this study

No. of integration

Data set Vector Cell type sites Source or reference
Stably expressed HIV: LTR-Tat-IRES-GFP  Jurkat 587 This report
Inducible HIV: LTR-Tat-IRES-GFP  Jurkat 384 This report
HIV/SupT1 HIV p 156 (CMV-GFP) SupT1 493 Schroder et al., 2002
HIV/PBMC HIV p 156 (CMV-GFP) PBMC? 550 Mitchell et al., 2004
Random 10,000 This report

@ PBMC, peripheral blood mononuclear cells

Table 4: Integration in transcription units®

Frequency (%) of transcription units at integration sites in:

Chromosomal

feature Human Stabl ible si
y expressed Inducible sites,
(rarf’ggr?]";ﬁes) sites, HIV/Jurkat ~ HIV/Jurkat ~ 11V/SupT1 HIV/PBMC
Acembly 49.2 87.6 89.1 83.2 87.8
GenScan 64.3 78.4 78.6 76.1 79.5
RefSeq 31.1 71.2 73.4 66.1 69.1
UniGene 50.8 79.2 80.7 72.6 75.1

® All comparisons to random show P < 0.0001.
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proviruses both showed similar high frequencies of integration in genes (see the
statistical information provided in the supplemental material, Appendix 5).

Primary sequences at integration sites. The primary sequences that served
as integration targets were analyzed separately for the stably expressed and inducible
proviruses (Figure 7). The sequences from both data sets showed inverted repeat
symmetry centered on the sequence 5'GT(A/T)AC3’ as previously reported (Bor, et
al., 1996; Carteau, et al., 1998; Stevens and Griffith, 1996). The more detailed
analysis reported here also shows the presence of a longer consensus, with notable
conservation about one turn of the helix in either direction out from the conserved
sequences. No binding sites for known transcription factors were significantly
enriched in either data set (data not shown). Thus, we could not detect any clear
differences between the two data sets in the local sequences at integration sites.

Integration in repeated sequences: inducible proviruses are more
frequently found in alphoid repeats. Despite these similarities between the stably
expressed and inducible integration sites, three features were found to differ. Each
suggests a chromosomal feature disfavoring HIV transcription. The first involved the
frequency of integration in repeated sequences (Table 5).

The frequency of integration in alphoid repeats was 4.3% in the inducible
Jurkat sites but only 0% to 0.5% in the other HIV data sets. Alphoid repeats are
mostly found in centromeres, and packaging of DNA in centromeric heterochromatin
is known to repress transcription of many genes (She ef al., 2004; Wallrath, 1998).

These data support the idea that HIV DNA embedded in centromeric heterochromatin
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Figure 7: Primary sequences surrounding the stably expressed and inducible

proviruses. The weak consensus sequence seen at the stably expressed (top) and inducible (bottom)
proviruses was rendered so that the degree of conservation is proportional to the height of each letter,
using LOGO (http://weblogo.Berkeley.edu/logo.cgi). The y axis reflects the information content at
each base, so that perfect conservation would have a score of 2 bits. The points of joining between the
HIV and human DNA lie between -1 and 0 (for the sequenced HIV DNA end) and between 4 and 5 on
the other strand for the other end of the HIV DNA. Thus, the points of joining, and the integration
consensus sequence, are symmetric around position 2 (arrow).
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Table 5: Integration in repeated sequences®

Frequency (%) of repeated sequences at integration sites in:

Chromosomal
feature Human genome  Stably expressed Inducible sites,
(random sites) sites, HIV/Jurkat HIV/Jurkat HIV/SupT1  HIV/PBMC
SINES
AlL 04 9.1 95 17.6 10.1
: (0.8325) (0.9002) (<0.0001)  (0.5246)
3.0 17 15 3.2
MIR 2.5 (0.4186) (0.3087) (0.107) (0.2713)
2.1 3.9 2.4 3.9
DNA elements 2.1 (0.3491) (0.1207) (0.6898)  (0.0844)
LTR elements 77 5.1 3.5 4.5 25
(HERV) : (0.0124) (0.0007) (0.0035)  (<0.0001)
212 15.2 19.2 15.5
LINE 18.0 (0.0368) (0.1207) (0.4347) (0.132)
. 0.1 43 0.5 0.0
Alpha satellite 0.3 (0.5807) (<0.0001) (02987)  (0.2142)

@ The percentages are relative to all sites in the data set; values in parentheses are p-values (Chi-
square) compared to random sites.
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is poorly expressed, so that enriching for poorly expressed proviruses enriched for
those in alphoid repeats (Jordan, et al., 2003; Jordan, et al., 2001).

A small number of integration sites (20 total) were isolated from cells after
induction with TPA instead of TNF-a. Of these, two were in alphoid repeats,
paralleling results with TNF-a induction (data not shown).

All HIV integration site data sets showed that human endogenous retroviruses
(HERVs) are significantly disfavored targets (P < 0.013), as reported previously for
the SupT1 data set (Schroder, et al., 2002). HERVs are enriched outside transcription
units, while HIV integration is favored within transcription units, accounting for the
observed bias.

Inducible proviruses are more frequently found in gene deserts. A second
difference was found in an analysis of the positions of stably expressed and inducible
proviruses in intergenic regions. The stably expressed proviruses were more
frequently found in short intergenic regions, indicative of favored integration in gene-
rich chromosomal domains, as seen previously (Mitchell, et al., 2004; Schroder, et al.,
2002). In contrast, the inducible proviruses were much more frequently found in long
intergenic regions or “gene deserts” (Figure 8) (P < 0.0007, regardless of gene call
used for the analysis) (see the statistical information provided in Appendix 5).

This finding was reinforced by an analysis of the density of integration events
compared to the density of CpG islands, which are more common in gene-dense

regions. The stably expressed proviruses were found more commonly in regions of
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Figure 8: Frequency of stably expressed or inducible proviruses in intergenic

regions of different lengths. Shorter intergenic regions are shown to the left, and longer ones
are to the right. GenScan genes were used for this analysis, though the conclusions were similar for
other gene sets as well (see the statistical information provided in Appendix 5). The p-value is obtained
from the logistic regression of event type (stable or inducible) on a cubic B-spline basis (i.e., a third-
order polynomial) for intergenic distance. The units on the x axis indicate lengths of intergenic regions,
in base pairs. Lengths of intergenic regions for each category were defined by the following boundaries
(from left to right, in bp): 1,627, 6,135, 10,506, 14,900, 21,907, 28,989, 36,333, 43,531, 62,837,
104,802, and 3,182,720. The inducible proviruses in the rightmost five bins accounted for 14% of all
inducible proviruses.
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high CpG island density, whereas the inducible sites were enriched in regions of low
density (P = 0.002) (see the statistical information provided in Appendix 5). This
indicates that the inducible proviruses are enriched in long intergenic regions that are
depleted of both genes and CpG islands.

Inducible proviruses are more frequently found in very highly expressed
cellular genes. A third chromosomal feature correlating with inducible HIV gene
expression was identified by transcriptional profiling analysis of the Jurkat target cells.
The expression signals of cellular genes hosting integration events were tabulated for
the stably expressed and inducible proviruses. The median for both groups of genes
was found to be higher than the median of all the probe sets on the HU133A
microarrays used (stably expressed = 152, inducible = 177, all genes on the array = 66;
units are “signal,” as defined by Affymetrix MAS 5.1). Genes in both the stably
expressed and inducible populations were also more active than genes from the
random control population in Table 3 (random = 57; P < 0.0001 for comparison to
either the stably expressed or inducible populations; Mann-Whitney test). This
broadly parallels previous studies of HIV, which revealed that active genes were
favored as integration targets (Mitchell, ef al., 2004; Schroder, et al., 2002; Wu, et al.,
2003).

Thus, it was unexpected that the stably expressed and inducible data sets differ
from each other. The median expression value for genes hosting inducible proviruses
was found to be significantly higher than the median of genes hosting stably expressed

proviruses (P = 0.0004; Mann-Whitney test).
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To analyze this issue in more detail, expression signals of genes hosting
integration events were divided into classes by their signal values and the distribution
was examined (Figure 9A). As with previous studies, genes hosting integration events
were found more commonly in the more highly expressed genes. The inducible
proviruses were more frequently found in the highest expression class: 24% of
inducible integration sites (in genes represented on the array) compared to 14% for the
stably expressed set (P = 0.003; Chi-square test). In previous studies, genes in the
highest expression class (eighth bin) were consistently found to be less favorable for
integration (Mitchell, ef al., 2004; Schroder, et al., 2002); here, this is seen as well for
the stably bright population but not the inducible population. Thus, we infer that
integration in the very highly expressed genes was associated with the inducible
phenotype and, specifically, that the transcription level in bin 8 is unfavorable for HIV
transcription. Inducible proviruses in highly expressed genes were found in both
orientations relative to the direction of host gene transcription (data not shown). An
analysis of the placement of integration sites within genes showed no obvious bias; for
example, the inducible sites in the most highly transcribed genes (eighth bin) were not
clustered near the start site of transcription (data not shown).

The relationship between integration targeting and host cell transcription was
probed further by repeating the transcriptional profiling measurements under two
additional conditions. Jurkat cells were infected with the HIV-Tat-GFP vector prior to
RNA isolation, or cells were treated with 10 ng/ml TNF and RNA was isolated

subsequently. These manipulations caused clearly detectable changes in transcription.
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Figure 9: Inducible proviruses are found more commonly in very highly active
genes. Expression levels were assayed in Jurkat cells (three independent Affymetrix HU133A
microarrays for each condition) and scored using the Affymetrix Microarray Suite 5.1 software
package. To classify the expression levels of genes hosting integration events, class boundaries were
first generated by dividing all the genes on the array into eight classes according to their relative level
of expression. Genes that hosted integration events were then distributed into the classes defined by
these boundaries, summed, and expressed as a percentage of the total number of integration sites in
genes on the array. The leftmost class in each panel contains the 1/8 most weakly expressed genes, and
the rightmost class contains the 1/8 most highly expressed. The highest signal value represented in each
expression bin (for untreated Jurkat cells) was as follows: bin 1, 9.2; bin 2, 20.6; bin 3, 38.6; bin 4, 66;
bin 5, 117; bin 6, 227; bin 7, 488; bin 8, 12050. Integration sites were analyzed using data from
untreated Jurkat cells (A), TNF-treated Jurkat cells (B), or HIV-Tat-GFP-infected Jurkat cells (C) (P <
0.003; Chi-square test). Inducible proviruses in the eighth class (most highly expressed) accounted for
about 17% of the total.
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Notably, infection with the Tat-transducing vector caused down-modulation of a large
family of genes involved in signal transduction and immune responses, potentially a
biologically significant activity of Tat involved in evasion of the host immune
response (de la Fuente et al., 2002; Izmailova et al., 2003; Kanazawa et al., 2000). In
Figure 10, signal intensities from Affymetrix HU133 A microarrays were analyzed by
SAM (http://www-stat.Stanford. EDU/tibs/SAM/) to identify significantly affected
genes and then clustered according to gene ontology using EASE
(http://david.niaid.nih.gov/david/ease.htm). A large set of Tat-repressed genes (115
probe sets corresponding to 108 different genes) was identified as overrepresented
compared to all genes queried by the microarray in the “signal transducer activity”
category (P = 1.16 x 10”; Fisher exact test with Bonferroni correction for multiple
comparisons). Expression values were normalized by dividing by the mean. In cases
where multiple probe sets queried the activities of a single gene, the values were found
to be closely similar and a single representative probe set was used for the figure.

Treatment with TNF resulted in induction of a number of previously
characterized TNF-inducible genes. Though these changes were readily detectable,
overall transcription in the cell types studied was still quite similar (correlation
coefficients for pair-wise comparisons of any two microarrays showed R > 0.98).
Analysis of genes hosting integration events using these transcriptional profiling data
sets also indicated that very highly transcribed cellular genes were more common

targets in the inducible data set (Figure 9B and C).
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Figure 10: Tat down-modulates host cell genes important in signal transduction
and immune responses. The three left columns show results from uninfected cells, and the three
right columns show results from cells infected with the Tat-transducing HIV-based vector. Gray tiles
indicate negative values. All significantly affected genes called by EASE in the “signal transducer
activity” category are shown, except for six olfactory receptors and one taste receptor.
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Jurkat cells as model HIV target cells: assessment using transcriptional
profiling. The transcriptional profiling data on Jurkat cells could be used to
investigate how closely the Jurkat cell line models the primary cells normally targeted
by HIV infection in vivo. Transcriptional profiles of uninfected Jurkat cells were
compared to 79 transcriptional profiles of human cells and tissues (data from (Su et
al., 2004)). A cluster analysis is shown in Figure 11. Transcriptional profiles of
Jurkat cells clustered with profiles of a collection of leukocytes, including CD4" T
cells. Jurkat cell transcription did differ somewhat from CD4" T cells, however,
which could be due to the transformed state of Jurkat cells or to differences in the
execution of the microarray experiments. Inspection of the Jurkat transcriptional
profiles indicates that many of the genes expected to be active in CD4" T cells are
indeed robustly expressed (Figure 10 and data not shown), consistent with previous
studies in which Jurkat cells were shown to be active in assays of T-cell function (e.g.,
references (Frumento ef al., 1997) and (Manger et al., 1986)). In summary,
transcription in the Jurkat cell clusters with authentic CD4" T cells, helping to validate
the use of Jurkat cells as a model of infection in vivo.

E. DISCUSSION

Here we compared the chromosomal placement of HIV proviruses that were
stably expressed after integration to proviruses that were poorly expressed but
inducible upon treatment of cells with TNF-a. Three chromosomal features correlated
with inducible expression: centromeric heterochromatin, gene deserts, and highly

active host transcription units. Each of these is discussed below. However, only about
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Figure 11: Clustering of transcriptional profiles from Jurkat cells with human
leukocytes. Data for human tissues are from reference (Su, ez al., 2004). All analyses used
Affymetrix HU133A microarrays. Transcription signal values were averaged between replicates and
ranked prior to clustering. Squared Euclidean distance and unweighted pair-group average linkage

(also know as UPGMA) cluster analysis of the transcriptional profiles was carried out using Statistica
7.0.
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40% of the inducible proviruses were associated with one of these three features, and
so further chromosomal environments unfavorable for expression may yet be found.
In addition, studies from others using this model suggest that low-level GFP
expression may also result from stochastic fluctuations in Tat levels. For cells
expressing low levels of Tat protein, fluctuations in Tat concentration may extinguish
LTR-driven transcription, and this may become “locked in” because Tat protein is
required to activate its own expression (D. Schaffer and coworkers, personal
communication).

Silencing HIV proviruses by transcriptional interference. A significantly
greater proportion of the inducible proviruses were found in the most highly expressed
fraction of host genes (Figure 9), suggesting that very-high-level host gene
transcription interferes with transcription of an integrated provirus. Many studies have
established that transcriptional interference can repress gene expression (Callen et al.,
2004; Cullen et al., 1984; Greger et al., 2000; Greger et al., 1998; Hausler and
Somerville, 1979; Martens et al., 2004), and a model HIV promoter has previously
been shown to be sensitive to transcriptional interference in HeLa cells (Greger, ef al.,
1998). For a provirus in the same orientation as the host cell gene, read-through
transcription may repress by blocking access of factors to the downstream promoter or
by actively dislodging bound proteins (Callen, et al., 2004; Greger, et al., 2000;
Greger, et al., 1998; Hausler and Somerville, 1979; Martens, et al., 2004). In the
HeLa cell model, read-through transcription was found to repress HIV transcription by

dislodging bound Sp1 (Greger, et al., 1998). A provirus in an orientation opposite that
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of the host gene may be silenced by the above mechanisms, or by transcriptional
“trainwrecking” whereby two RNA polymerase complexes collide during convergent
elongation. Convergent transcription could also result in transcription of both DNA
strands and formation of double-stranded RNA, which might silence proviral
transcription via RNA interference (reviewed in references (Hu et al., 2004; Plasterk,
2002)), RNA-directed DNA methylation (Morris et al., 2004), induction of the
interferon response (Fields and Kinpe, 1996), or generation of antisense RNA (Scherer
and Rossi, 2003).

Inducible proviruses are integrated more commonly in gene deserts. A
strong trend was seen involving integration sites outside genes, in which long
intergenic regions or gene deserts more frequently hosted inducible proviruses. Short
intergenic regions more commonly hosted stably expressed proviruses. A similar
trend was also seen comparing the frequency of integration in CpG islands, which are
known to be associated with genes. A variety of mechanisms could account for this
bias, none mutually exclusive. Gene deserts may be heterochromatic, and so packaged
in proteins unfavorable for efficient transcription (Jenuwein, 2001; Jenuwein and
Allis, 2001; Wallrath, 1998). Gene deserts may be enriched in binding sites for
transcriptional silencer proteins, though no candidate binding sites emerged from our
analysis of primary sequences at integration sites. Intranuclear positioning of gene
deserts could also be a factor (Boyle et al., 2001; Casolari ef al., 2004; Chubb and
Bickmore, 2003). A recent study suggested that activation of genes in yeast can be

accompanied by translocation of the genes to a nuclear pore complex (Casolari, et al.,
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2004). Thus, proviruses integrated into gene-sparse regions may be localized within
nuclear domains that are unfavorable for transcription.

Integration in centromeric heterochromatin disfavors HIV gene
expression. Repression of HIV expression after integration in alphoid repeats was
previously observed by Eric Verdin and colleagues using the Jurkat model (Jordan, et
al., 2003; Jordan, et al., 2001). Heterochromatin adopts a condensed structure that
blocks access of the transcriptional machinery (She, et al., 2004; Wallrath, 1998).
Thus, a simple model to explain our results is that wrapping of the proviral DNA in
heterochromatin blocks access of the transcriptional machinery and thereby represses
transcription.

Models for the mechanism of transcriptional latency in patients. HIV-
infected patients on successful long-term antiretroviral therapy nevertheless harbor
cells containing latent proviruses, and after cessation of treatment HIV from these
cells can reinitiate active replication (Chun, et al., 1997b; Finzi, et al., 1997; Han, et
al., 2004; Wong, et al., 1997). Our findings reveal mechanisms by which the
surrounding chromosomal environment may silence some integrated proviruses while
leaving them inducible by TNF-a treatment. The data presented here suggest that
proviruses integrated in centromeric heterochromatin, gene deserts, and highly
transcribed genes may contribute to the latent population.

Direct studies of integration sites from latently infected cells in patients have
been challenging. One report investigated the distribution of HIV integration sites in

resting CD4" lymphocytes of patients on effective highly active antiretroviral therapy
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(Han, et al., 2004). However, this work was complicated by the fact that defective
proviruses greatly outnumber latent proviruses in patient cells (Chun, et al., 1997b;
Finzi, et al., 1997; Wong, et al., 1997). Han et al. cloned 74 integration sites and
found that 93% of the proviruses were integrated within active transcription units
(Han, et al., 2004). If these sites are representative of latent integration sites in
patients, then the transcriptional interference model may be the most attractive based

on our data.
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The text of Chapter Three, in full, is a reprint of the material as it appears in the
Journal of Virology:

Lewinski, M. K., Bisgrove, D., Shinn, P., Chen, H., Hoffmann, C., Hannenhalli, S.,
Verdin, E., Berry, C. C., Ecker, J. R., and Bushman, F. D. “Genome-wide analysis of
chromosomal features repressing HIV transcription”. J Virol 79, 6610-9, 2005.

The dissertation author was the primary researcher and author.



IV. CONCLUSIONS

Genome-wide studies of integration targeting have provided substantial insight
into the virus-host cell interaction. The differential integration target site selection
preferences of retroviruses could reflect subtle differences in their replication
strategies, analogous to the pressures driving Ty retrotransposon targeting of
integration to benign regions of the yeast genome. For instance, HIV-1 has a small
window in which to replicate because productively infected cells are quickly
eliminated by cytotoxic T lymphocytes and the cytopathic effects of the virus. In
order to maximize progeny production, HIV may have evolved to target integration to
regions of the host genome most conducive to high proviral gene expression, such as
gene-rich regions of chromosomes and active cellular genes. The preferred target sites
of MLV (transcription start sites, CpG islands and DNase I hypersensitive sites,
among others) might be near binding sites for transcription factors that aid in MLV
gene expression or are genomic regions where the provirus might escape silencing by
CpG methylation.

The studies presented in the previous chapters have contributed to our
understanding of the mechanism and consequences of retroviral integration. Evidence
that the retroviral Gag proteins as well as integrase determine integration target site
selection preferences suggests modifications to the simplest models of integration
targeting, i.e., that regions of open chromatin are preferentially targeted for integration

because they are accessible, that binding of integrase to specific tethering factors

92
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directs integration to sites nearby, or that variations in transcriptional state of the host
cell at different phases of the cell cycle account for differences between cell-cycle
restricted (MLV) and unrestricted (HIV) viruses. The differential preferences of these
viruses for DNase | hypersensitive sites and active genes argue against the idea that
open chromatin is the primary determinant of integration targeting. The observation
that an HIV-based chimera with MLV integrase (HIVmIN) does not have target site
selection preferences similar to MLV while a chimera with both MLV IN and gag
(HIVmGagmIN) does argues against the direct interaction between integrase and
tethering factors being the only determinant of target site selection. This data suggests
that Gag plays a role, either directly, by binding in a highly co-operative fashion with
IN to tethering factors, or indirectly, by restricting nuclear entry of MLV PICs to a
specific point in the cell cycle. Cell-cycle related changes in chromatin conformation
and nuclear organization alone cannot account for the differences in targeting between
HIV and MLV because an MLV gag-substituted HIV chimera (HIVmGag) that is cell-
cycle restricted like MLV does not exhibit integration site selection preferences like
those of MLV. In a refined model of integration targeting, the phase of the cell cycle
determines whether tethering factors for the PIC are bound to preferred sites in the
cellular DNA. MLV capsid-p12, by remaining associated with integration complexes
of MLV and the HIVmGagmIN chimera, restricts access of the PIC to the cellular
DNA until after mitosis. At this point in the cell cycle, tethering factors that interact

with integrase and/or other elements of the PIC could be bound near transcription start
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sites, CpG islands and DNase I hypersensitive sites, directing integration near these
features.

This modification of integration targeting by swapping elements of the
retroviral genome suggests a strategy for engineering safer retroviral gene therapy
vectors. While MLV-based gene therapy vectors have been successfully employed to
treat X-linked severe combined immunodeficiency, their insertion near the
transcription start site of the LMO-2 proto-oncogene has contributed to the
development of leukemia in at least two patients (Hacein-Bey-Abina, et al., 2003a;
Hacein-Bey-Abina, ef al., 2003b). Such insertional mutagenesis is a significant risk
with these vectors considering the preference MLV has for integration in and near
promoters. By substituting gag and IN coding regions from a virus (such as ASLV)
that prefers to integrate in regions of the genome less likely to disrupt host gene
expression, a safer hybrid vector could be produced.

A genome-wide comparison of integration sites from well expressed and
poorly expressed HIV-1 proviruses suggested that integration site does play a role in
HIV expression and is a candidate contributor to the phenomenon of postintegration
latency. Three genomic features were significantly enriched at integration sites of
reversibly silenced proviruses: gene deserts, centromeric heterochromatin and very
highly expressed host genes. Gene deserts (long intergenic regions) likely have an
intranuclear position that is unfavorable for proviral gene expression. Centromeric
heterochromatin has a condensed conformation that blocks access of transcriptional

machinery to proviruses in these regions. High levels of host gene transcription could
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silence proviral expression by transcriptional interference. These genomic features are
not favored targets of HIV integration and this is consistent with the idea that HIV has
evolved to preferentially target integration to genomic regions favorable for its
expression. In the rare instances where viral cDNA does integrate into gene deserts,
heterochromatin or very highly expressed host genes, the level of proviral gene
transcription may be low. A model for the contribution of integration site to viral
latency could be that HIV infects an activated CD4" T cell, completes the process of
reverse transcription, and integrates into a chromosomal region that represses proviral
transcription. Expression of viral proteins is suppressed long enough for the host cell
to survive and revert to a quiescent memory T cell. In the memory T cell, the virus
remains latent for years until the host cell encounters its antigen, is activated and
produces progeny virions. Determining how relevant this model is to the clinical
phenomenon of HIV latency will require further study.

The publication of the human genome sequence has allowed for these large-
scale studies of genomic features associated with integration target sites of chimeras
and viruses sorted by expression level. Careful analysis of this data has allowed us to
identify the viral determinants of integration site selection and to elucidate the
influence of integration site on proviral expression, thus contributing to our
understanding of the mechanisms and some of the consequences of retroviral

integration.



APPENDIX 1

The Effects of Puromycin Selection on Integration Site Recovery

HIVPuro vs. unselected pooled HIV data sets

HIVPuro favors gene-rich regions over unselected HIV-pooled. The following
plot examines the association of integration sites with gene density in a 2 megabase
window surrounding each locus. The data is divided into deciles of gene density, with
the most gene-poor decile on the left (group.1) and the most gene-rich decile on the
right (group.10). We plot the proportion of integration sites from Puromycin-selected
HIVPuro and unselected HIV-pooled data sets that fall in 2 megabase windows with
the indicated gene density. The boundaries of each gene density group are as follows

(as genes/bp):
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The p-value given is the result of fitting a cubic polynomial to the gene density values.
dens.2M - p-value = 4.8594e-09
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MLYVPuro vs. unselected MLV data set
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MLVPuro favors gene-rich regions over unselected MLV-Burgess. This plot

examines the association of integration sites with gene density in a 2 megabase

window surrounding each locus. The data is divided into deciles of gene density, with

the most gene-poor decile on the left (group.1) and the most gene-rich decile on the

right (group.10). We plot the proportion of integration sites from Puromycin-selected

MLVPuro and unselected MLV-Burgess data sets that fall in 2 megabase windows
with the indicated gene density. The boundaries of each gene density group are as

follows (as genes/bp):
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The p-value given is the result of fitting a cubic polynomial to the gene density values.
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These data represent the converse of the finding presented in Chapter Three
that gene-poor regions or “gene deserts” repress HIV transcription. Together, these
results suggest that on average integration in gene-rich regions is more favorable for
subsequent proviral gene expression and that this is true for MLV as well as HIV.

dens.2M - p-value < 2.22e-16
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Association of Genomic Features with Integration
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1 Introduction

In this document, I examine the association of integration sites with various genomic features.

The data consist of both actual integration sites and sets of control sites, each set chosen to match
the spacing (in bases) from the nearest restriction site (according to the direction in which the sequence
was read) to an integration site. The numbers of insertion and matching sites for several data sets are
shown below:

type
Origin.of.data.set insertion match
HIVPuro 525 5240
HIVmGagmIN 526 5260
HIVmGag 493 4930
HIVmIN 494 4920
MLVPuro 544 5430

The advantage of choosing ’control’ sites that match the spacing from the nearest restriction site is
that biases due to location and density of restriction sites are eliminated by applying the classical
multinomial logit model (reviewed in (McCullagh and Nelder, 1999)). This model allows regression
procedures to be applied to the study of integration intensity as a function of genomic features. The
clogit function of the R survival library implements estimation and fitting for such models along with
the usual likelihood ratio and Wald tests.

The distribution of relative frequency of insertions across the chromosomes is given in this barplot:

5 —
B HIWFuro
E HYmGagmiM
B HIvYmizag
4 4| @O HWVmIN
H MLYFPuro
3 —
inserts
matches
:'2 —
: " II
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It seems evident that there are some chromosomes that are particularly favored for integration.
This is reinforced by a test of statistical significance. The test performed used the likelihood ratio
statistic for the multinomial logit model (reviewed in (McCullagh and Nelder, 1999)) as implemented
by the clogit function of the R survival library. The null hypothesis tested is that the ratio of true
integration events to matched control sites is constant across all chromosomes. This test attains a p-
value of <2.22e—16.
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2 Preference for Genes

2.1 Acembly Genes

Here we examine the preference that integration events have for genes. In the following plot we
show the relative frequency of integrations in genes according to the *Acembly’ annotation. The bars
grouped over the label “In Gene” give the relative frequency of integration events (compared to control
sites) between bases located within Acembly gene annotations, while the bars over the label “Not in
Gene” give the relative frequency of integration events (compared to control sites) between bases not
located within Acembly gene annotations.

HIVPuro
HIVmGaagrmi N
HIVmGag
HIVmIN
MLVPuro

EOEDNE

1.0 4

inserts
matches

0.5

oo 4
In Gene Mot in Gene

It seems evident that there is a strong tendency for insertions to occur in genes. A formal test of
significance bears this out with a p-value of <2.22e—16. Also, it appears that the tendency of different
viruses to integrate into genes varies, and a test for this hypothesis attains < 2.22e—16. Here is the table
of coefficients of the log ratio of intensities for true insertion sites versus control insertion sites along
with their standard errors, z statistics, and p-values for each data set:

coef  se z p
HIVPuro 2.040 0.1430 14.30 3.24¢-46
HIVmGagmIN 0.659 0.0966 6.82 8.93e-12
HIVmGag 1.350 0.1160 11.60 2.97¢-31
HIVmIN 1.610 0.1260 12.80 2.04e-37
MLVPuro 0.688 0.0957 7.19 6.34e-13

As is evident, there are some differences in the coefficients. The largest coefficient is seen in the
HIVPuro data set, while the smallest is seen in the HIVmGagmIN data set.

In the following plot we show the relative frequency of insertions in exons according to the
’Acembly’ annotation. The bars grouped over the label “In Exon” give the relative frequency of
integration events (compared to control sites) between bases located in exons according to the Acembly
annotation, while the bars over the label “Not in Exon” give the relative frequency of integration events
(compared to control sites) between bases not located in exons according to the Acembly gene
annotation.
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Here is the table of coefficients of the log ratio of intensities for true insertion sites versus control
insertion sites along with their standard errors, z statistics, and p-values for each data set:

HIVPuro
HIVmGagmIN
HIVmGag
HIVmIN
MLVPuro

In Exon

coef

0.479
0.150
0.177
0.433
0.559

se

0.149
0.177
0.173
0.153
0.153

HIYPuro
HVmMGagmiM
HIVmGag
HIVmIN
MLWP uro

EOEDNE

z
3.210
0.845
1.020
2.830
3.640

Mot in Exon

p
0.001310

0.398000
0.308000
0.004720
0.000269

The model on which these coefficients are based include terms for whether the site is in a gene or
not. Thus, the effect shown as ”In Exon” is net of that due to being in a gene. Note that in the barplot
above the *Not in Exon’ bars include both the introns and intergenic regions, so the impression given by
the table may differ from that for the barplot.

2.2 RefGenes

Here we examine the preference that insertions have for genes. In the following plot we show the
relative frequency of insertions in genes according to the ’refGene’ annotation.

. = HIVFuro
2.0 5 B HVmGagmiN
B HIVmGag
O HiVmIN
B MLVPuro
1.5
1.0 o
inserts
matches
0.5 o
0.0 —
In Gene Mot in Gene

It seems evident that there is a strong tendency for insertions to occur in genes. A formal test of
significance bears this out with a p-value of <2.22e—16. Also, it appears that the tendency of different
viruses to integrate into genes varies, and a test for this hypothesis attains < 2.22e—16. Here is the table
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of coefficients of the log ratio of intensities for true insertion sites versus control insertion sites along
with their standard errors, z statistics, and p-values for each data set:

coef  se z p
HIVPuro 1.910 0.1100 17.30 5.44e-67
HIVmGagmIN 0.387 0.0930 4.16  3.12¢-05
HIVmGag 1.380 0.1010 13.60 2.34e-42
HIVmIN 1.590 0.1060 15.10 2.12e-51
MLVPuro 0.425 0.0912 4.66  3.12e-06

As is evident, there are some differences in the coefficients. The largest coefficient is seen in the
HIVPuro data set, while the smallest is seen in the HIVmGagmIN data set.

In the following plot we show the relative frequency of insertions in exons according to the
"refGene’ annotation.
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