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How to Solve the Problem of C om positionality by O scillatory N etw orks

M arkusW eming m arkusweming® uni-erfurtde)
D epartm entof Philosophy, P.O .Box 900221
D -99105 Erfurt, G erm any

Abstract

Cognitive system s are regarded to be com positional: The
sem antic values of complex rEpresentations are deter-
mned by, and dependent on, the semantic valies of
prn iive  mpresentations. Both  classical and
connectionist netw orks fail to m odel com positionality
a plausible way. The paper htroduces oscillatory net-
works as a thid altermative. It provides neurcbiological
evidence for the adequacy of those netw orks and argues
that they are com positional. O scillatory netw orks com -
bine the virtues and avoid the shortcom ings of classical
and connectionist architectures.

C om positionality and System aticity

M Inds have the capaciy to compose contents. O ther-
wise, they would not show a systematic conelation
betw een 1epresentational capacites: If a m ind is capa-
ble of certain htentional sates 1 a certan ntentional
mode fperception, thought, inaghation, preference,
eftc.), it most probably is also capable of other inten-
tonal sates w ih rlated contents In the same mode.
The capaciy to see a r=d square In a green cicle, eg.,
is statistically highly conelated w ith the capacity t© see
a r=d cicle n a green square. To explam this em pircal
phenom enon, which is clsely wlhated t© the well-
known binding problem , com positional operations are
postulated. They enable the system to build com plex
Epresentations from prim ive ones so that the sem antic
value of the com plex representation is determ ined by,
and dependenton, the sem antic values of the prim itves.
Several theories have been developed to meet the re-
quirem ent of compositionality. Both classical and
connectionist attempts suffer fiom severe deficits,
though.

Fodorand Pylyshyn (1988) forone take recourse to a
language of thought, which they link to the claim that
the brain can e m odeled by a Turing-style com puter. A
subject's having a m ental representation, they believe,
congists In the subject's bearing a com putational =la-
ton t© a mental sentence; it is a elation analogous t©
the rlation a Turing m achine’s control head bears t©
the t@pe. A ccordingly, the m ind composes com plex
Epresentations from prin itive ones just the way a com -
puter com poses phrases from w ords: by concatenation.
The twuble wih classical computer models is well
known and reaches friom the fiam e probleam , the prob-
Iem of gmacefiil degradation, and the problem of leam-
g from examples Homan & Tienson, 1996) to pmwb-

lem s that arise from the content sensitivity of logical
reasoning G igerenzers& Hug, 1992).

To avoid the pifalls of classicism , connectionist
m odels have been developed. Som e of them attem ptto
m eet the com positionality constamnt. Sm olensky (1995)
m gps the tem s and the syntax of a language hom om or-
phically onto an algebra of vectors and tensor opera-
tons. Each prim iive temm of the language is assigned to
a vector. Every vector renders a certain distribution of
activiy w ithin the connectionist netw ork . The syntactic
operations of the language have tensor opermtions as
counterparts. Bamden (1991) pursues a rlated ap-
prwach. As far as syntex is concemed, some
connectionist networks can completely inplement

The kind of com positionality that is necessary for
System aticity, how ever, focuses noton syntactic, buton
sem antic features. The capacity t© think that a child
wih a rd coat is disttacted by an old herring is not
conelated w ith the capacity to think thata child w ith an
old coat is distracted by a r=d herring. The thoughts
ought to be conrelated, though, if syntactic com position
w as sufficient for system aticity . A lthough both thoughts
are syntactically composed fiom exactly the same
prin iives by exactly the sam e operations, they are not
conelated because red herring is idiom atic, ie.because
the mapping @ed, herring) — red herring is syntact-
cally, but not sem antically com positional. One may
well have the capacity to think of r=d coats and old
herrings even though one lacks the capacity t think of
=d herrings. W e m ay infer, thus, that sem antic com po-
sitionality is necessary for system aticity and that syn-
tactic com positionality is not sufficient. The stategy to
map the syntax of a system atic language hom om orphi-
cally onto a connectionist netw ork does not suffice to
establish that the netw ork it=elf is system atic.

To put the dilemm a in a nutshell, connectionistm od-
els seem t© be o wesk t© explain system aticity,
w hereas classicalm odels are apparently too stong t© be
Inplem ented by real brains. The rest of the paper w ill
explore the option of som ething “in betw een” classical
and connectionist arxchitectires. The presented solition
differs significantly from other appmaches to the di-
lemma (Lange & Dyer, 1989; Shastyi & A jpnagadde,
1993;Hummel & Holyoak, 1997; Sougné 1999). Egpe-
cially w ith respect to the representation of relations, the




presented model m ght have m ore plausible i plica-
tons.

C onstituency

A further argum ent provides us w ith a deeper nsight
nto what's wiong with traditional connectionist net-
works and gives us a key how t match this deficit.
M ost sem antic theories explain the sem antic properties
of mtemal mwpresentations either I tems of co-
variance, In tem s of mferential relations, or n term s of
associations. One may, eg., hold that a certain intemal
sate is a rEpresentation of redness because the sate co-
vares wih neatby hs@nces of redness. This co-
variance relation is, of course, backed by the mtrnsic
and extrinsic causal properties of the redness represen-
tatdon. One m ay also hold that bachelor representations
characteristically are such that the subject is disposed to
Infer unmarded-man rEpresentations from it Those
dispositions, again, are grounded In the causal proper-
tes of bachelor and unmarried-man rEpresentations.
One may, thirdly, hold that the sem antic value of the
cow representation is determ ned by the fact that it is
associated wih rmwepresentations lke mik, leather,
mammal, grass etc. The m echanism of association, too,
supervenes on the causal properties of the representa-
tons In question. A 11 of these theories have one princi-
pl I common: An ntemal representation has is se-
m antic value because ithas a certain causal le w ithin
the system (@nd - perhaps - the rest of the world) . The
question of how the sem antic values of prin itive repre-
sentations determ ne the sem antic value of complex
Epresentations, hence, leads t the question of how
causal properties can be mherited fiom prim itve to
complkex s@ates. From chem istry we know that atom s
determ e the causal properties of m olecules because
atom s are consttuents of molecules. Physics gives
gin flar answ ers w ith regard to atom s and elem entary
particles. One can even make it a hard m etaphysical
point: If the causal properties of a sate B are deter-
m ned by, and dependent on, the causal properties of
the sates A4, ..., A, and their relations to each other,
then 4., ..., A, are consttuents of B . H ere, constituents
are conceived of as necessary parts: A is a constuent
of B if and only if the follow Ing is necessary and gener-
ally true: If B occurs at a certain r=gion of space ata
certam time, then A occurs at the same =gion at the
smetme.

The failire of connectionist attem pts, therefore, is
that the hom om oxphisn betw een Janguage and netw ork
stucture does not preserve the constituent relations
wihin the language. The network counteyparts of
brown and cow aren’t constiuents of the network
counterpart of brown cow . Since the hom om oxphism
does not preserve constituent relations, it fails to trans-
fer sem antic com positionality : A lthough the operation
orown, cow) — brown cow is sem antically com posi-
tonal, the network operation hbrown)hcow)) —

Figure 1: @) Elementry oscillator consistng of a
coupled pairof an exciatory ) and an nhibiory unit
) togetherw ith an mputunit. t, tim e; x Q) , unit activ-
iy; F&) sigmoidal output function; w, coupling
welght; T, delay time; 1 (0, extemal nput. Subscripts:
e, exciatory unit; i, mhibiory unit. () O scillatory
elem ents coupled by shortrange synchronizing con-
nections (dashed) and long-range desynchronizing
connections dotted), w ithout interaction at crossings.
The figure is meant to show the principle of coupled
oscillators, rather than a particular connectivity pattem.

hbrown cow) may not be sem antically com positional

h being the hom om oxphism ). If h forown) and h(cow)
aren’t consttuents of h brown cow) you cannot say:
hbrown cow) co-varies wih brown cows because
h brown) co-vares w ith brown things and h(cow) co-
varies w ith cow s. If the constituent relations w ere pre-
served, you could say this. Forthe sam e reason, you are
deprived of the possibility to explain the mferential and
the associative properties of the com plex rEpresentation
on the basis of the inferential and the associative prop-
erties of the prim iive representations.

Synchrony

Consttuency is a synchronic rlation, while causal
connectedness is a diachronic relation. W hole and part
co-exist In tin e, w hereas causes and effects succeed n
tim e. The reference to causal connections and the flow

of activation w ihin the network will, therfore, not
suffice to esablish consttuent relations. W hat we, In
addition, need is an adequate synchronic relation. O s-
cillatory netw orks provide a fram ew ork to define such a
relation: the wlation of synchrony betw een phases of
activity. Synchmony and asynchrony are synchronic
rlations because the rlata, phases of activity, coexist
I tim e.An elem entary oscillator is realized by coupling
an exciatory unit with an nhibiory unit using delay
connections. An additonal unit allows for extemal
put (Egure 1a). W ihin the netw ork, oscillatory ele-
ments are coupled by either shortrange synchronizing
connections or long-range desynchronizing connections
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Figure 2: Scheme of a typical neuronal response
amused by a blue vertical, a r=d vertical, and a blue
horizontal object. Cicles w ih letters signify neurons
w ith the property they indicate (V , H : horizontal, verti-
ca;R,G,B,Y :1=d, green, blue, yellow ) . Like shadings
signify synchronous activity . The phases of som e blue-
neurons are synchronous w ith the phases of som e vert-
calneurons n iddle-chading), som e phases of vertical-
neurons are I synchrony wih some phases of red-
neurons dark-<hading), and som e blue-neurons fire In
phase w ith som e horizontalmeurons (ight-shading).

(Boure 1b). A multtide of oscillators can be ananged
n featiire modules eg., the colorm odule), em ploying
appropriate patems of conmnectivity. G ven a ceram
selectivity of the Input unit, each oscillator is designed
to Indicate a certain property g., rdness) w ithin the
feature dom ain. O scillators for Ike properties are con-
nected synchronizingly; those for unlke properties are
connected desynchronizingly. The pattem of connec-
tviy may as well reflect topographical features. The
behavior of oscillatory netw orks have been studied In
detail elsewhere Schillen & Kdnig, 1994). Stim ulated
oscillatory netw orks, chamacteristically, show object
gpecific pattems of synchronized and desynchronized
oscillators w ithin and across feature m odules. O scilla-
tors that represent properties of the sam e object syn-
chronize because oscillatory netw orks in plem ent the
G esalt principles. O scillators that represent properties
of different obects desynchronize. W e observe that for
each represented objct a certain phase of actvity
goreads thmough the netw orks. The phase pertains only
o oscillators that represent the properties of the object
n question. A ssum Ing that elem entary oscillators are
m odels of neurons and that oscillatory netw orks are
m odels of part of the visual corex, the results of these
studies support tw o hypotheses:

Ihdicativity. A s part of the visual cortex, there are
collections of neurons whose finction it is to show
activity only when an objct in the perceptual field
Insantiates a certain property .

Synchrony. Neurons that belong t© two collections
Indicative for the properties 1, and T,, regpectively,
have the function t show activity synchronous w ih
each other only if the properties m;, and ©T, are nstant-
ated by the sam e object In the perceptual field.

The hypotheses are supported by neurobiclogical
evidence. The indicative fimction of neurons was dis-
covered by Hubel and W iesel (1962, 1968). N eurobi-
ologists m eanw hile have specified a great variety of

feature dom ains: color, orentation, direction of m otdon,
soeed, lum fnance, etc. Property Indicative neuronal
collections w ill, subsequently, be called m-collections,
wih 7 sending for the property the neurons of the
oollection indicate.

A num ber of experin ental data support the hypothe-
gis of synchrony @etailed meview : Siger & Gy,
1995) ! Ssynchrony of neurons <200um apart) w ithin
one colim n w as recorded In m any different species and
cortcal regions of awake and lightly anaesthetized
anin als, and can be cbserved In the local field potential
as well as In the muld-unit and paired singleunit re-
cordings Gmy & Siger, 1989; Krier & Singer,
1992). Iterolmnar synchrony of disant neurons
(>2mm) was shown by sinultanecusly recording the
activity of neurons i different parts of the corex
Schwartz & Bolz, 1991). s occurrence w ithin and
betw een visual areas depends upon w hether the neurons
are stim ulated by single or sepamate cbcts. For exam -
ple, synchrony is stong when tw o neurons n V1 w ih
non-overapping but collnear preferred orientations are
stmulated by a sihgle Iong bar moving across their
receptive fields Gray et al., 1989). Ik is weaker when
they are stim ulated by two short collinear bars m oving
I the sam e direction, and it is absent altogether when
the two short bars m ove In opposite directions. These
and other results support the view that the synchrony of
distrbuted activity in the visual system in plem ents the
wellesabliched Gesalt principles of perceptual
gouping. The issue of cbjecthbinding as sated by the
principle of synchrony is supported by evidence from
the prim ary visual cortex of the cat Engel, Kdénig, &
Singer, 1991) and other aninals. These experin ents
show thatwhen two neurons w ith different orientation
and direction preferences are stmulated by a single
m oving bar that is sub-optim al forboth, then they syn-
chronize, but when they are stim ulated by tw o sepamate
bars, each being optim al for cne of the neurons, then
they do not. The representational fimction of synchrony
is supported by studies of binocular rivalry w ith aw ake
stabigm atic cats Fres et al,, 1997). There has long
been anatom ical evidence for long-tamge horizontal
connections In V1 Rocklend & Lund, 1983). Lowel
and Singer (1992) observed that these connections play
a synchronizing wl. Figure 2 provides a schem atic
overiew .

A gebra
O scillatory netw orks that in plem ent the two hypothe-
ses can be given an abstract algebiaic description :
N = <Nilele;(pl l---/(Pm ;Fll"'l Fn;z,:i: 181/\> .

1 0'Keefe and Recce (1993), W ehr and Laurent (1996),
Gawne, Kjper and Richmond (1996) assum e a more critical
attitude w ith respect t© the wle of synchrony n cbject bind-
ng.



Bebw , this algebra w illbe shown t© be isom omphic to a
system atic language. The prin idve entities of the alge-
bra are (i) the phases of actvity picked outby the sym -
bols @y, ..., ¢, and (i) the sets of phases related to each
nt-collection and referred t© by the symbols Fq, ..., Fy.
The phases of activity are elem ents of the set of all
neuronally possble phases N ;. The sets of phases are
elem ents of N, . The operations denoted by the sym bols
=, %+, €, and A serve to build complex neuronal sates
from prim iive entities. The set of all com plex neuronal
sates constuctble I N is N . Superior "N ” signifies
that sym bols or sequences of sym bols In square brack-
ets are Inteypreted n the algebra N . Thus (plN , (pzN ) e
(pmN are phases of activiy; FlN , FZN ) s FnN are sets that
com prise the phases of related ©t-collections; and =", +N ,
¥, AN are operations. nstead of Fy, F,, ..., we will
Som etim es use m ore suggestive capial letters lke the
H,V,R,G,B,andY offigure2.

I N ther is only one fimdam ental operation : being
synchronous w ih. & is rferned to by the opemation
sym bol= and relates phases of activity t© each other:

=yl isthe sate [p; is synchronousw ith @] .

The rem aining N -operations are derivationally defined
by m eans of standard sym bols, w ith “~” and “& " signi-
fying negation and conjunction, ‘d” the existential
quantifier, “x” a variable, * (* and “)” prentices, “e ” set
m em bership. W e can thus define asynch:cony%N na
natumlway:

4oy isthesate B @i~ @i .
If neurons of a T-collection, to which the set of phases
FjN is assigned, show a certain phase of activity (piN ,we
say that the phase (piN ora synchronous equivalent is an
elem entof the setFjN .To referto thisneuronal state, we
define the relation of peraining " :

fpie Fyl" isthesate [Ax) k=@;& xe F)I'.
A fimtheroperation is co-occurrence AY of two sates g
and ¢ . Ttis trivially defined :
bAqgl isthesate p& gl .
The four operations are m otivated by the hypothesis of
Indicativity and synchrony. They allow us to give an
algebraic description of the schem e shown In figure 2.
Assum Ing that the m iddle-shaded neurons show the
phase of activity (plN , the dark -shaded neurons the phase
(pzN and the Iight-chaded neurons the phase (Q;N , Hgure 2
expresses the cortical state:
PIEVAQEBAGEVAMERAGEH AQ;EBT.

Language
The notation already suggests that the algebra N m ight
e isom oxphic t a com positional and system atic lan-
guage L . Stce languages can be treated as algebras, we
m ay define:
L =(LyLp,Lei @1y oo @ i Fry ooy Frj= €, A) .

The entities of L are Indexical expressions like this and
that (included m the set L), predicates lke red and
vertical (n L) and clauses lke this is red or this is the
same as that (n L) . The prn itdve symbols @y, ..., Pn

pick out gpecific indexicals and the prim itve sym bols
Fy, ..., Fy specific predicates. Again we w ill som etim es
use m ore suggestive capial letters nstead of Fy, ..., Fy.
The fimdam ental operation of L is sam eness~":
p:= @y]" isthe clause [p; isthe samease”.
The r@m alning operations can derivationally e defined.
D ifference 4
;493" isthe clause b @i~ @4°.
Usihg € as the symbol for predication this tine, the
copula €", which links an Indexical expression (piL oa
predicate F5*, isdefined by:
fp;€ Fil" isthe clause [A x) k= @;& x€ Fy)I°.
The copula English: “ig”) enables us to pamphmrase
natural language sentences ke this isvertical n L : [P,
€ VI". The conjunction A" betw een two clauses p° and
q" isdefined:
oA ql” isthe clause b & gl°.

The sentence there is a blue vertical, a red vertical, and
a blue horizontalobject can now be paraphrased:

PIEVAQEBAMEVAQGERAPEH AQ;EBT".

Isom orphism and Preserved C onsttuency

To prove that the algebras N and L are isom ophic, a
num ber of conditions have t© be warnanted. ({) There
are asm any phases of activity m N as there are Indexi-
calterm s m L . (i) Each t-collection, respectively, each
lated set of phases m N is assigned to exactly one
predicate of L . (i) L -clauses, by stpulation, are identi-
cal if and only if they arr logically equivalent. For,
cortical sates are dentical if and only if they are re-
ferred © by logically equivalent N -descriptions. To
ensure this non-trivial condition, w e thus have to accept
that oder is inelevant n L. This leads to a non-
standard notion of language: Concatenation, no longer,
is the fimdam ental operation of concept com position.
(Iv) The two fimdamental opermtions synchrony and
sam eness are isom owohic. If so, this isom oxphism then
conveys to all operations that have mwecursively been
defined. Since sam eness s a reflexive, symm etric, and
tensitive relation, we have to define synchiony be-
tween phases as a reflexive, symm etric, and transitive
wlation, o. This is consisent w ith recent neurobi-
ological data (cf. Eckhom, 2000) and the computer
sin ulations of oscillatory netw orks m entioned above.

In previous sections we argued that an archiecture
m ght not be com positional even if it is syntactically
hom om orphic to a com positional language. To preserve
sem antic com positionality, the isom orphism between L
and N must, In additon, preserve the consttuent
stucture of the language. If a prim ibdve term is a con-
sttuent of a com plex tem , the isom orphic counterpart
of the prim iive term mustbe a constituent of the iso-
m orphic counterpart of the com plex temm . The prin i-
tives of L are the indexicals (p1L ) eeer (me and the predi-
cates F,", ..., F,". Every L -operation w ill lead to targets
w ith those prim itives as constituents. The clause [P, =
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Figure 3 : Predicted neuronal representation of relations.
The state P, €G A G €R A{Q1, 0;) €' NT' is chown.
The phases @, of the G neurons (Iight shading) occurs
on the IN -m odule only In superposition w ith the phase
@, of the R neurons (dark-chading) form ing the duplex
phase {¢,,9,} hybrid shading).Since ¢, also occurs as
sinplex on the IN -module, the situation on the IN -
module is ndered by [{{¢1, 0.}, {¢.}} ¢’ WI¥. By
definition, this is equivalentto £¢,, @) e’ N 1",

(pz]L can inpossibly be tokened w ithout tokening the
indexicals @;" and @,". W ith respect to consttuency,
what is twe for L is aleo tue forN : The sate p; =
@,]" is tokened just n case the phases @," and ¢, are
tokened. Two phases are synchronous only if both of
them actually occurw ithin the cortex. The sam e is tue
mutats mutandis forasynchrony. n L, the J'nd@cjcal(pL
and the predicate F* are constituents of the clause [p €
FI*. Therefore, the phase (pN and the m-collection to
which the set F' wlates m ustbe tokened, w henever the
cortex is 1 fp € FI". This is obviously true because @"
cannot pertain to the m-collection unless both the phase
and the m-collection occur in the cortex. Figure 2 illis-
trates that the isom oxphism preserves constituent r=la-
tons for every operation : The com plex sate shown can
only be tokened if, mdeed, certain bursts of activity and
ceramn collections of neurons are tokened. W e may
Infer that oscillatory netw orks are not only syntact-
cally, butalso sem antically com positional.

R elations

The representation of elations poses a binding problem

of second oxder. The sentence this red vertical object is
n that green horizontal cbject not only binds four
property representations into tw o object representations,
itm oroverbinds the tw o object representations by the
rlation n. The constdtuency preserving isom orphism

between L and N staightforw axdly generates a predic-
tion of how t realize relational representation by os-
cillatory netw orks: A fiter I has been extended by the
tools for representing relations known fiom logic, N

has to be extended 1 a way that perpetuates the iso-
m oyphisn and the congrmience w ith respect to constitu-
ency stucture. The tools needed In the extensions of L
and N are the operation of pairing, a higher-order cop-
ula and wlhton constants, or, respectively, their neu-
wnal counterparts. Follow ng Kumatow ki (1967), or-

dered pairs are by comm on sandards defined as asym -
m etric sets of second order:

€01 0T =aee { {01, 05}, {511
W ih the w=latons RlL, ey RkL being sets of pairs, the
higher-order copula links pairs o rlatons in the m an-
ner of setm em bership. On the neuronal level, the R,
Ry canbe nterpreted as relationalm odules:

K95 0 &' RI™ =ae K91, 0) € RIN.
The sentence this green object is In that red cbject can
now be parsphrased in the extension of L :

PIECAQERA(P, e’ NT".

Ts neuronal counterpart - superior “L” is replaced by
superior "N “ - is shown in figure 3. To achieve a distd-
bution of phases thus com plex, som e neurons are re-
quired to show a superposition of tw o phases. The pre-
sented m odel, therefore, predicts m ulbdplex activity as a
m eans of representing relations. G asser and Colunga’s
(1998) simulation, which also uses superposed phases
I relational representations, supports the prediction .

N either C onnectionism nor C lassiciam
Cognitive architectures can be distinguished along three
features:

Syntactic Trees. There are m appings from orderad
sets of argum ent representations onto @E1get representa-
tons.

Constituency foresupposes trees) . For every syntactic
tree, its argum ent representations are constituents of its
target representation .

Order foresupposes consttuency). For every target
Epresentation, there is a determ nate order am ong its
consttuents.

These features are each realized by every sandard
language: There is a syntax, words are constituents of
phrases, and the woxds follow a determ hate word or-
der.W e can now ask which of these features a certain
cognitive model inplements. Turhg-style com puters
typically inplement all three features because they
build com plex rEpresentations from prim ifve represen-
aton by ooncatenation follow ng ceramn syntactic
mles. Integrated connectionist/sym bolic architectures
only inplem ent syntactic trees. They do not In plem ent
the principle of constituency and the principle of order.
O scillatory netw orks, how ever, in plem ent both syntac-
tc trees and the principle of consttuency . They do not
In plem entan orderam ong rEpresentations.

O scillatory networks lie In some sense In between
classical and connectionist architectures. They resem ble
connectionist networks In many respects: They may
serve as assochtive, content addressable m em ores.
They process nfom ation in parallel. They are ablke t©
leam friom examples. They degrade gracefully. Etc.
Stll, oscillatory netw orks are stonger than traditional
connectionist networks because, In oscilbtory net-
works, prim iive rpresentations are consttuents of
com plex representations. The prin iive rpresentations




Inherit their causal propertes t com plex rEpresenta-
tions and, thereby, determ ine their sem antic propertes.
O seillatory netw orks unite the virtues and avoid the
vices of classical and connectionist netw orks. They are
gem antdically com positional and system atic.
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