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Comparing the Economic Performance of Ice Storage and Batteries for
Buildings with On-site PV through Model Predictive Control and Optimal
Sizing
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Abstract

Integrating renewable energy and energy storage systems provides a way of operating the electrical grid
system more energy efficiently and stably. Thermal storage and batteries are the most common devices for
integration. However, it is not clear which integrated storage system performs better in terms of overall
economics. Ice storage has low initial and maintenance costs, but there is an efficiency penalty for charging
of storage and it can only shift electrical loads associated with building cooling requirements. A battery’s
round-trip efficiency, on the contrary, is quite consistent and batteries can be used to shift both HVAC and
non-HVAC loads. However, batteries have greater initial costs and a shorter life. This research presents a
tool, using model predictive control and optimal sizing, and provides a case study for comparing life-cycle
economics of battery and ice storage systems for commercial buildings that have chillers for cooling and an
on-site photovoltaic system.

Keywords: ice storage, batteries, PV, thermal energy storage, model predictive control, optimal sizing,
co-optimization

1. Introduction

The building sector has been the largest consumer of energy in the world over the past decades. Conse-
quently, the utilization of on-site renewable energy resources combined with energy storage for buildings is
seen as a powerful approach for mitigating energy consumption and accommodating demand response (DR).
In order to induce end-users to manage their energy consumption behaviors wisely for the purpose of demand
response, numerous utility companies offer time-dependent utility rate structures, which discourage on-peak
electricity usage by employing time-of-use (TOU) energy cost rates and demand charges. Additionally, net
energy metering (NEM) [1] as a renewable energy resources policy, which allows self-generated energy fed
back into the grid with the same retail price, further incentivizes on-site distributed energy resource de-
vices. Among all kinds of renewable energy technologies, installed photovoltaics (PV) capacity has shown
a remarkable increase throughout the world in recent years. A PV system directly converts solar energy
into DC electricity. This DC power could be directly used by DC apparatus or converted into AC power to

*Corresponding author
Email addresses: hao55@purdue.edu (Kairui Hao), donghunkim@lbl.gov (Donghun Kim), jbraun@purdue.edu
(James E. Braun)

Preprint submitted to Journal of Building Performance Simulation



reduce the energy purchased from the utility grid. In order to optimize the daily utilization of a PV system
that incorporates energy storage with variable utility rates, it is necessary to predict photovoltaic plant
output power for different ambient conditions. The single diode model with five unknown parameters that
can be estimated from manufacturers’ data can be used to generate I-V characteristic curves of PV panel,
[2] [3]. With variable electric rates, a stand-alone PV setup will not fully take advantage of the usage of
solar-generated electricity without integration with energy storage. The most common ones are ice thermal
storage and batteries. A natural question is which one will outperform the other in terms of economics for
different situations.

Ice thermal storage has been demonstrated to perform well in terms of load shifting and peak demand
shaving when TOU utility rate plans are incorporated. Many simple control strategies have been developed.
Braun [4] and Drees and Braun [5] compared chiller priority, storage priority and optimal control strategies
in terms of energy costs and demand charges and proposed a rule-based control strategy based on heuristics.
The results show that under a favorable on-peak to off-peak cost ratio, a simple storage-priority strategy
yields costs within 6% of optimal and significantly outperforms chiller-priority control. These simple control
strategies could be easily implemented without a requirement of predictions of weather, occupancy and
renewable energy information, etc.

In recent years, more sophisticated supervisory control [6] strategies have been developed that are able
to systematically curtail energy and demand expenditures when combined with predicted information for
systems with thermal storage. J. Candaned et.al [7] described a model-based predictive control (MPC)
algorithm for the cooling plant of a building with ice storage under TOU utility rates. The method uses a
simplified linear thermal model that is generated from a detailed building model in EnergyPlus. However,
the MPC only focuses on minimizing energy costs and doesn’t consider demand costs. Ma et.al [8] presented
a complex MPC scheme that contains a high level MPC regulating the cooling plant with thermal storage
and a low level MPC optimizing the operation of AHUs and VAV boxes. They pointed out a number of
issues relating to this nonconvex MPC problem, e.g. stablity and feasibility, convergence to suboptimal
solutions and computational complexity. Cox [9] proposed an approach that utilizes a neural network (NN)
based model predictive control strategy that is solved by a genetic algorithm (GA) optimizer. Kircher
and Zhang [10] formulated a convex optimization problem including uncertainties without consideration of
demand charges. Tang et.al [11] studied MPC for phase change materials (PCMs) considering optimization
of building demand response in smart grids. The author concluded that active thermal storage is necessary
to ensure maintaining indoor temperature with further power reduction. Braun [12] systematically described
a demand target reset algorithm that could handle a trade off between energy cost and demand charge in a
suboptimal approach that could be implemented in practice.

As mentioned in [8], there are numerous issues when implementing an MPC controller in practice, includ-
ing the trade off between model complexity and computational effort, and the possibility of local optimums.
A model for a central cooling plant coupled with ice storage is highly nonlinear and also disjunctive due
to different modes of operation for charging and discharging. A more elaborate system model can approxi-
mate real plant behaviors more precisely. However, a more complicated model is not only a computational
burden, but also can deteriorate convergence to the global optimal solution. The references listed above
either applied simple system models that don’t consider system component capacity constraints that vary
with operating conditions such that the optimal control input sequences could be solved with ease, or uti-
lized detailed models that were solved with derivative-free optimization algorithms, e.g. particle swarm and
genetic algorithms, which in general don’t guarantee a global optimal solution. Lu et.al [13] developed a
sophisticated plant model and compared the optimization results computed through mixed-integer nonlinear
programming (MINLP) and nonlinear programming (NP). However, they didn’t include demand charges
and the optimization problem solver was not described explicitly. Vetterli and Benz [14] simplified a detailed



chiller model using a piece-wise linear function such that a mixed-integer linear programming could be de-
rived as a computational simplification. However, they didn’t construct a sufficiently detailed ice storage
model that takes charging and discharging penalties into consideration[15].

The state of the art for battery technology enables the use of electric storage banks for both utility-
scale and commercial building applications [16][17][18]. Rechargeable lithium-ion batteries are promising
in a wide variety of fields due to their stable charging and discharging characteristics and high round-trip
efficiency behavior[19]. Integrating batteries in systems with on-site PV could provide more design and
control dimensions for managing energy demand response. Nottrott et.al [20] utilized linear programming
(LP) to optimize grid-connected photovoltaic-battery storage system operation. They showed that the
breakeven installed cost for a lithium-ion battery is about $400-$500 per kWh. Ranaweera and Midtgard
[21] investigated the economic benefits when electricity can be sold back into the grid with consideration of
the impact of reverse power flow. An adjustable, time-dependent grid feed-in power limit was introduced
to handle the grid voltage stability issue occurring when a large amount of power is exported to the grid.
Cai et.al [22] presented a model-based predictive control approach for operation of sustainable buildings
with on-site photovoltaic and battery systems that balances building utility cost and battery life. In [23],
a comprehensive multi-objective optimization problem was formulated that combines cases of fast charging
with excess PV power, charging for maximizing battery lifetime, charging for maximizing self-consumption,
charging for maximizing self-sufficiency and charging for cost minimization. This problem was solved by using
dynamic programming (DP). Touretzky et.al [24] investigated economic MPC for buildings with chilled water
storage. The TES model is a one-dimensional PDE and was discretized using a finite-difference approach.

Even though a large number of research publications were found that focused on optimal operation for
central cooling plants coupled with ice thermal storage, and for PV systems integrated with battery storage,
there appears to be very little literature on evaluating the economic performance when a central cooling
plant system is integrated with on-site PV and different kinds of energy storage systems. Wang and Dennis
[25] and Saffari et.al [26] explored the energy saving potential for an ice thermal storage coupled with PV.
They concluded that when ice storage and solar PV are coupled together, further economic benefits could
be achieved in comparison with using these two technologies independently. Savings attributed to PV only
were primarily from energy cost savings, whereas the thermal storage could shift the on peak load and also
improve the performance of off-grid solar PV system under variable PV generation conditions. Zhao et.al
[27] studied the MPC problem for optimizing a solar PV-powered ice storage air conditioning system under
forecast uncertainties. They used DP to minimize an objective function which does not include demand
costs. Pandey et.al [28] performed a feasibility analysis of PV-Battery and PV-TES for cooling application
in buildings. They studied two storage options, i.e., battery with PV and ice tank with PV, and concluded
that energy storage self-consumption is higher for the PV-battery case compared to the PV-TES. However,
they used simple models in the formulation of MPC, e.g., time-invariant equipment capacity constraints, and
the objective function only considered minimization of the error between the controlled temperature and a
reference temperature.

This paper develops optimal control and sizing methodologies and presents economic performance com-
parisons between two central cooling systems: 1) chiller plant 4+ on-site PV + ice storage, and 2) chiller plant
+ on-site PV + battery storage (see figure 1(a), and 1(b)). In order to present a fair comparison between
the systems coupled with thermal storage and electric storage, the sizes of chiller, PV and ice storage and
control for each system were determined separately through life cycle cost minimization, termed co-optimal



design or just co-optimization where an optimal control problem is embedded in an optimal sizing problem.".
The present value of system costs was used as the metric which considers cash flows over the life cycle and
aggregates them into the present value in order to give an investment evaluation. The life cycle economic
performance for different systems depends on multiple elements such as the type of building, climate zone,
utility rates, and renewable energy policies such that a simple conclusion cannot be derived. Hence a case
study of a typical medium size commercial building in Riverside, California was analyzed as a guideline.
Three common utility rate structures were considered: 1) time-of-use (TOU) energy with TOU demand
charges; 2) TOU energy with any-time demand charges; and 3) only TOU energy charges. The situation
is much more complicated when a demand charge exists since it incurs a trade off between a summation of
energy costs and a single demand charge over a month. However, in practice it is not feasible to consider a
monthly horizon for MPC due to prediction disturbances and heavy computational effort. Hence a demand
limit reset algorithm was developed for MPC which converts the optimization problem into a short term
horizon optimization problem. Net energy metering (NEM) is assumed that allows customers to sell back
their self-generated distributive electric energy to the grid at the real-time retail price.

Grid PV panel Grid PV panel

EE O
: Cooling plant

Cooling plant . . . - Medium size Battery bank
. Medium size commercial building . -
(with ice storage) commercial building

(a) On-Site PV coupled with Ice Storage (b) On-Site PV coupled with Battery Storage

Figure 1: Schematic of system layouts

1.1. Technical contributions

In addition to the economic comparison between thermal and electric storages, our paper presents sev-
eral technical methodologies from modeling, MPC formulation to algorithms to account for more physical
constraints in the MPC formulation and to efficiently and reliably solve the co-optimal design problem with
minimal simplifying assumptions. More precisely,

e A new grey-box modeling approach for ice-storage that combines physics with data to calculate varia-
tions on charging and discharging rates from the state-of-charge (SOC), storage-inlet water temperature
and the corresponding water flow rate is proposed (see section 3.1.1).

e Our MPC problem accommodates a nonlinear performance map for chiller capacity, calibrated with
manufacturer’s data, in addition to a nonlinear chiller power map and physical capacity limits of the
ice storage (see section 4.1).

1Note that the operating cost depends on a control strategy, and hence the control should also be optimized in addition to
sizes of components to minimize the life cycle cost.



e A demand limit reset algorithm for the MPC is proposed to handle the long-term demand charge
within the MPC framework (with a shorter, 1-day prediction horizon) and Dynamic Programming was
utilized to ensure the global optimality for the complex MPC problem (see section 4.1 and 4.3).

e A sequential component sizing strategy is presented that aims to decouple the sizing process into two
stages: sizing chiller and ice storage sizes by running the proposed MPC algorithm for ten-year life
cycle simulations, and then sizing the PV or batteries using the annual electrical load profile obtained
from the first stage (see section 5 and 5.2.2).

The technical advances in comparison to the literature with respect to modeling approaches for the
cooling plant and energy storage, and types of MPC optimization problems are summarized in Table 1.
It also indicates whether each paper focuses on the co-optimal design problem or only the optimal control
problem (i.e., the utility cost minimization problem). There are several papers that solve the sizing problem
without optimizing controls (by incorporating rule-based controls), e.g., [11; 24; 28-30], but those were not
included in the Table.

In previous studies, dynamics of energy storage were mostly modeled with a simple energy balance and,
for the ice-storage case, with models for the overall heat transfer coefficient (UA) between the ice and chilled
water to capture charging and discharging constraints depending on the state of charge (SOC). However, none
of the previous models accounted for the dependency on the water flow rate which could cause under or over-
estimating the storage charging and discharging rates. For cooling plant modeling, despite a wide spectrum
of chiller-power or COP modeling approaches, chiller capacity constraints were less strictly treated (mostly
fixed capacity constraint). In addition, although many papers considered a demand charge, they treated
it for the purpose of optimization-friendly formulation? not necessarily for the utility cost minimization.
Finally, very few studies that investigate an approach to decouple the co-optimization problem were found.

2A typical approach to consider a peak demand in MPC replaces the maximum power or demand cost over a prediction
horizon (in practice up to one or two days) with linear constraints and a slack variable, namely target peak or demand cost [31,
Chapter 43]. This approach, however, is inconsistent with the way that actual demand charge is calculated because the target
peak continuously varies for each time step for this approach.
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2. Case study description

2.1. Site description

The case study used Riverside, California as the location with meteorological data extracted from the
Typical Meteorological Year (TMY3) data set. Its latitude is 33.95 N and longitude is 117.38 W. This is
a hot semi-arid climate with hot summers and warm to cool winters, and with minimal precipitation. The
location was chosen to minimize the influence of heating on the overall economic performance evaluation.
In order to have a fair comparison between thermal storage and electric storage, it was assumed that both
systems use natural gas for heating. If a heat pump for heating were utilized, batteries could play a load
shifting role whereas the ice storage could not.

2.2. Building model

A medium size commercial building model was extracted from the EnergyPlus prototypical building
library[36] and all the parameters were set as default. The building has three floors with 53,600 sq feet of
floor area. Windows are evenly distributed along four facades with a 33% window fraction. The detailed
setup for the architecture, interior loads and schedules were unchanged. An annual building cooling load
profile (HVAC load) and electric loads associated with other devices (non-HVAC loads) were computed and
used as inputs to an optimal component sizing platform, and simulation testbed that incorporated an MPC
algorithm. The maximum cooling load occurs on September 11th which is 226kW and the design day total
cooling load is 2836.75 kWh.

2.3. Utility rate plan

The utility rate plays the most decisive role in affecting the economic benefit of integrating energy storage
into the system in this case study. In this study, three representative California TOU rates were chosen that
are summarized in table 2. Demand costs were determined based on 1 hour average power and TOU energy
costs were charged based on 15-minute energy flows. The utility rate PG&E A10 has an any-time demand
charge which might cause the cost saving coming from demand charges by load shifting to be small. However
the on-peak to off-peak energy rate ratio in summer is about 1.6 which is the primary cost saving potential
driver. The utility rate SCE GS-2B also has a significant on-peak to off-peak energy cost ratio in summer
of 2.1, and also has a TOU demand cost rate. SCE GS-R is quite different in that it doesn’t have a demand
charge. However its on-peak to off-peak energy cost ratio is about 5.5 providing a significant incentive for
use of storage.

2.4. Net energy metering

The Net Energy Metering 2.0 (NEM) is an established policy in California that is continually adapted.
Customers with eligible renewable generation facilities installed behind the customers’ meters that meet
technical requirements are able to participate in the NEM tariff.

Under NEM, customer-generators offset their charges for any consumption of electricity provided directly
by their renewable energy facilities and receive a cumulative financial credit monthly for the power generated
by their on-site renewable energy systems that is fed back into the power grid for use by other utility customers
over the course of a billing cycle. The unique speciality of NEM is that the credits are valued at the same
price that customers would otherwise be charged for electricity consumed. At the end of every year that a
customer-generator has been on the NEM tariff, the credits and charges accrued over the previous 12-month
billing period are “trued-up”.

In this study, we assumed that any excess generated energy at the end of the billing year was wasted.
Other fees associated with the NEM program enrollment, such as interconnection fee and non-bypassable



Table 2: TOU utility rate plans

TOU Energy Rate ($/kWh)

PG&E A10 SCE GS-2B SCE GS-R
On-Peak 0.22455 On-Peak 0.12280 On-Peak 0.39056
Summer | Partial-Peak | 0.16942 | Partial-Peak | 0.08040 | Partial-Peak | 0.13509
Off-Peak 0.14135 Off-Peak 0.05772 Off-Peak 0.0707
Winter Partial-Peak | 0.14107 | Partial-Peak | 0.07664 | Partial-Peak | 0.08962
Off-Peak 0.12400 Off-Peak 0.06514 Off-Peak 0.07812
Demand Charge Rate ($/kW)
PG&E A10 SCE GS-2B SCE GS-R
On-Peak 19.61
Summer Any-time 19.13 | Partial-Peak 3.83 Any-time 0
Off-Peak 0
Winter Any-time 11.24 Any-time 0 Any-time 0

charges were assumed to be small and the same for all cases, thus were not considered in the formulation of
the optimization problem.

2.5. Life cycle financial performance metric

In this study, we selected the Present Value as the metric to evaluate the life cycle cost performance of
different systems coupled with ice storage or batteries. The Present Value is a straightforward variable that
aggregates cash flows happening during the course of a time-line in the future that investors are interested
in. The Present Value of system costs is calculated based on equation 1.

141

e d)t + Ci; (1)

SCpv =Y Ry
t=1

where R; is the system operation and maintenance costs during a single period t, ¢ is the annual inflation
rate, d is the discount rate, n is the number of time periods and Cj; is the initial investment. The parameter
values to be considered, referring to [37] and [38], in this study are listed in table 3.

Table 3: Present value parameter assumption

Parameter | Value
i 2%
d 7%
n 10

2.6. Installed costs of system components

The installed cost of the system either coupled with ice storage or batteries is a pivotal factor that
determines not only the sizing but also the overall life cycle cost. Therefore it is an essential and fundamental
parameter in the study. For the chiller and ice storage, the installed prices are quite stable and low compared



with batteries. In contrast, the costs of renewable energy such as photovolotaics and the associated battery
storage are varying significantly in recent years. Consequently, the current installed costs are used as a
benchmark followed by a parametric study of installed cost values in the study.

The installed cost of cool thermal energy storage used in this study is based on a report[39] published in
2006 . The installed cost estimates were adjusted to today’s costs assuming an annual inflation rate of 7 %.
The storage medium of this study is ice on coil, internal melt. Thus the installed cost of a chiller and ice
storage were chosen as the mean value of each cost range, i.e. 735 $/ton for a chiller and 126 $/ton-hour for
an ice tank.

The installed costs for batteries depend on the battery material, battery power capacity and battery
energy storage capacity. Battery power capacity and battery energy storage capacity can be represented
by a single parameter called duration, which is the ratio of energy storage capacity to power capacity. The
classification of battery storage duration is short duration (<0.5 hours), medium-duration (0.5~2 hours) and
long-duration (>2 hours). For cost information we referred to a report from the National Renewable Energy
Laboratory[16]. This paper assumes lithium-ion batteries because of their stable and reliable operation
characteristics. For a commercial building scale Li-ion storage system (10~1000kW), batteries should be
classified as long-duration storage. Batteries installed cost consists of two parts which are energy capacity
cost ($/kWh) and power capacity cost ($/kW). For a 2-hour duration battery, the energy capacity cost was
assumed to be 454 $/kWh.

Solar photovoltaic (PV) deployment has grown rapidly in the United States over the past several years
due to the rapid decreasing initial cost. The dramatic cost drop makes the application of PV for distributed
generation more intriguing and promising at present and in the future. The installed cost was taken to be
1.88 § per peak watt [17].

A summary of system components installed costs is shown in table 4.

Table 4: System components installed cost estimates

i . Ice storage tank Li-ion battery
System component Chiller (Ice on coil, internal melt) | (0.5 C-rate) Solar PV
Installed cost estimate | 421-1052 $/ton 105-147 $ /ton-hour 454 $/kWh | 1.88 §/W

2.7. Maintenance costs

Since the economic performance only considers a ten-year time horizon, this study only includes main-
tenance costs without replacement. The maintenance costs for the PV system are taken to be 18 $/kW per
year, which means the overall maintenance costs for ten years are about 10% of the PV installed cost[17]. For
lithium-ion batteries, the maintenance costs are taken to be 7.8 $/kW per year[16], which could be converted
to 3.9 $/kWh per year with a 0.5 C-rate. This corresponds to maintenance costs for lithium-ion batteries
of about 8.6% of their installed cost in terms of a ten-year operating duration. The maintenance cost of a
cooling plant is considered as 2% of the installed cost.

3. Development of simulation testbed for central cooling system with ice storage and batteries

3.1. Central cooling system modeling

This section describes the central cooling plant system configuration and component models used in
this work. A series configuration with chillers being upstream of storage shown in figure 2 is considered
throughout this research since it allows the chiller to operate at a relatively higher evaporating temperature



for a higher COP. The baseline system for the case study has a 52-ton air-cooled chiller with 30% propylene
glycol and 70% water in the circulating loop, 4 single-stage scroll compressors, two refrigeration circuits and
two 250 ton-hour identical ice tanks. In this study, the baseline component capacities are scaled according
to sizing specifications based on loads and economic considerations.

M: plant modes (off, chiller only, ice only, chiller and ice, freezing)
DP: pressure differentials

Tcne,sp
To4: outdoor dry bulb temperature
- Tche,sp: chiller exit temperature setpoint
Tcyws,sp: primary chilled water supply temperature setpoint
Tcy - chiller inlet temperature
./ ~bp Tcuwr: return water temperature from building
Toa ¢4° M ni: mass flow rate passing two ice storage tanks
" i R Mey: mass flow rate passing chiller
; ey H MCHWR . . .
ﬂg A Py o Mciwr: mass flow rate from building
® Ten, CHIR X: ice storage state of charge

Figure 2: Schematic of ice storage chiller plant and nomenclature

3.1.1. Ice storage model

In this study, ice tanks utilized an internal-melt, ice-on-coil configuration. For this type of ice storage
device, we refer to the semi-empirical model developed by West and Braun (1998) with modifications ex-
plained as follows. The maximum discharging and charging rates (positive for discharging and negative for
charging) can be expressed as:

QIS = GD(xsa ms)mscp,w(Ts,i - Tfr) (Ts,i > Tfr) (2)
QIS = 6C'(xsa'n./Ls)fnscvp,w(Crs,i - Tfr) (Ts,i < Tfr) (3)

where T ; is the water/glycol mixture fluid ice storage inlet temperature (also the chiller outlet temperature),
T}, is the freezing point temperature (0°C for water), 1, is the mass flow rate passing two ice storage tanks,
Cp,w 1s the specific heat of water/glycol mixture fluid, ep and ec are the heat transfer effectiveness for
discharging and charging which are a function of the state of charge (zs) and mass flow rate (rig). The
storage model neglects any heat gains through the storage shell and treats the storage as a lumped system
whose state can be denoted by a single variable, i.e., state of charge (SOC), which is defined as:

Uy —uUrs
e 4
usf ( )

Ts =

where uyg is the specific internal energy of the water and ice mixture in the tank, us is internal energy of
saturated liquid water, and u,y is the latent heat of fusion for ice. Hence the energy balance of ice storage
is given by equation 5, where Cj is the total ice storage capacity.

Qrs
— 5
o 5)
Combining equation 2, 3 and 5 leads to a lumped dynamic model of ice storage in equation 6 and equation
7.

Gy =

fc(x87 ms)mscp,w(TfT - T&i)
Cs

Ts = (Tsi < Tpr) (6)

10
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The two dynamic equations require a model for heat transfer effectiveness during charging and discharg-
ing. We adapted the approach presented by West and Braun (1999) which uses a polynomial to correlate
charging and discharging effectiveness with the state of charge at a fixed flow rate using experimental data.
The charging and discharging heat transfer effectiveness regression representations for a fixed flow rate with
each 250 ton-hour ice storage tank at 4.4877 kg/s (57.4 gpm) are given in equations 8, where the subscripts
denote that the charging and discharging heat transfer effectiveness are tuned for a fixed flow rate 7 .

(Ts,i > Tfr) (7)

Ty =

€0.c(s) = —8.5333x5 + 14.8774x? — 8.4289x3 + 1.392122 — 0.2911x, + 0.9839

8
€0.p(rs) = 19.97602° — 56.12502% + 58.974922 — 28.298022 + 6.3670x, + 0.1217 (®)

With these two polynomial regression models tuned for a fixed experimental mass flow rate data set, we
propose to extract the heat transfer effectivenesses for charging and discharging at different mass flow rates
in the following manner and we drop the subscripts C and D.

We start with the following model structure.

. _ (WA )
e(z,mg) =1—e ™Cpw (9)

At a given state, the relationship should hold since the the ice-storage temperature is maintained during
charging and discharging processes. The function, (UA)(-), describes how the thermal resistance between
the chilled water and ice storage varies depending on the formation or melting of ice. The ¢ — NTU model
structure provides a way of retrieving the functional forms of (UA) from the dataset measured at the fixed
flow rate. The detailed steps are as follows,

With the tuned € at the given flow rate g 5, from equation 9, we can express (UA) as,

(UA)(z) = —1i0,sCpwin(l — eo(x)) (10)
then substitute 10 into 9 to derive the functional form of e(x, rns),
e(a,mhs) =1 — (1 — €g(x)) Mo/ (11)

To validate this modeling approach, experimental data from [40] was used and comparisons with good
agreement are shown in Fig. 3(a) and 3(b).

3.1.2. Air-cooled chiller model

A chiller model was obtained by regression using manufacturer’s data for a 52-ton chiller having 4
compressor stages. Open-loop and closed-loop models were developed. The open-loop model means there is
no control of the chiller outlet temperature setpoint and the compressor stage is an input. For this model,
the maximum chiller capacity and corresponding power are a function of chiller inlet temperature (Teom i),
brine mass flow rate (mcp), ambient dry bulb temperature (Tp4) and compressor stage.

[QCH,maw

= Tewri,mer,Toa, Stage 12
PCH,ma:c:| fOL( CH, CcH;1loa 9) ( )

The closed-loop model is applied to the case where the chiller outlet temperature is controlled to its
setpoint (Tope,sp) through control of the compressor stage.

Pou = for(Qenr, Towe sp, Toa) (13)
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Figure 3: Validation of the ice storage charging and discharging heat transfer effectiveness model

The open loop chiller model with stage equal to max stage gives maximum chiller cooling capacity
which is used as a constraint in the optimization problem formulation, whereas the closed loop chiller model
describes the required power to meet a chiller outlet temperature setpoint. Equations 14-16 are second-
order polynomials that were determined through least-squares regression (the regression approach for chiller
performance mapping is the standard method used in, e.g., DOE2 and EnergyPlus [41]), and the validation
results are presented in figure 4.

QCH.maz = 87.4537 + 4.1228T ¢ i + 11.18041mc g + 0.2256Tp 4 + 0.0194T2 ;7 ;, — 0.4630mZ ;; — 0.0153T3 4
s , CH, C o

+0.1293Tc g it — 0.0390T ¢, Toa — 0.0663T0 aric ar
(14)

Pottmaz = 30.6853 + 0.1525T¢ g1 ; + 0.79831hcr + 0.2208T0 4 + 0.0024T2 17 ; — 0.039610%. 57 + 0.0108T0 4
+0.0105T g smc i + 0.0049T ¢ 1. To 4 + 0.0009To athc i1
(15)

Pop =2.2586 + 0.1737Qcur + 0.0138Tcre,sp — 0.3455T0 4 + O.OOOlQQCHL +0.0123T¢cfe,sP

16
+ 0.0096T5A - 0-0063QCHLTCH5S,P 4+ 0.0056QcurToa — 0'0103TCH6,SPTOA ( )
3.1.83. Pump model
In this study, a simple empirical model was employed that relates pump power consumption to flow rate:
Vi (DP)
Poump = ! (17)

Tlpump TImotorTinverter

where V; is volume flow rate (m?/s), DP is the pressure difference between supply and return pipes, fpump is
the pump efficiency, Nmotor 1 the motor efficiency, and 7ipverter is the inverter efficiency. Pressure differences
primarily depend on the chiller mode and were obtained from manufacturers’ data. The DP of “Off”,
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Figure 4: Validation of the chiller second-order polynomials models

“Chiller only”, “Ice storage only”, “Chiller and ice storage”, “Freezing” are 0, 44.7, 85.4, 43.8 and 34.1 kpa,

respectively. 7pump; Mmotor a0 Ninverter are 0.4, 0.9 and 0.95, respectively, which also were obtained from
manufacturers’ data.

3.1.4. Central cooling plant modeling

The central cooling plant model for the system coupled with ice storage is more complicated than the
system coupled with batteries since there are five plant modes in total: “Chiller plant off (OFF)”, “Chiller
only (CH)”, “Ice cooling (discharging) only (I)”, “Chiller and Ice cooling (CHI)” and “Freezing (charging)
ice (F)”. A mode where the chiller meets the cooling load and charging storage at the same time (“Chiller
and Freezing”) is not considered due to low COP and high operating cost. For the system coupled with
battery storage, only modes “Chiller plant off (OFF)” and “Chiller only (CH)” are considered.

The plant model predicts outputs and states according to cooling load (CW L), outdoor dry bulb tem-
perature (Tpa) and other parameters and conditions with control decisions of chiller outlet temperature
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setpoint (Tome sp) and plant modes (M). The overall plant model has the following discrete time form:

[zs(k+1),y(k)] = fotant (25, Tone,sp, M, meawr, CW L, Toa, Tcuws,sp, DP, Mazstage, At), (18)

y(k:) = I:TCH7i7TCH,€7TS,€7m87 QCHa QC’HL; QCH,maa:; PCH7 QISa QISLa QIS,mamz Ppump]k

where Q)¢ is the chiller cooling capacity, Qcry, is the chiller cooling load to meet Toge sp, and Qcw,max
is the maximum chiller capacity defined as the heat transfer rate from water/glycol to the chiller with full
stage compressors. (Qrg is the ice storage cooling capacity defined as the heat transfer rate from water/glycol
to the tank, Qrgr, is the ice storage cooling load which is the required heat transfer rate to meet a given
setpoint for the primary supply water temperature, and Qrg,mae is the maximum ice storage capacity that
occurs when the mixing valve of the tank is fully open to the tank when all of mass flow goes through ice
storage. Tcw,c is the chiller outlet temperature and 7 . is the ice storage outlet temperature. Cooling loads,
capacities and maximum capacities are distinguished in the model for cases where the chiller and ice storage
do not have enough capacities to meet their loads. When they are able to meet their loads, cooling capacities
are equal to cooling loads.

3.2. Battery storage and photovoltaics modeling

3.2.1. Battery model
The battery dynamics can also be approximated by the concept of state of charge:

I(kAt
Qbat,[

where I (Amp) is the current and positive for discharging and negative for charging, Qpqs,r (Amp-hr) is
the battery current capacity and At is the time step. A detailed lithium-ion battery model from MATLAB
Simulink Electric Drives/Extra Sources library was used to obtain a linearly interpolated battery model based
on a typical battery’s charging and discharging characteristics.The inputs of the MATLAB Simulink lithium-
ion battery model are discharging (charging) current (I(k)), initial state of charge (x(k)) and simulation
time duration (At). The outputs are voltage (V) and state of charge (z;) variations from time kAt to
(k+1)At. By integration of voltage and current, battery averaged discharging and charging power over time
duration (At) can be computed. The overall linearly interpolated battery model has the form in equation
20.

zp(k +1) = o (k) (19)

{zb(k +1)

Y| = Fat.m. a0 (20)

where P, (k) represents the averaged battery power over time At. For the model predictive control algorithm,
At is one hour and for the system simulation testbed At is 15 minutes. To prevent low and high states of
charge, the state of charge is subjected to the constraint in equation 21.

0.25 < (k) < 0.95 (21)

3.2.2. Photovoltaics model

A photovoltaic system converts sunlight into DC electricity that can be used on site or support other
grid users when extra generated electricity is available. The fundamental element is a PV cell which can be
grouped into PV panels and arrays. A single diode model of a PV cell (figure 5)[2] was utilized in this study
to obtain a photovoltaic output power profile. I, is the current generated by the incident light, I; is the
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Figure 5: schematic of single-diode model of PV cell

Shockley diode equation 22, R, is the equivalent series resistance of the module and R, is the equivalent
parallel resistance.

Vb
1; = once”(e Vi — ].) (22)

where I, is the diode current, Iy .. is the reverse saturation current, Vp is the voltage across the diode, and
V; is the thermal voltage defined as V; = 42T A is the ideality factor, k is the Boltzmann constant, T is
the diode temperature, and ¢ is the electron charge.

The solution of the equation for this model leads to an I — V relation for the PV module that has the
form in equation 23.

S SI
[=1Ipy — Iple ™% —1] - V4RI
Rp

where Ipy (Ipy = Ipy.c.uNp) is photovoltaic current of the photovoltaic module, Iy (Ip = Ip cennNp) is the
saturation current of the photovoltaic module, N, is the number of cells connected in parallel to increase
output current and N is number of cells connected in series to give the desired output voltage. Equation
23 results in an I — V' curve which represents characteristics of a PV module. Three remarkable points in
I —V curve are the short circuit (0, I,.), maximum power(Viupp, Impp) and open circuit points (Vye, 0)[2].

There are five unknowns in equation 23 which are Ipy, Iy, Rs, R, and A to be determined in order
to obtain an I — V relation. For parameters R,,R, and A, an approach that refers to the manufactures’
datasheet was utilized to compute them. Typically, the parameters provided from the data sheet are I,
Voe, Vinpps Impps Pmpp, ki and k,, where P, is the maximum power, k; is the temperature coefficient of
I, and k, is the temperature coefficient of V.. The standard test condition (STC) means an irradiation
of 1000W/m? with an AM1.5 spectrum at 25°C, where AM1.5 means that air mass coefficient is 1.5 (The
air mass coefficient defines the direct optical path length through the Earth’s atmosphere, expressed as a
ratio relative to the path length vertically upwards, i.e. at the zenith). By substituting data for current and
voltage at the three known points (the short-circuit, maximum power and the open-circuit points) into the
I — V equation, then the following three equations can be derived[2].

(23)

IscRs I,.R
I, = Ipy — Ipe nove — 2seits
R,

vmpp+Impp Rs Vmpp + ImppRs

Impp = Ipy — Ipe ns Vi R (24)
P
e Ve
Lo = 0= Ipy — Iyens¥r — 22¢
P
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For Ipy, the photovoltaic current depends linearly on the solar irradiation and is also influenced by the
temperature according to equation 25:

G
Ipv = (Ipv,n + k‘ith)Gf (25)

where Ipy, is the photovoltaic current at the standard test condition, 67 =T — T, (in Kelvin) where T is
the PV cell temperature and n denotes STC, G (watts per square meters) is the irradiation on the device
surface, and G, is the nominal irradiation. An assumption that Is., ~ Ipy, is made because the series
resistance of the single diode model is low and the parallel resistance is high. In summary, Ipy can be
represented by equation 26, where all of the parameters can be obtained from data sheet values and from
measurements. G

IPV = (Isc,n =+ kzéT)? (26)
n
For Iy, the diode saturation current and its dependence on the temperature can be expressed as equation

27:

T qEy 1 1

Iy = Ip (=) 3eap[ =2 (— — =

o = 1o, (Tn) expl— (Tn 7]
where E; is the bandgap energy of the semiconductor (E; = 1.12eV for the polycrystalline Si at 25°C) and
Iy, is the nominal saturation current at the standard test conditions (STC), which could be expressed as

follows:

(27)

Isc,n
Ion exp(%) ] (28)
where V,,, is the thermal voltage at the standard test condition.

The PV panel model selected for this study is model KC200GT[3]. The geometric specifications of a
single PV panel are 1425mm(56.2in)x 990mm(39.0in) which is comprised of 54 PV cells. The other detailed
specifications available in the manufactures’ datasheet to retrieve a single diode PV cell model are listed in
table 5. Three important parameters (R,,R, and A) can be computed according to equations 24 based on
required parameters in datasheet 5. The results are R; = 0.3625€2, R, = 69282 and A = 1.0565.

Table 5: KG200GT PV panel specifications

Electrical performance under standard test conditions

Maximum Power (Py,pp) 200W (+10% -5%)
Maximum Power Voltage (Vinpp) 26.3V
Maximum Power Current (I,,pp) 7.61A

Open Circuit Voltage (Vy) 32.9V
Short Circuit Current (Ig.) 8.21A
Max System Voltage 600V
Temperature Coefficient of V. —1.23 x 1071 V/°C
Temperature Coefficient of I, 3.18 x 1073 A/°C
Cells
Number per Module \ 54
Physical specifications
Lengthx Widthx Depth ‘ 1425mm(56.2in) x 990mm(39.0in) x 36mm(1.4in)
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The predicted electrical characteristics using the single diode PV cell model are shown in figure 6 and
the experimental data is shown by circles. From comparisons of the results, the single diode model of PV
cell model constructed according to the datasheet agrees well with the manufacturers’ data.

8 —25C 8 —1000W/m?
—50°C —800W/m?
75°C —600W/m?
6 J —400W/m?
200W/m?

o

Current (A)
Current (A)

[N
N

o
o
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Voltage (V) Voltage (V)
(a) Irradiance: AM1.5, 1000W /m? (b) Cell temperature: 25°C

Figure 6: I-V characteristics of PV module KC200GT prediction

4. Model Predictive control

The objective is to minimize the utility cost that consists of demand costs and TOU energy costs.
Demand costs were determined based on 1-hour average power and TOU energy costs were charged based
on 15-minute energy flows. The monthly utility bill was computed based on equation 29.

N.—1
> EG)Pi (i) At + max(D (k)P (k)|k € {0,..., Ng — 1}) (29)
=0

where N, is the number of 15-minute time intervals, F is the time of use energy rate, P}’ is the 15-minute
average total building electrical power, At is the time step, D is the demand charge rate, P is the 60-minute
average total building electrical power and Ny is the number of hourly time intervals.

4.1. Ice storage and photovoltaic system model predictive control

In the MPC formulation, it is assumed that chilled water supply temperature to the load is fixed at 44°F.
The objective of MPC is to determine the sequences of control inputs which are chiller modes M and chiller
outlet setpoints T pe, sp for the purpose of minimizing monthly utility bills. For the ice storage system,
there are five modes which naturally results in a mixed integer nonlinear programming (MINLP) problem.
Though MINLP can be used for analysis purposes, it is not preferred for MPC implementation. This is
because there is a lack of freely available MINLP solvers and a MINLP-based MPC might be difficult to
implement in an on-line solution since it may incur great computational effort such that it cannot be solved
within the sampling time. In addition, it is hard to consider demand charges because of a limited prediction
horizon which is imposed by prediction errors and computational issues.

In order to deal with the first issue, an approach that maps ice storage capacity into plant modes was
developed that converts the original mixed integer nonlinear programming (MINLP) problem into a nonlinear
programming (NP) problem solved by dynamic programming. For the second issue, a reformulation of the
original optimization problem minimizes time-of-use energy cost treating the demand charge as an adjustable
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constraint. If feasible solutions can not be found, a hard demand target is increased to the point where a
feasible solution is found.

Using the ice storage cooling capacity (discharge rate) as an optimization variable and substituting the
demand cost by variable z, the reformulated MPC problem with constraints is given as:

N-1
e W ;;) E(k)(Pay ac(k)At — Pajar(k)At) +w x 2
A
ok +1) = o (k) — u(/g) !

0 < Qcu(k) <QcHmar(Tcon,i(k),mcr(k), Toa(k))

w(k) < Qrs,maz,0(Teue,sp(k), meu(k),z(k)) if (u(k)>0)
_u(k) < QI&maLC(TCH,e,SP(k)a mCH(k)v .’I,‘(k‘)) Zf (u(k) < O)
Qcu(k) = Qpr(k) — u(k)

‘ (30)
T o [Temik) = 52256 if - (u(k) > 0)
CHe,SP( )— 0 u(k) . 3 0
+ ec(memn(k),x(k))mcuCp,w Zf (u( ) < )
Qpr(k)

Ten,i(k) =Terws,sp(k) + T
pw
Pyvac(k) = 0 if (u(k)=0,QpL=0)
Pou(Qcu(k), Temesp(k), Toa(k)) + Poump(icr) (otherwise)

D(k)<PHVAC(k) + Pnon,HVAC(k) - Psolar(k)> <z (k S {0, ey N — 1})
Ts,l S xs(k) S Ts,u

where E($/kWh) is time-of-use energy cost and D($/kW) is demand charge. Pyyac is the electric power
associated with the HVAC system and P, mvac is the electric power excluding HVAC power. Psoqr is
the total PV panel generation rate, and @ gy, is the building cooling load. N is a look-ahead horizon which
ideally should cover a billing period (one month). z is a demand limit which is also to be optimized and w
is a weighting number introduced to compensate for the reduced time period if N is less than the billing
period. w is the control input to be optimized which is the ice storage cooling capacity (discharge rate) in the
formulation. Variables required to be predicted are Tp4 and @ pgr, which are assumed perfect predictions in
this study. The variables of Tcn i, mcn, Qcr and Tope sp are internal variables to be calculated for the
chiller and ice-storage components.

The first constraint represents the ice storage dynamics using the concept of state of charge (SOC).
The first inequality denotes the chiller capacity range at time step k. The second and third inequalities
state capacity limits for the ice storage tank during discharging and charging processes at time step k. The
equation for Q¢ g specifies the cooling load left for the chiller after subtracting the ice storage capacity from
the total building cooling load. The equation for T g sp is switched depending on the ice-storage modes,
where the first equation for the discharging process is simply an energy balance for the chiller and the second
equation for the charging process is from the € -NTU relation for the ice storage. The HVAC power includes
chiller and pump power. If there is no building cooling load, and ice tanks are not charged, the HVAC
power is set to 0. The second to last inequality denotes the demand limit constraint, and the last inequality
specifies ice storage state of charge constraints (z,; =0 and x5, = 1).
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4.2. Battery and photovoltaic system model predictive control

For the battery system integrated with photovoltaics, the cooling plant only has “chiller-only” and “off”
modes. For this system, the chiller cooling capacity should be sufficient to meet the peak building load.
Similar to an ice storage system, the battery discharging (or charging) current rate is an optimization
variable and the MPC problem was formulated as below:

N-1

z,u(mf??&ml) kz:% E(k)(Pryvac(k)At — Pagjar(k)At — Py(k)At) +w X 2
u(k)At

 Quar

0 < Qcu(k) < Qcrmaz(Teui(k),mon(k), Toa(k), maxstage)

Qcu(k) = Qpr(k)

Tepesp(k) =Toaws,sp(k)

xp(k +1) = zp(k)

(31)
Tow,i(k) =Tonws,sp(k) + r'anj(Lk()lg
p,w
0 if (@pr=0)

P k) =
nvactt) {PCH<QCH(I€)> Tenesp(k), Toa(k)) + Bpump(hcn)  (otherwise)

D(k)(PHVAC(k) + Pnon—HVAC(k) - Psolar(k) - Pb(k)) <z (k S {0, ey N — 1})
Pb(k) = F(u(k)7 l‘b(k)7 At)
xp1 < xp(k) < xp oy

where u is the battery current (discharging is positive and charging is negative ), P, is the battery discharging
(or charging) rate (kW) as a function of current (u), state of charge (x(k)) and time step (At), and Qpar,r
is the battery capacity (Amp-hours). The battery’s state of charge is constrained between 0.25 and 0.95 to
avoid deep depletion and over-charging.

4.3. Demand limit reset strategy
The two proceeding MPC formulations can be represented in a condensed way:
N-1
i E(k)P:(k)At X
z,u(O),..FIil(r]l\ffl)GU kz::() ( ) t( ) Twxz
s.t. D(k) X (Pt(k) + Pnon,HVAC(k)) <z Vke {O, oy N — ]_}

(32)

where P; for an ice storage system is Pyyac(k) — Psolar(k) and for a battery system is Pyyac(k) —
Psotar(k)—Py(k). U represents a feasible set of control variables imposed by dynamics, equality and inequality
constraints. In the MPC, time-of-use energy costs are assumed to be charged based on 1-hour average power,
consistent with the demand costs. Ideally, N should cover a billing period which is one month. However,
it is not practical to consider an entire monthly time horizon because of computational requirements and
prediction uncertainties of disturbances such as outdoor temperature and occupancy. A typical MPC strategy
to consider a demand charge in the literature is to set N to a reduced prediction horizon, e.g., one day in
this study. The MPC formulation expressed in 32 can be simplified further into 33 which only solves the
time-of-use energy cost minimization problem with a demand limit constraint in order to obtain a suboptimal
solution with a reduced computation time.
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N

i E(k) P, (k) At
“(0)7---21(11{/1—1)61] kZ:O ( ) t( )

s.t. D(k) x (P/(k) + Ppon,avac(k)) <z, Vke{0,...,N -1}

—

The final MPC and demand limit reset algorithm proposed is shown below.

input : meteorological data, utility rate

For the first decision making time of a billing period, initialize
2 = Zho = max{D(k)Pyon.uvac(k)lk € {0,...,N —1}}
while simulation do

-

2
3 if at decision making time then
4 Solve the energy cost optimization problem 33 by dynamic programming.;
5 if there exists a feasible solution then
6 maintain 2}, to the next decision making time and implement the optimal control input
sequence;
7 else
8 ‘ increase 23, by 5% of £}, and return to line 3;
9 end
10 else
11 ‘ implement the optimal control sequence determined at the last decision making time
12 end
13 end

Algorithm 1: MPC and demand limit reset algorithm

The MPC algorithm was implemented through dynamic programming. The following figures illustrate
system responses determined by the MPC controller for both the ice storage and battery systems. It should
be mentioned that all the components were not optimally sized. The goal here is to compare optimal control
system response differences for systems with ice storage or batteries. Figure 7(a) illustrates the responses
for a 75-ton central cooling plant coupled with a 330 ton-hour ice storage and a 40 kW PV array under
the proposed MPC controller. The black dash line denotes the scaled on-peak, partial-peak and off peak
electricity cost rates. For August 2nd, all of the HVAC load was shifted into the off-peak period. However
there was a power peak for power purchased from the grid. In this case, this is the difference between
non-HVAC load and PV generation rate. Even though in commercial buildings non-HVAC load is pretty flat
and stable, after integration with renewable energy resources, e.g., PV, there could still be power peaks for
purchasing electricity. Figure 7(b) shows the responses of a 75-ton central cooling plant coupled with a 0.5 C-
rate 385 kWh lithium-ion battery bank and a 40 kW PV array under MPC. The battery size was determined
to be similar to the ice storage size considering the conversion from cooling to electricity requirements using
a typical COP. It could be observed that batteries respond to the total building load peak by releasing more
energy such that the net power purchased from the utility grid doesn’t have a power spike. This is due to
the flexibility of batteries that can shift both HVAC and non-HVAC loads as compared to a case of the ice
storage system. Hence, batteries are more effective for shaving peak power when a system is coupled with
PV.
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Figure 7: Responses of system under MPC controller

5. Optimal system component sizing and system comparisons

An answer to the question of which system between ”chiller + PV + ice storage” and ”chiller + PV +
battery” is economically better depends on a selection of each component size. To ensure fair comparisons,
we optimized sizes of chiller, PV and storage for each system (by minimizing the life cycle cost, LCC), and
compared the minimal LCCs for the two systems.

The first optimal-sizing process requires a two-level optimization where the higher level optimizes the
component sizes, and the lower level optimizes the operation for given sizes. This is because the former
determines the capital cost while the latter determines the operation cost. The co-optimization process is
computationally expensive and numerically challenging especially for the ice-storage system. To tackle this
problem, in this section, we also present a numerical approach which sequentially sizes the components for
the ice-storage system.

5.1. Optimal sizing for chiller and ice storage system without PV

5.1.1. Search region for chiller and storage size combinations

In order to evaluate life cycle costs for different size combinations of chiller and ice storage, the first
step is to determine the feasible search region. Figure 8 shows the search region, i.e., the shaded region,
which was considered in this research. The horizontal and vertical axes denote the chiller capacity and ice
storage capacity respectively. The point “A” is partial storage sizing that minimizes the chiller and ice
storage sizes, and the associated installed costs when storage is utilized. Point “B” is a conventional system
without storage that only uses the chiller to provide cooling throughout the day. Point “C” is a full storage
system with maximum ice storage and chiller capacity. The bottom boundary of the search region is the
minimum ice storage capacity as a function of chiller capacity such that the system could meet the design day
cooling load. The minimum storage capacity decreases with increasing chiller capacity since with a greater
chiller capacity the remaining cooling load to be met by ice storage is less. The upper boundary contains
an inclined line and a horizontal line. The inclined line represents the maximum ice storage capacity that a
given sized chiller could fully charge during unoccupied hours on the design day. The slope is upward since a
greater chiller capacity can produce more ice. The horizontal line specifies the minimum ice storage capacity
required to meet the on-peak building load by itself, beyond which the extra capacity is useless incurring
some unnecessary initial costs. The intersection of these two lines at point C is the full storage design point
where the ice storage capacity is sufficient to meet the on-peak building load and the chiller capacity is the
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Figure 8: Schematic of the search region

minimum necessary to fully charge it during the unoccupied period. The left and right boundaries are both
determined by the chiller capacity which specify the minimum and maximum chiller capacity, respectively.

Conventionally, points “A”, “B” or “C” are used depending on cost considerations, utility rates, and
control strategies. A rule of thumb is that the partial storage sizing has much better economics than the full
storage and traditional HVAC system in terms of the life cycle cost when appropriate utility incentives are
in place. The partial storage system can spread out building loads evenly throughout the day, and minimizes
chiller and ice storage sizes. The full storage system has the highest investment cost which typically leads
to greater life cycle cost than partial storage even though the operating costs are lower.

An intriguing question that naturally comes from the figure 8 is whether the partial storage system is
the point having the minimum life cycle cost among the search region or not.

5.1.2. Life cycle cost graph

An optimal sizing strategy for the chiller and ice storage in terms of life cycle costs should employ optimal
control for all possible size combinations within the search region (figure 8). In order to generate a life cycle
cost graph over the search region, it is necessary to sample many points among the search region where
each point is an annual simulation. The life cycle cost depends on both initial costs of components and
operating costs, which depend on building type, climate zone and utility rates to be considered. Operating
costs were calculated by optimizing the operation using the MPC explained in the previous section. This
study addresses optimal chiller and storage sizes for the case study. Utility rates, the life-cycle financial
performance metric and system component installed costs are described in table 2-4. Life cycle cost graphs
for three typical California utility rate plans for commercial buildings are shown in figure 9, 10 and 11.

From the life cycle cost graphs and contours for the three utility rate plans, the minimum life cycle cost
is near the minimum chiller and ice storage size. In addition, the variation in life-cycle costs near this point
is pretty small. The life cycle cost magnitude and variation near the full storage and conventional HVAC
systems are much higher than the region around the partial storage point. For simplicity, the optimal chiller
and ice storage sizes for these three utility rate plans can be selected as a partial storage system.

22



x10% 105
9.5

95
x10° 700 ]
10 - 9
2 0 _
@ 5600
¢ : y
2 os L -
& 8 <500
o N
L N
5 8 o 8
g7 2400
|>' =
- 0
o6l 7.5 8 | 7.5
800 | © 300
~ .
600 ,
N 200 ¢ 7
400 <
S 50
200 40 Chiller size (ton) 40 50 60 70 80
Ice storage size (ton-hour) Chiller size (ton)
(a) Life cycle cost graph (b) Life cycle cost contour

Figure 9: Utility rate A10 life cycle cost for cooling plant with IS (w/o PV) under an optimal operation

5.2. Optimal sizing for chiller and ice storage system with PV

Two sizing strategies for PV combined with a central cooling system coupled with ice storage were
considered. The first one involves directly searching for the optimal PV size in terms of life cycle cost with
the proposed MPC algorithm implemented for a prescribed partial storage system. The second method
attempts to reduce the computational effort by decoupling the control and sizing processes. This sequential
optimal sizing scheme is validated using the direct search method.

5.2.1. Direct Search

The optimal sizes of chiller and ice storage are assumed to be the partial storage solution since the cost
sensitivity around this region is small. With this prescribed central cooling plant size, the simplest method
to size a PV system is to perform annual simulations with the proposed MPC algorithm for different PV
sizes and find the size that minimizes the life cycle cost. This method is termed direct search.

5.2.2. Sequential Optimization

The direct search method, though precise, is time-consuming. In order to reduce computational effort,
the control and sizing can be decoupled into two phases. In the first phase, annual simulations of the partial
storage system along with MPC are performed. An electrical load profile from this first phase is then used
as an input to a second phase for sizing the PV system. The second phase determines the optimal PV size
according to the following optimization problem 34.
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where n is the number of PV panels (Model KC200GT for this study), C'%,, is the installed cost per PV
panel (1.88 $/W installed cost for this study), C'%, is the maintenance fee per PV panel (assuming 18 $/kW
per year for maintenance), N, is the total number of hourly time intervals in one year, Ny, is the number of
months, e.g., 12 for a year, 7; denotes the subset of i that belongs to j, i.e., all indices of hourly time intervals
that belong to jth month of a year, P, is the net hourly average power purchased from the grid (kW), P, is
the hourly average building electricity load (kW), Py is the total hourly average PV power generation rate
(kW), Py; is the single PV panel power (kW) and P, is the present worth factor for ten years associated
with currency inflation and discount.

In optimization problem 34, P;, Py;, E, D and P, are all inputs. The first constraint is an energy balance
on power for the building. The second constraint is based on the net energy metering policy that has an
annual true-up such that the annual cumulative energy cost should be greater than 0 which gives an upper
bound for PV capacity. The third equation calculates the total hourly average PV power generation rate of
n PV panels. The last constraint simply denotes a lower bound for the PV panel number.

In the optimization problem, P, is unknown for a system coupled with ice storage for the reason that ice
storage can reshape the building electrical load. Different control decisions provide different building load
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Figure 11: Utility rate GS-R life cycle cost for cooling plant with IS (w/o PV) under an optimal operation

profiles because of load shifting. Ideally, the control and sizing should be processed simultaneously. The
sequential optimization method eliminates this coupling and runs a single annual simulation for a partial
storage system with MPC but without PV. The building load profile from this simulation is then used as
an input to the optimization problem 34 as P;. Due to the efficiency and robustness of convex optimization,
the optimal PV panel number n could be computed rapidly in a convex programming solver.

5.2.3. Optimal PV sizing validation

A summary of the optimal PV panel numbers for utility rate plan A10, GS-2B and GS-R are listed in
table 6. The optimal PV sizes determined by the direct search method serve as the baseline for evaluating
the sequential optimization.

Table 6: Optimal PV panel number validation

Optimal PV panel number Optimal PV panel number

Utility rate plan (Coupling control and sizing) | (Decoupling control and sizing)

A10 900 901
GS-2B 0 0
GS-R 795 795

For utility rate A10, the optimal PV panel number computed by sequential optimization is 901, which
is almost the same as the direct search optimal number of 900. For both approaches, the optimal PV panel
numbers result in an annual energy cost of 0. Thus, the TOU energy rate for utility rate A10 is high
enough so that the best decision is to use as much PV panel as possible. The maximum PV panel number is
determined by the second constraint in optimization problem 34. The optimal PV panel numbers for GS-2B
computed by the two methods are both exactly 0 for the reason that GS-2B has a relatively low TOU energy
cost rate such that the pay back period for installation of PV is longer than ten years. The utility rate
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GS-R has a much higher TOU energy cost rate than utility rate GS-2B such that the optimal size of PV is
again to install as much as possible leading to an annual energy cost of 0. For all three cases, the sequential
optimization approach gives essentially the same result as the direct search method.

5.8. Optimal sizing for chiller and battery with PV

Optimal sizing for PV with batteries in terms of life cycle costs should be carried out in combination with
optimal control. In the design stage, both demand and energy costs can be minimized to obtain a theoretical
optimal solution using perfect knowledge of ambient conditions and building loads. The optimization problem
for sizing battery and photovoltaics is formulated as follows in 35:

The optimization variables are n, Cj, and P,(¢) which are the number of PV panels, battery energy storage
capacity (kWh) and hourly battery discharging and charging rates (kW). In the objective function, C}, is
the battery installed cost per unit of energy storage capacity ($/kWh) and C}? is the battery maintenance
cost($/kWh per year). C, is the battery C-rate which in this study is 0.5. P, is the net present factor for a
ten-year analysis. The first constraint is the building electrical energy balance with a definition that battery
discharging is positive and charging is negative. The initial state of charge, i.e., xp ini, is taken to be 0.25.
The third constraint represents the battery dynamics. For the purpose of simplicity in the optimal sizing
phase, the battery power rate lower and upper bounds are only determined by its C-rate, i.e., 0.5 in this
study. In addition, battery state of charge is restricted between 0.25 and 0.95 to prevent over depletion and
charge.

Figure 12 shows optimal system life cycle cost and optimal PV panel number for utility rate A10 de-
termined by varying battery capacities. Subfigure 12(a) shows that with the current installed costs (454
$/kWh), the optimal installed battery energy storage capacity is 90 kWh which leads to a 2.5 % life-cycle
cost savings. Subfigure 12(b) shows variation of optimal PV panel number with battery capacity. The scale
is quite small and the optimal PV size has a small dependence on battery capacity.

Ny N
repein o Chyn+ CiuCyt Pw(; E(i)P,(i)At + 2 géa;;(p(k)zvg(k), 0) + CEon+ CCy)

st Py(i) = P(i) — Py(i) — Ps(1)
xp(0) = Tp,ins
xp(i + 1) = () — Atpbc—(:)
- Crcb < Pb(Z) < Crcb

Ty < (1) < Tpy

(35)

N’y
> E(i)Py(i)At > 0
P:(z') = nPy;(i)

n>0

5.3.1. Sensitivity of optimal battery size to installed costs
Even though the current installed cost for lithium-ion batteries is not significantly favorable for integra-
tion, it is expected that the price will drop in the future. Figure 13 shows ten-year life cycle cost variation
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Figure 12: Variation of system optimal life cycle cost and PV size versus battery capacity for utility rate plan A10

versus battery capacities for three installed costs of batteries of 454 $/kWh, 300 $/kWh and 100 $/kWh for
utility rate plan A10. Solid lines and dashed lines represent ten-year life cycle costs and relative life cycle
cost savings compared with the baseline that doesn’t incorporate batteries and PV arrays, respectively. For
the two lower battery costs, there is an optimal battery capacity of 110 kWh for 300 $/kWh with a 5.2 %
life-cycle cost savings, and 265 kWh for 100 $/kWh with a 10.4 % life-cycle cost savings. Both cases illustrate

a promising cost saving potential when the initial cost of battery drops with technology development in the
future.
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Figure 13: Variation of system optimal life cycle cost versus battery capacity under different battery installed costs for utility
rate plan A10
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6. Economic comparison between ice storage or batteries for a chiller plant with PV

6.1. System component optimal size selection

Table 7 summarizes the system component optimal sizing results for the case study in terms of the life
cycle cost.

For the central cooling system coupled with ice storage, the optimal ice storage and PV sizes were
determined in two stages. The ice storage optimal size was taken to be a partial storage point since the
life cycle cost sensitivities in this region are quite low for all three utility rate plans. The PV size was
then computed from the optimization problem 34. Since utility rate A10 and GS-R have high TOU-energy
rates, the optimal PV size is the maximum PV size. On the contrary, utility rate GS-2B has a much lower
TOU-energy rate such that not integrating PV is optimal in view of optimal life cycle cost.

For the central cooling system coupled with lithium-ion batteries, the chiller size is determined by the
design day building cooling load and a 75-ton chiller was selected for all three cases. The optimal battery
storage capacity and PV sizes were determined by solving the optimization problem shown in equation 35.
Since utility rate A10 has an any-time demand costs, charging batteries is penalized during the off-peak
hours and a 214 kW PV array should compensate for this accordingly. Utility rate plans GS-2B and GS-R
have no off-peak demand costs such that fully utilizing batteries to perform load shifting is encouraged when
battery installed costs are favorable. As a result, the optimal battery capacities for these two utility rate
plans are maximized and the PV sizes are 0 kW.

Table 7: System component optimal size selection

Central cooling system coupled with PV and ice storage

A10 GS-2B GS-R
Chiller 45 ton 45 ton 45 ton
Ice storage 312 ton-hour | 312 ton-hour | 312 ton-hour

Photovoltaics 180 kW 0 kW 159 kW
Central cooling system coupled with PV and batteries

A10 GS-2B GS-R

Chiller 75 ton 75 ton 75 ton
Battery 90 kWh 290 kWh 580 kWh

Photovoltaics 214 kW 0 kW 0 kW

6.2. Optimal life cycle cost

Life-cycle cost results for the different systems are summarized in figure 14. The baseline is a conventional
HVAC system with a 75-ton chiller to meet the building cooling load and no PV or ice storage. The second
bar in the figure is the life cycle cost for a central cooling system coupled with ice storage. The last two
represent the optimal life cycle cost results for a central cooling system integrated with solar energy and
either coupled with ice storage or battery storage.

For utility rate plan A10, the system coupled with solar energy and thermal storage significantly reduces
life cycle costs giving up to 34 % savings. Since the optimal PV size is 0 for utility rate plan GS-2B, the
life cycle costs of the ice storage system either coupled with or without PV are identical with 25 % savings.
The third case shows that the system coupled with batteries and PV provides the most life cycle savings of
45 % under utility rate GS-R.

28



x10°

10 w w
IlBaseline (conventional HVAC system)
Bl System coupled with ice storage
—~ 8 [T1System coupled with ice storage and PV /||
£ Il System coupled with batteries and PV
®
o
o
g6 ]
S I
)
0]
=
54 |
)
T
c
[0
~ 2l 7
Il L L
A10 GS-2B GS-R
Figure 14: Summary of life cycle costs
Ice storage vs. Baseline Ice stprage with PV vs. Ba;eline Batteries with EV vs. Baseline
100% - 100% - i00% 100y %%
75% - 75% - 75%
60%
50% 50% 50%
34%
% . 18% 25%- 25% 24%
o
0% N 0% N 0%
& & s & S o & & S
e(\e@o P ‘(@060 o o é\e@‘o e((\aodo o RS e(\e@‘o e“\v&\éo o o°
<o o N <0 o ¥ <o o ¢

Figure 15: Relative cost savings for utility rate plan A10

Figures 15, 16 and 17 show the relative annual TOU-energy cost, demand cost, and life cycle cost savings
in a comparison with the baseline for the three utility rate plans. For utility rate Plan A10, the system
coupled with ice storage and PV gives the maximum life cycle cost savings of 34 % and 100 % TOU-energy
cost savings as the system coupled with batteries and PV. However, the latter has a higher demand cost
saving of 60 %, which is the result of the flexibility of batteries that can shave the non-HVAC load peak.
Since the any time demand charge scheme penalizes further charging batteries during off-peak hours, the
benefits come from batteries are limited. For utility rate plan GS-2B, the TOU-energy costs are low so
that the optimization results in no solar PV for the ice storage system, and subfigures 1 and 2 of figure
16 are identical. The system coupled with batteries and PV provides higher savings of TOU-energy cost
and demand cost, but the life cycle cost savings are less due to high installed costs. For the utility rate
plan GS-R, the system coupled with batteries and PV has the higher life cycle cost savings of 45 % and
TOU-energy cost savings of 100 % since batteries can be fully taken advantage of without demand charge
limitations.
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Figure 17: Relative cost savings for utility rate plan GS-R

7. Summary and Conclusions

This research focused on evaluation of the economic performance of a central cooling system with a
photovoltaic array coupled with either thermal ice or battery storage. A case study for a medium size
commercial building located in Riverside, California was performed. Three different representative utility
rate plans were considered: TOU energy costs with an any time demand charge (A10), TOU energy costs
with TOU demand charges (GS-2B), and only TOU energy costs (GS-R). A net energy metering policy was
assumed throughout the case study which allows customers to sell back their self-generated power into the
grid at the same retail price.

A simulation testbed was developed using empirical and semi-empirical modeling approaches that includes
an air-cooled chiller, ice storage tanks, pumps, building loads, batteries and PV array models. The chiller
model determines maximum cooling capacity which serves as one of the constraints in an MPC problem
and electrical power associated with a certain building load and operating conditions. A lumped ice storage
model was implemented based on the concept of state of charge (SOC) and heat transfer effectiveness that
accounts for energy efficiency penalties during charging and discharging processes. A detailed lithium-ion
battery model from Matlab Simulink was used to obtain a simplified linear interpolation input-output model.
A PV model was implemented based on a single diode with five unknown parameters that were obtained
from a manufacturer’s data sheet.

A fast model predictive control algorithm was developed that could accomplish an annual simulation
within a relatively short time. The near-optimal solution was facilitated by converting the original mixed-

30



integer nonlinear programming (MINLP) problem into a nonlinear programming (NP) problem and by
changing the original combined energy cost and demand charge minimization problem into only minimizing
short-term energy costs with a demand limit constraint. This NP problem was solved by backward dynamic
programming in order to obtain a global optimal solution.

For a fair economic comparison, optimal system component sizing approaches were developed for each
system. The system coupled with ice storage was sized by separating the central cooling plant and PV
sizing into two sequential steps. Firstly, optimal life cycle cost graphs were generated by varying chiller and
ice storage sizes for three utility rate plans. For all three plans, it could be visualized that the minimum
life cycle cost point is near the minimum chiller and ice storage sizes, which is the partial storage point. In
addition, the sensitivity of life cycle cost to the sizing near the partial storage system point is pretty low such
that the optimal chiller and ice storage size could be simply selected as partial storage. Next, a simplified
method was developed to optimally size the PV capacity for the prescribed partial storage system through
decoupling control and sizing into two phases. This sequential optimization approach was validated through
comparison with a baseline approach that coupled control and sizing. The results showed the simplified
approach works very well with a small error shown in table 6. For the case of the system coupled with
batteries, an optimization problem was developed that couples control and sizing.

The best system combination depends on the utility rate plan structure. The system coupled with ice
storage and PV, the system coupled with ice storage, and the system coupled with batteries and PV are the
best for utility rate plan A10, GS-2B, and GS-R, respectively, for the current installed cost estimates in table
4. A sensitivity analysis of lithium-ion battery installed costs showed that with declining costs of batteries
it is expected that it will be increasingly economically beneficial and feasible to include battery storage in
commercial buildings in the future.

8. NOMENCLATURE
Cpw : specific heat of water/glycol mixture fluid
i : installed cost per PV panel
5+ annual maintenance fee per PV panel
i battery installed cost per unit of energy storage capacity
i . battery annual maintenance cost per unit of energy storage capacity
Cs : total ice storage capacity
Cy : battery energy storage capacity
C, : battery C-rate
CWL : building cooling load
D : demand charge rate
DP : pressure differentials

E : time of use energy rate

I : battery charging and discharging current
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M : plant modes

s : mass flow rate passing two ice storage tanks
myg,s : mass flow rate passing two ice storage tanks at test conditions
ey : mass flow rate passing chiller

mogwr . mass flow rate from buildings

n : number of PV panels

N, : number of 15-minute time intervals

Ny : number of hourly time intervals

Ny : number of hourly time intervals in one year

N,, : number of months

N, : number of ice tanks

Ptle : 15-minute average total building electrical load
Ptﬁb0 : 60-minute average total building electrical load
P, : battery charging and discharging power

Ppump @ PUmMp power

Pcopy : chiller plant power

P, : net hourly average power purchased from grid
P, : hourly average building electricity load

P, : net hourly average power purchased from grid
P; : total hourly average PV power generation rate
P; : single PV panel power

P, : present worth factor

Qcy : chiller cooling capacity

Qcur : chiller cooling load to meet Tope, sp
QCH,maez : maximum chiller cooling capacity

@pr : building cooling load

Qs : ice storage cooling load to meet Tcpws,sp

Q18,maz : Maximum ice storage capacity
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Qr1s,cr : ice storage charing rate

Qs : ice storage charging and discharging rates

Quat,7 : battery current capacity

Qpar : battery energy capacity

SCpy : Present Value of system costs

Toa : outdoor dry bulb temperature

Tcre,sp : chiller exit temperature setpoint

Tcaws,sp : primary chilled water supply temperature setpoint
Tcm,i @ chiller inlet temperature

Tcm,e : chiller exit temperature

T,; : ice storage inlet temperature

T, : ice storage outlet temperature

Tecawr : return water temperature from building

Ty, : freezing point temperature

uys : specific internal energy of the water and ice mixture

uy : internal energy of saturated liquid water

ugy : latent heat of fusion for ice

s : ice storage state of charge

xp : battery state of charge

At : dicretized time step

€o,c : ice storage charging heat transfer effectiveness for the test flow rate
€o,p : ice storage discharging heat transfer effectiveness for the test flow rate
€c : ice storage charging heat transfer effectiveness

€p : ice storage discharging heat transfer effectiveness

Npump - pump efficiency

Nmotor - motor efficiency

Ninveter - inverter efficiency
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