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Abstract 

As part of the code development and modeling work being carried out to character­

ize the flow in the unsaturated zone at Yucca Mountain, Nevada, capillary hysteresis 

models simulating the history-dependence of the characteristic curves have been 

developed. The objective of the work has been both to develop the hysteresis models, as 

well as to obtain some preliminary estimates of the possible hysteresis effects in the frac­

tured rocks at Yucca Mountain given the limitations of presently' available data. 

Altogether three different models were developed based on work of other investiga­

tors reponed in the literature. In these three models different principles are used for 

determining the scanning paths: in model (1) the scanning paths are interpolated from 

tabulated first-order scanning curves, in model (2) simple interpolation functions are used 

for scaling the scanning paths from the expressions of the main wetting and main drying 

curves and in model (3) the scanning paths are determined from expressions derived 

based on the dependent domain theory of hysteresis. 

These models were interfaced with a numerical simulator for unsaturated flow 

(TOUGH (Transpon of Unsaturated Groundwater and Heat) Pruess, 1986) and prelim­

, inary simulations were carried out. A system consisting of discrete fractures and rock 

matrix parts was simulated under periodically occurring infiltration pulses. Comparisons 
, 

were made between the process taking place along the main drying curve alone and the 

hysteretic cases. Material properties used represent values reponed for the densely 

welded tuffs at Yucca Mountain~ Nevada. The necessary data were derived based on 

information available in the soils literature because no actual hysteresis measurements 

are available for the welded tuffs. The results showed a strongly hysteretic behavior near 

the land surface. This together with the overall weaker matrix capillary suctions gen­

erated higher fracture flows in the hysteretic case. Both the fractures and the matrix were 

affected to greater depths. In the non-hysteretic case the wetting front was sharper but 
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the influence was not felt as deep as in the hysteretic case. Using the theoretically 

derived hysteresis model (3) and assuming a heavy rainfall every ten years, after 20 years 

the pulse had penetrated about 1. m deeper in the hysteretic case than in the non­

hysteretic case and the largest local difference in matriX liquid saturation was approxi­

mately four percent 

Based on the results presented in this report some recommendations for the future 

use of the three hysteresis models can also be given. When hysteretic processes with 

reversals only up to first-order scanning are to be carried out, use of model (1) is recom­

mended because of the ease with which any data can be incorporated into this model. 

Due to the fact that this type of model is poor in predicting second and higher order scan­

ning curves and can thus·yield erroneous results for systems with multiple reversals, we 

do not recommend the use of model (1) for such cases. If-multiple reversals are to be 

modeled and measured scanning curve data are available, use of model (2) is recom­

mended since this model can be calibrated to fit measured data. Finally, if estimates of 

hysteresis effects need to be obtained without measured scanning curve data, use of 

model (3) is probably most justified, because the derivation of this model is based on the 

theory of hysteresis and should consequently be soil-independent. 

.. 
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1.0. INTRODUCTION 

The unsaturated zone at Yucca Mountain, Nevada is being considered as a potential 

site for storage of nuclear waste. Both field work and theoretical studies are being con­

ducted to characterize the fracture and rock matrix properties at the site and to under­

stand the fluid flow within the system. At present, work is being carried out to develop 

. tools to design and analyze several large-scale field tests planned for the near future. 

As part of this work we have developed three capillary hysteresis models that simu­

late the history dependence of the characteristic curves. The objective of our work has 

been two fold: (1) to develop hysteresis models for the systems encountered at Yucca 

Mountain, and to interface the models with unsaturated fluid flow simulators, and (2) to 

obtain preliminary estimates of the possible hysteresis effects in the fractured rocks at 

Yucca Mountain within the limitations of presently available data. 

In our work we started with a conceptually simple hysteresis model (Niemi and 

Bodvarsson, 1987; Niemi et al. 1987) and proceeded to more sophisticated ones. Alto­

gether, three different models were developed based on models reponed in the literature. 

The models were incorporated into the numerical'simulator TOUGH (Transpon of Unsa­

turated Groundwater and Heat) (Pruess, 1986) and their performance was tested in realis­

tic simulations. 

The models, as well as the results of the simulations conducted are presented in this 

repon. Based on the results obtained, recommendations for the future use of the three 

models is given. 
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2.0. BACKGROUND ON HYSTERESIS 

Capillary pressure (V) - liquid saturation (S) relation for unsaturated flow is usually 

described by a single-valued function of the form 'If = V(S), in which each liquid satura-
\ 

tion value corresponds to only one capillary pressure value. Hysteresis causes this rela-

tion to become history-dependent and one liquid saturation can correspond to any of the 

capillary pressures falling within the hysteresis envelope defined by the so-called main 

wetting and main drying curves. Which one of these values is the correct one for a given 

situation, depends on the previous wetting/drying history. of the system, or, more 

specifically, on the hysteretic path along which the system has previously been wetting 

and/or drying. 

A hypothetical example of hysteretic data consisting of the main wetting and main 

drying curves is shown in Figure 1 (solid lines). A main drying curve is a curve along 

which the process takes place if the system is continuously drying from a fully saturated 

state. A main wetting curve is a curve along which the process takes place in case of 

continuous wetting from the residual saturation; If the system, while drying along the 

main drying curve, begins to rewet, the process starts to follow a so-called first-order 

(wetting) scanning cUrve. Similarly, reversals from the main wetting curve are followed 

by scanning along first-order (drying) scanning curves. Subsequent reversals from first­

order curves are followed by scanning along second-order curves, reversals from the 
~ 

second-order curves by scanning along third-order curves and so on. Examples of hys-

teretic paths with multiple reversals are also shown in Figure 1. 

A hysteretic path generated by, for example, a first-order and a second-order curve .. 

or by a second-order and a third-order curve always tends to close forming a looplike 

path. In other words, a second-order curve converges ,towards the point were the first­

order curve divened·,from the main boundary curve; similarly a third-order curve con-
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Figure 1. Examples of hypothetical hysteretic paths. 
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verges towards the point where the second-order curve diverted from the first-order curve 

and soon (e.g. Banerjee and Watson, 1984 and Parker and Lenhard, 1988). The "clos­

ing" property of hysteresis loops is not enforced in many of the hysteresis models that 

have been published. The error that can be generated, when the closing is not 

demanded is known in the hysteresis literature as the "pumping effect," (Klute and 

Heermann, 1974 and Jaynes, 1984~. An example of this kind of erroneous result is _ 

shown in Figure 2. 

2.1. Measurements 

Hysteresis in unsaturated porous medium has previously been studied using materi­

als with relatively weak capillary pressures such as sand, class beads, clay and loams 

(poulovassilis and Childs, 1971; Klute and Heermann, 1974; Mualem, 1974; Cary, 1975; 

Dane and Wierenga, 1975; Lees and Watson, 1975; Mualem and Dagan, 1975; Poulovas­

silis and Tzimas, 1975; Perrens and Watson, 1977; Banerjee and Watson, 1984 and 

Curtis and Watson, 1984). All of these materials have significantly weaker capillary 

pressures than the welded tuffs encountered at Yucca Mountain, for which capillary pres-· 

sures of tens of bars have been measured. 

Daily et al. (1987) conducted wetting/drying experiments with a fractured tuff sam­

ple at different temperatures and attributed the irreversibility of the dehydration /rehydra­

tion processes to hysteresis. However, quantitative estimates of the possible hysteresis 

effects in the fracture or in the matrix have not been derived. 

The presence of hysteresis in the capillary pressure-water content (",='1'<9) rela­

tion, or equivalently, in the capillary pressure-liquid saturation ('II = 'l'<S)) relation, as well 

as in the relative permeability-capillary pressure (kd = kn ('II)) relation is well established 

for many materials. There is, however, disagreement about whether there is significant 

hysteresis in the relative permeability-liquiQ saturation relation. After reviewing related 

. measurements Pickens and Gillham (1980) concluded that the majority of published data 

seems to indicate that the relation kr/ =kr/(S) can be assumed to be non-hysteretic for all 
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Figure 2, Example of the "pumping effect" (Klute and Heermann, 1974 and Jaynes, 1984), 
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practical purposes .. 
, 

Related measurements or discussions are presented by Topp and Miller (1966), 

Topp (1969), Topp (1971), Vachaud and Thony (1971), Poulovassilis and Tzimas (1975), 

Gillham et al. (1976), Mualem (1976), Aggelides and Youngs (1978), Pickens and Gill- . 

ham (1980), and Kool and Parker (1987). 

2.2. Models 

The capillary hysteresis models reported in the literature can be categorized into 

three groups: 

(1) Interpolative models. 

(2) Models employing empirical closed-formed expressions. 

(3) Models based on the domain theory of hysteresis. 

In the interpolative models, the main boundary and the first-order scanning curves 

are given in tabulated form. All values inside the main envelope (region defined by the 

main wetting and main drying curves) are determined from the tabulated first-order 

curves through interpolation. In doing so it is assumed that second- and higher-order 

scanning curves can be approximated from the first-order cUrves. This method has been 

used by Whisler and Watson (1969), Watson and Perrens (1973), Curtis (1977), Perrens 

and Watson (1977) and Curtis and Watson (1984). 

Dane and Wierenga (1975), Killough (1976), Boa .et al. (1977), Pickens and Gill­

ham (1980), Scott et al. (1983), and Kool and Parker (1987) have used closed-form 

expressions to calculate the scanning curves. Most of these models are developed for a 

specific soil and do not claim general validity, although in some cases their predictions 

are tested with different soils'. 

The domain mOdels are based on theoretical representation of capillary hysteresis. 

According to the domain theory, the total volume ofJ>!lres in the soil can be divided into 

subvolumes (domains) each of. which has a characteristic wetting and drying pore radii 
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(or is characterized by a pair of capillary pressure intervals ~~ and ~~w at which the 

domain drains and rewets). The distribution of these domains, expressed in terms of dis­

tribution functions, detennines the hysteretic behavior of the soil. Domain models can be 

divided into two groups: Models treating the pores as independent of the neighboring 

pores are called independent domain models and models which attempt to take into 

account the influence of the neighboring pores are called dependent domain models. 

Domain models have been developed by Poulovassilis (1962) Poulovassilis and Childs 

(1971), Topp (1971), Mualem (1974), Mualem and Dagan (1975), Lees and Watson 

(1975), Poulovassilis and Tzimas (1975), Mualem (1976), BaneIjee and Watson (1984), 

and Mualem,(1984), among others. 

In comparison with the other methods, the most sophisticated dependent domain 

models are probably the most accurate in predicting scanning curves for different media 

(see, for example, KooI and Parker, 1987). However, the accuracy of these models (for 

example, models of Mualem and Dagan (1975) and BaneIjee and Watson (1984» is 

achieved by using considerable amoUnts of data for calibration (data of first-order scan­

ning curves is also needed). The formulation as well as computational aspects of these 

, models are also more complicated. The modified dependent domain model of Mualem 

(1984) requires only the main wetting and drying curves for calibration. However, only 

expressions for the first- and second-order scanning curves are given in this work. 
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3.0. DEVELOPMENT OF HYSTERESIS MODELS USED 

For our work we developed modeling capabilities for three different models 

describing the hysteretic capillary pressure-liquid saturation relation. Based on the litera­

ture cited, the relative permeability-liquid saturation relation was assumed non-hysteretic 

for each model. In the numerical algorithms capillary pressure is computed as a function 

of liquid saturation from the appropriate scanning curve, or, in special cases, the 

appropriate boundary curve. The equation of the appropriate curve for a given timestep 

is determi~ed for each numerical element based on the previous wetting/drying history. 

Given the type of path element followed during the previous timesteps, along with infor­

mation as to whether the liquid saturation is increasing or decreasing, the program deter­

mines the type of path at the current timestep. If the same curve is used as in the previ­

ous time step, the exact location of the path is known and the capillary pressure can be 

determined. If a reversal from the previous curve is taking place, the equation of the new 

path must be determined first This is done by assuming that the point of reversal is 

located at the solution point at the end of the previous timestep. 

3.1. Interpolation from First-Order Scanning Curves (model (1» 

In the first hysteresis model, (model (1» the interpolation method is used. Tabu­

lateddata on boundaly curves and first-order scanning curves are input and used for 

interpolation. When a reversal from the previous wetting or drying curve occurs, the pro­

gram finds the interval in which the turning point falls and solves the equation of the new 

scanning curve through inteFpolation between the tabulated curves of correct type below 

and above the turning point. A complete description of this model and instructions for 

incorporation into a numerical flow simulator are given in Niemi and Bodvarsson (1987) 

and Niemi etal. (1987). 
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The interpolation method was chosen for its conceptual simplicity and the fact that 

any kind of experiment3.I data can be easily incorporated into the model. 

The major weakness of the interpolation method is that the closing of the hysteretic 

loops is not enforced. With frequent reversals from wetting to drying and vice versa, 

approximation of the higher-order scanning curves through the first-order scanning 

curves can produce an erroneous' 'pumping effect" (Figure 2). If the wetting and drying 

periods are short, the higher-order scanning curves do not necessarily produce loop-like 

paths such as those shown in Figure 1. This phenomenon, which has been demonstrated 

by Klute and Heermann (1974) and Jaynes (1984) is not limited to interpolation models, 

but can occur with all the models for which closing of the hysteresis loops is not 

required. According to Banerjee and Watson (1984), this type of method should not be 

used when frequent reversals from wetting to drying or vice versa are modeled. Perrens 

and Watson (1977) also refer to this limitation, but conclude that the approach generally 

describes most redistribution events with sufficient accuracy. 

3.2. Empirical Model Using Interpolation Functions (Model (2» 

The second model, which was based on the work of Killough (1976), uses simple 

interpolation functions for determining the scanning paths as functions of the capillary 

pressures on the main wetting and drying curves. Expressions for the main wetting and 

main drying curves need to be known. 

The equations of the scanning paths are chosen such that the hysteretic path always 

tends to close at the original point of reversal on the limiting boundary curve. This 

prevents p~mping effects. The first-order scanning curves are assumed to converge 

towards the maximum attainable saturation in the case of wetting scanning, or towarqs 

the residual saturation in the case of drying scanning. Mer a reversal from these curves, 

the equations for the second-order scanning curves are determined by assuming that the 

curves converge towards the original point of reversal on the main boundary curve. 

., 
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The capillary pressures on a wetting scanning curve are determined from 

'I' (S) = 'l'd(S) - F . ['I'd (S) - 'l'w (S)] 

where 

and 

'I'd = capillary pressure on the main drying curve 

'l'w = capillary pressure on the main wetting curve 

S = liquid saturation 

1 1 

F= S-Sdep+£ 
1 

£ 

1 

'where 

Sdep = departure point saturation 

Sas = asymptotic saturation 

£ = curvature coefficient 

(la) 

(lb) 

Equations (la) and (1b) (Killough, 1976) are valid for both first-: and second-order wet­

ting scanning curves. In the case of first-order wetting scanning (curve 2 in Figure 3), the 

departure saturation is the actual reversal poInt saturation .SDEP1 .and the· asymptotic 

saturation is equal to the maximum attainable saturation SMAX (Figure 3). In the case 

of second-order wetting-scanning (curve 4 in Figure 3), departure saturation is equal to 

the saturation at an imaginary reversal point (point SDEP* in Figure 3). The location of 

the imaginary point is determined based on the assumption that the wetting-scanning and 

drying-scanning curves (curves 4 and 3, respectively in Figure 3) must intersect at the 

turning point (point A). The asymptotic saturation for a second-order scanning curve is 

the saturation of the original point of reversal (point SDEP2 in Figure 3). 

For drying-scanning the capillary pressures are determined from: 

(2a) 

where 
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Figure 3. Example of scanning paths generated With model (2). 
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1 1 --Sdcp- S+£ £ 
(2b) FF= 

1 1 --
Sdep-Su+£ £ 

For first-order drying scanning curves (curve 3 in Figure 3) the departure saturation is 

again the actual departure point saturation (SDEP2 in Figure 3) and the asymptotic 

saturation is the residual saturation (SWR in Figure 3). For second-order scanning (curve 

(1) in Figure 3) the values to be used are the imaginary reversal saturation (SDEP** in 

Figure 3) and the saturation at the original point of reversal on the main drying curve 

(SDEPI in Figure 3). 

Examination of Equations 1 b and 2b shows that increasing the value of £ decreases 

the curvature of the scanning curve. For example in the case of Equation 1 b F is 

inversely proportional to liquid saturation· S, thus yielding stronger curvatures near the 

point of reversal. With the value £ = 0 the· dependence is strongest and increasing the 

value of £ weakens this inverse dependence thus yielding scanning curves with less cur-

vature. 

The model can be adjusted to fit measured scanning curve data by varying the cur­

vature coefficient£. Killough (1976) developed the model for three-phase petroleum 

reservoirs and reponed values of £ in the range of 0.05 to 0.1 for his data. Since the 

model is empirical in nature it should be calibrated using some measured scanning curve 

data. 

Capillary pressures on'the main wetting and drying curves, which are used in Equa­

tions (1) and (2), can be computed for example by using closed-form van Genuchten 

expressions: 

1 [[ Smu-Smin] 11m ] lin 'V= - -1 
(X S-Smin 

(3) 

where 



Smax = maximum liquid saturation 

Smin = residual liquid saturation 

a,m,n = van Genuchten parameters 
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The higher-order scanning curves are treated in the model in a simple manner suggested 

by Killough (1976); if a reversal from second-order to third-order scanning takes place, 

the scanning returns to the original first-order scanning curve and no separate expression 

is usedfor the third-order curves. Consequently the following fourth-order curves are 

computed as second-order curves converging towards the point of reversal on the main 

boundary curve. This is a simplifying assumption, since the true third-order scanning 

path would rather lie between the first- and second-order curves and converge towards 

the intersection point of these curves and the true fourth-order curve would lie 'between 

the third- and second-order curve converging towards the intersection of these two curves, 

(see Figure 1). This assumption,however, preserves the simplicity of the model without 

generating significant eITors. The inaccuracies generated are of much smaller magnitude 

than the "pumping" effects discussed earlier. If separate expressions were given for the 

third- and fourth-order curves, Equations (1) and (2) could be used by choosing the rever­

sal and asymptotic values appropriately and by using the first- and second-order curves 

for "scaling" instead of the main boundary curves used above. By doing so, however, 

the amount of "history" infonnation to be stored as well as the computational effort 

needed for obtaining a value on a higher order curve becomes prohibitively large. The 

gained increase in accuracy does not necessarily justify this increase in complexity. The 

simplifying assumption used will be discussed further later in this report. when the 

results of some simulations are examined. 

3.3. Model Using the Dependent Domain Theory (Model (3» 

The third model was modified from the dependent domain model of Mualem 

(1984). Unlike the two previous models the domain models are derived based on theoret­

ical presentation of hysteresis and should therefore be independent of soil type. Also. 
I 
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based on results of comparison studies between model predictions and experimental 

measurements, the dependent domain models have probably proven to be the most accu­

rate of the available hysteresis models in predicting scanning curves for different media 

(see, for example, Kool and Parker, 1987). 

Also for this model the expressions of the main-wetting and drying curves need to 

be known. We compute these as continuous van Genuchten expressions of the form of 

Equation (3). The expressions for the scanning curves are computed internally based on 

the dependent domain theory. Uniike in the case of model (2) no calibration factor is 

used in the expressions. 

For the first-order wetting scanning curve the following relation is used: 

where 

S = liquid saturation on the scanning curve 

Sd = liquid saturation on the main drying curve 

Sw = liquid saturation on the main wetting curve 

'1'1 = capillary pressure at the point of reversal from the main drying 
curve to the first-order wetting scanning. 

(4) 

In the numerical flow simulator used in our studies (I'OUGH; Pruess, 1986) liquid satura­

tion is solved as one of the three "primary" variables and capillary pressures are solved 

as "secondary" variables as a function of S. Because of this, we use Equation (4) for 

solving for Sw('I'), which is the only unknown in the expression, if S is known. Maximum 

liquid saturation Smax is an input parameter, reversal capillary pressure '1'1 is saved when 

the reversal takes place, and Sd('I'l) and Sw('I'l) can be solved from the expressions for the 

main drying and wetting curves. Once Sw('I') is solved the corresponding 'I' can be solved 

from the equation of the main wetting curve. The parameters in Equation (4) are shown 

in Figure 4. 

For the second-order drying scanning curve the expression is 

... 
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where 

SC'I'v= liquid saturation at the point of reversal from first-order 
wetting scanning to second-order drying scanning 

"'2 = capillary pressure at point of reversal from first-order 
wetting scanning to second-order drying scanning 

\( = capillary pressure for which SdC\() = S. 

(5) 

Again, the only unknown in Equation (5) is S"..(",). Reversal values SC'I'v and "'2 are 

saved when the reversal takes place;·thus, SwC'I'v can also be determined. Capillary pres­

sure \f can be solved from the expression for the main drying curve as a function of S. 

SwC'I') can then be solved from Equation (5), with the resulting parabolic equation yield­

ing two solutions for SwC'I'). With the aid of simple algebra it can be shown that only one 

of the solutions is smaller than SwC'I'v and the equation thus yields only one meaningful 

value for SwC'I'). Once SwC",) is known, capillary pressure can again be solved from the 

expression of the main wetting curve (Figure 4). 

Mualem (1984) only gives expressions for the first- and second-order scanning 

curves. For our simulations additional expressions are needed for higher-order scanning 

curves. As discussed earlier, the basic concepts of hysteresis require the higher-order 

scanning curves to have shapes that allow the hysteresis loops at each level to close. If, 

for example, the system begins to rewet, while drying along a second-order drying curve, 

the wetting will take place along a third-order wetting curve that converges towards the 

reversal point from first-order wetting to second-order drying. If this reversal point is 

reached and the system continues to wet, the process follows the original first-order wet­

ting scanning curve and "forgets" the previous higher-order curves. If, instead, the sys­

tem begins to dry before reaching this convergence point, the process follows a fourth­

order drying scanning curve that. converges towards the reversal point from second-order 

drying to third-order wetting. As the order of the scanning curve gets higher, the width 

of the envelope becomes narrower and refining the process beyond the third-order curves' 

- ----~~----------- -~.~--:.: =-,---------------- .:..------------- -------'---
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is probably not meaningful (Parker and Lenhard, 1988). 

In order to maintain the simplicity of our model without significant loss of accuracy, 

we approximated the third;. and higher-order. scanning curves as log-straight lines 

between the latest reversal point and the correct 'point of convergence. This 

simplification was considered reasonable in the light of the results of Jaynes (1984). He 

compared four different hysteresis models and concluded that the entire process from 

first-order scanning curves on, could be presented with straight lines with reasonable 

accuracy (linear hysteresis model), and recommended the use of this type of model over 

more complicated ones due to its simplicity. 



., 
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4.0. TEST SIMULATIONS WITH MODELS (1) ~ND (2) 

As a first step. simulations were carried out to test· the performance of hysteresis 

models (1) and (2) with realistic material properties. For this purpose a very simplified 

fracture-matrix system was modeled. 

4.1. System Modeled 

The system modeled is shown in Figure Sa. A matrix "slice" discretized with a 

MINe-type (Multiple Interacting Continua) mesh (Pruess. 1983) is assumed to be sur­

rounded by fractures on all four sides. Our interest is to examine the matrix response . 

under alternating wetting/drying conditions; the fractures.are treated as variable boun­

dary conditions for the matrix. During the wetting periods the fractures are assigned a 

constant "high" liquid saturation representing a rainy period; during the drying period 

they are assigned a constant "low" saturation representing a dry period. Assuming that 

during pulse infiltration conditions all incoming flow will go initially into the fractures. 

and assuming that the flow in the fractures is due to gravity alone. a first-order estimate 

for fracture liquid saturation near the land surface for given fracture properties and given 

flux can be obtained through Darcy's law. The value of liquid saturation computed in 

this manner was used as the wetting period fracture liquid saturation. During the drying 

periods, fracture liquid saturations are assumed to be =0 (1 x 10-5). It should be noted 

that by doing so we assume instantaneous changes (from wetting to drying and vice 

versa) in the fracture saturations. We also ignore the amount of water lost from fractures 

into the matrix. However, since the objective of these first simulations is to test the 

model performance rather than to obtain reliable estimates of hysteresis effects, errors 

generated by these assumptions are not relevant 

The material propenies used are summarized in Table 1. The hysteresis data for 

----+.~-...-----.----~_ --·---~~~·_. __ T .....,......... •• 

- -- -- -...... -~-- - -,-- - - .- __ ~.-..-- ____ ~ ___ r_ 

.-.... _ ... ---~---- -------------
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Figure 5a. Discretized flow region used in the test simulations. 
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Table 1. Parameters used in the test problem I 

Parameter Fracture2 Matrix 

Absolute Penneability 

-horizontal 2.0 x 10--12 2.4 X 10-18 

-vertical 2.0 x 10-:10 2.4 x 10-18 

Relative Penneability kn - S 1.936 - 1 - ~, = 104.619(S,-I) (forS,>0.507) 
-

Capillary Pressure 

(1) Non-hysteretic 'II = 0.0134 S,O.491 (bars) Tabulated main wetting curve in 

Figure 5. 

(2) hysteretic; Model #1 'II = 0.0134 S,O.491 (bars) Hysteresis data in Figure 5. 

(3) hysteretic; Model #2 ",=0.0134 S,o·491 (bars) Main wetting and 

drying curves 5 in Figure 5; £ = 0.05 

Porosity 1.00 0.12 

Aperture3 ,0.Imm 

Liquid Saturation 
0.0049 during wetting4 unifonn initial liquid saturation 
1 x 10-5 during drying of 0.71 

Notes: 

'- .......... -

1. Source Rulon etal. (1986). 

2. Fracture parameters are only used for determining the wetting period fracture liquid saturation. 

3. Corresponds to an air entry value of 0.0134 bars if detennined from the capillary rise equation 

-J::r P ..... - 5 

where -y, interfacial tension of water, =0.07 kg/s2, a == aperture (m) 

4. Corresponds to =0.2 mm/yr infiltration concentrated into a three-month period, assuming that all 

, water goes into fractures and is transported by gravity forces alone. 

5. Continuous van Genucten (1980) expressions (Equation 3) with; 

for main drying: Smax = 0.984, Smin=0.318,m =0.671; n=3.040, a= 1.147 bar-I; 

for main wetting: Smu= 1, Smin=0.002, m=0.358, n= 1.558,a=8.4x 1 0-2 bar-I 

--------------,,- --" --------- ---' ----------~-----~---,---.----- ---------
- ~----- ~~ -~~- . -~~~ ~~-. - ~ _ . .....,. - - -,--- - ~ - ~ - -"- -- -- ---"- -~- --
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this set of simulations were generated by using the matrix characteristic curve for the 

welded units reported by Rulon et al. (1986) as the main wetting curve. The curves for 

these units reported by Klavetter and Peters (1986) are used as the basis for the main dry­

ing curve. The resulting data are shown in Figure Sb. 

4.2. Simulations and Results 

Three sets of simulations were carried out. In the first set, non-hysteretic matrix 

capillary pressure-liquid saturation relation was assumed. The non-hysteretic process 

followed the curve specified as the main wetting curve in Figure Sb. For the second set 

of simulations model (1) was used, and in the third set model (2) was used. Wetting 

periods corresponding to. an infiltration of 0.2 mm/yr concentrated into three-month wet­

ting periods were assumed to last for three months, after which a' nine-month drying 

period followed. The cycle was repeated five times .. 

The simulated hysteretic scanning paths for one matrix element obtained with 

models (1) and (2) are shown in Figures 6a and 6b, respectively. The corresponding 

non-hysteretic process took place along the main wetting curve. As can be seen from the 

figure, model (1) produces a "pumping" effect between the first and second cycles. This 

is a result of both the structure of the model and the coarseness with which the main wet­

ting curve is tabulated in the region of question (the main wetting curve is approximated 

as log-straight lines between tabulated values rather than as a continuous line as in model 

(2». After the first cycle the predictions of the two hysteretic models are very similar. 

The simulated matrix liquid saturation and capillary pressure distributions during 

the fifth year are shown in Figure 7. As can be seen, the non-hysteretic case -and the two 

hysteretic cases differ significantly while the predictions of the two hysteretic cases are 

very similar (their differences are not resolved in Figure 7 except for the liquid satura­

tions at the end of the drying period). 

The big difference between the non-hysteretic and the two hysteretic cases can be 
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Figure 5b. Hypothetical hysteresis data used in the test simulations; solid lines for model (1) 
and dashed lines for model (2). 
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Figure 6. Test simulation: Simulated hysteretic path for the matrix gridblock at 0.116 m 
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easily explained through Figures 6a and 6b. In the hysteretic cases the system is shifted 

into considerably higher liquid saturation range than in the non-hysteretic case, where the 

process occurs along the main wetting curve. The higher liquid saturations correspond to 

higher relative permeabilities and more mobile fluid. Consequently. the matrix response 

to variations in the fracture is faster and equilibrium with the fracture is reached faster in 

the hysteretic cases. The overall values in liquid saturation are also very different (Fig­

ure 7). However, it should be emphasized that because of the highly hypothetical nature 

of the hysteresis data used. no quantitative estimates of the possible hysteresis effects 

should be made based on these results. As will be discussed later in this report, data from 

soils literature indicate that the ratio of the a-parameters in the van Genuchten expression 

between the main drying and wetting curves is generally on the order of aweuinglCImymg = 2. 

For the data in Figure 5b this ratio is = 13, which corresponds to a very wide hysteresis 

envelope. In the simulations presented later in this report, with which we actually 

wanted to obtain estimates of possible hysteresis effects, ratios of = 2 were used. 

j 

" 
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5.0. CAPILLARY HYSTERESIS SIMULATIONS FOR FRACTURED ROCK 
UNDER VARIABLE INFILTRATION CONDITIONS 

In the simulations presented here we examine infiltration pulse penetration in an 

idealized fractured rock system. The system was chosen to represent conditions similar 

to those thought to be present in the welded units at Yucca Mountain within the limita­

tions of available data at the present time. 

Pulse penetration within the unsaturated zone at Yucca Mountain has been previ­

ously studied by Wang .and Narasimhan (1986). Their study was carned out without con­

sidering hysteresis effects. 

In our work we studied the system both with and without hysteresis. Hysteresis 

effects are likely to be more pronounced in matrix flow than in fracture flow (Montazer 

and Wilson, 1984). Therefore, in our studies hysteresis was only considered for the 

matrix flow; flow in· the fractures was assumed non-hysteretic., All three hysteresis 

models were used and their results were compared with each other and with the non­

hysteresis case. 

5.1. System Modeled 

'The fracture-matrix model used was idealized as consisting of discrete vertical frac-
\ 

tures and matrix columns. ·According to Wang and Narasimhan (1985), the presence of 

horizontal fractures does not significantly affect the vertical fluid flow for conditions 

similar to those used in this study. Therefore, the horizontal fractures were not included 

in our model and a system consisting of a matrix column bounded by four orthogonal 

vertical fractures was modeled. In the horizontal plane the the matrix was discretized 

using a MINe-type mesh (Pruess, 1983) with element width increasing with distance 

from the fracture. The mesh used is shown in Figure 8. 
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Matrix 

15 m 

horizontal discretization (m): 

0.0001 (fracture),O.OO 1,0.005,0.01,0.05,O~ 1,0.268 

verticcl discretizction (m): 

3 x 0.5, .3 x O.S.3.3, .3 x 1 • .3.3.3; .3 x 2 • .3.33 

Figure 8. Discretized fracture-matrix system used in the studies. 
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Table 2. Parameter values used in the simulations. 

Matrix 

eporosity . .m =.12 
e absolute permeability km· = 3.9 . 10-18 m2 

e capillary pressure -loon-hysteretic; Curve (1) in Figure 9. 
-3hysteretic, Mod~ls *1 and *2; data shown in Figure 10. 
-2hysteretic Model *3; main drying and main wetting CUNes 
Curves (1) and (3) in Figure 9. 

e relative permeability2 
kn=[ ~. r{l-H s-~ ]'11' , 

, Sma Smm Sma Smm 

Initial Conditions 

e capillary pressures "'m = -.968 bars 
eliquid saturation SI = .691 

Fracture 

eaperture4 ~=.lmm 
eporosity .f=1. 
espacing D=.6Om 
e absolute permeability 

per fractureS kr = 8.33 . 10-10 m2 

e relative permeability krl = Sl'936 
e capillary pressure "'f = .0134 . Sr·491 bars 

Initial Conditions 

e capillary pressure6 '" = -.968 bars 
eliquid saturation SI = .164 . 10-3 

, 

Notes: 

1. Source Rulon et al. (1986). unless otherwise indicated. 

2. van Genuchten parameters (Eq. 3): Smu = 0.984. Smin = 0.318. m = 0.671, n = 3.040. 
Omying = Ouallhyat = 1.147 1/bar (all after Rulon et aI. (1986) and ~ = 2.294 1/bar (see Section 
5.2). 

3. van Genuchten parameters (Eq. 3): for main drying curve as in (2) and for main wetting curve 
Smax = .89. Smin = .2, m = .6, n = 2.5. a= 2.5 l/bar (see Section 5.2 for explanation). 

4. Fracture aperture approximately corresponds to the air entry value = 0.0134 bar through the 
capillary rise equation (see Table I). 

5. Permeability detennined from cubic law; kr = (Sr)2/12. 

6. Assuming capillary pressure equilibrium between the fracture and the matrix. 
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The material properties used are summarized in Table 2. They correspond to values 

reported for the welded units at Yucca Mountain by Rulon et al. (1986). with the excep-

. tion of the hysteresis data for the matrix. which is discussed in a later section. The frac­

ture properties were obtained by using a parallel plate model (see. for example. Wither­

spoon· et at.. 1980) along with the theoretically derived fracture characteristic curves 

reported for the welded units by Rulon et al. (1986). 

For the matrix. an initial liquid saturation of 0.69 was used. The initial liquid 

saturation for the fractures was obtained by assuming capillary pressure equilibrium 

between the fractures and the matrix. With these initial conditions and the material pro­

perties shown in Table 2. steady state flow through the matrix is about 0.1 mm/yr and the 

flow through the fracture is·about 5% of the matrix flow rate. For the lower boundary a 

constant pressure boundary condition was specified, which allowed for a liquid outflow 

corresponding to the background liquid flux. The mesh was sufficiently large that the 

pulse effects did not reach this boundary. Using symmetry considerations. no-flow boun­

dary conditions were specified at the sides of the system (assuming uniform fracture 

spacing). For the upper boundary a varying flux boundary condition was used to 

represent the periodically varying infiltration. 

An intense rain period was assumed to take place every 10 years. For each 10-year 

cycle a pulse infiltration corresponding to 1 mm/yr precipitation for 10 years. concen­

trated in a 3-month period (1 mm/yr. x 10 yr/.25 yr = 40 mm/yr) was introduced for 3 

months. During the rest of the cycle (9.75 yrs) only the constant background infiltration 
. '-, 

rate of 0.1 mm/yr was applied. This cycle was repeated twice. Based on the discussions 

of Beven and Germann (1982) and Wang and Narasimhan (1985) the macropore (frac­

ture) flow is initiated when the infiltration exceeds the matrix capacity (amount of flow 

through a fully saturated matrix). In our study the saturated matrix capacity is 1.2 

mm/yr, thus, the flow exceeding the background infiltration of 0.1 mm/yt was introduced 

directly into the fractures. 

, 

., 
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The problem was first solved by assuming a non-hysteretic '1'= V(S) relation. For 

this case the process was assumed to occur along the curve used as the main drying curve .' 

for all the hysteresis simulations. These results were then used, as a base case against 

which the results from the hysteresis simulations could be compared. One set of simula­

tions ,was carried out with a smaller pulse and a one-year cycle. Some of the parameter 

values used in this set of simulations were different from those described above. 

5.2. Hysteresis Data 

For each of the hysteresis models used the expressions for the main drying and main 

wetting curves must be known. For model (1) the first-order scanning curves also need to 

be known. Models (2) and (3) generate these expressions internally. At present,limited 

moisture-retention data are available for the welded tuffs at Yucca Mountain. These data 

have been used to simulate water migration through the system (Rulon et al., 1986). 

Using these data as our main drying curve (curve (1) in Figure 9), the expression for the 

main wetting curve was predicted by using availableinfonnation from soil literature. 

Based on theoretical models Mualem (1977) has derived two simple formulas .. 

(model I and model IT) for the prediction of the relationship between the main wetting 

and main drying curves. When one of the curves is known, the other can be predicted 

using those expressions. For model I the relation is given by 

and for model IT 

where e is normalized with respect to the residual water content, 

ed = normalized water content on the main drying curve 

ew = normalized water content on the main wetting curve , 

emax = normalized maximum water content 

(6) 

(7) 
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Figure 9. Main drying curve, curve (1), and predicted main wetting curves; from 
experimental analysis (Kool and Parker, 1987), curve (3), and from 
Mualem (1977) theoretical models I, curve (4), and IT, curve (2). 
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Using these expressions along with the equation of the main drying curve, we get two 

predictions for the main wetting curve. These are shown as curve (4) (model!) and curve 

(2) (model IT) in Figure 9. 

Expressions (6) and (7) are derived baseq on independent domain models using the 

so-called extended similarity hypothesis, and should ideally be valid for all soils. The 

difference between the two models is the pore domain distribution diagram used in their 

derivations: the Neel diagram (Mualem, 1977) was used for model (I) and the Mualem 

diagram for model (IT). Mualem (1977) compared the predictions obtained by the two 

models against experimental data for several soils. The results showed that model (I) 

failed to reproduce the observed shapes. whereas model (IT) gave good results in some of 

the cases. But for soils where the effect of water blockage against air entry is apparent 

(high and well defined air entry value), model (IT) only yielded good predictions at low 

saturations, whereas at higher saturations the predictions were poor. 

Kool and Parker (1987) analyzed hysteresis measurements for eight different soils 

by computing the a-parameters of the van Genuchten expression (see Equation 3) for the 

main wetting and main drying curves. They obtained the mean ratio .Cl.wtm!m/f:4Jryina = 2.08. 

with a standard deviation of 0.46. They concluded that the ratio Cl.weuing!f:4Jl)'ing = 2.0 would 

provide a useful approximation in cases where data are lacking. The main wetting curve 

obtained by using this empirical approach is shown in Figure 9 as curve (3). Of the three 

predicted wetting curves, curve (3) was selected for use with the hysteresis model 3. 

For hysteresis models 1 and 2, a slightly different data, set was used. These data are 

shown in Figure 10. In the figure the ratio awcumglf:4J1)'ing = 2.2, which is close to that 

assumed for model (3) and also well 'within the range reported by Kool and Parker 

(1987). The convergence of the main wetting and main drying curve at high saturations 

is slower in Figure 10 than in Figure 9. In Figure 9 at a capillary pressure of 0.1 bars 

curve (3) has practically converged with the curve (1), whereas in Figure 10, the ratio of 

the water contents on the main wetting and main curves is 9wJ9dr = 0.89. Although in 
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most'hysteresis literature the main boundary curves are assumed to converge towards the 

same maximum saturation, there is some experimental evidence (e.g., Kool and Parker, 

1987) that the maximum saturation on main wetting curve falls below the corresponding 

value on the main drying curve. Van Genuchten (1980) has reponed measured main wet­

ting and drying curves for the Guelph Loam in a capillary pressure range relatively simi­

larto those used in our study ( 'l'values in his data are about an order of magnitude lower 

in comparison to the several orders of magnitude difference for most other soils). In his 

data 9wJ9dr is about 0.83 at maximum saturation. 

The use of different expressions for the main wetting curve makes comparison of 

'the predictions from model (3) with those from models (1) and (2) somewhat difficult. 

This comparison would in any case not be very meaningful until measured scanning 

curve data become available for the materials studied. As pointed out earlier the deriva­

tion of models (1) and (2) is empirical in nature and experimental data are needed for 

their calibration, which are not presently available. Model (3), on the other hand, is 

derived based on the theory of hysteresis, and should therefore be independent of soil 

type. 

We will, however, compare the results obtained with models (1) ~d (2). For this 

purpose the first-order scanning curves tabulated for model (1) were generated with the 

same equations (Equations 1 and 2) that are used internally in model (2) for generating 

the first-order scanning curves for this model. Thus, the two models should give similar 

results in the case of first-order scanning and the possible pumping effects of model (1) 

with higher-order curves can be easily estimated. The resulting scanning curves are 

shown in Figure 10. For the calibration parameter in Equations (1) and (2) a value of 

E = 0.05 was used, which corresponds to the lower limit of the experitnental values 

reponed by Killough (1976), and consequently yields most curvature presenting a "worst 

case" situation. 
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5.3. Simulations with Model (1) (Ten-Year Cy~le) 

The problem described earlier was simulated using the hysteresis model (1). In this 

set of simulations the parameter values given in Table 2 and the hysteresis data shown in 

Figure 10 were used and the 3 mos/l0 yr infiltration cycle described earlier was imposed 

on the system; 

Figure lla through lId show the computed hysteretic paths for some of the matrix 

elements during the two cycles simulated. The hysteretic behavior is strongest in the 

uppermost layer (Figures lla and lIb). With increasing depth the oscillations become 

smaller and in the fourth layer from the top (at the depth 1.9 m) the system is continu­

ously wetting along the first-order wetting curves (Figures 11c and lId). 

If the simulated hysteretic paths in Figures lla through lId are examined, it can be 

seen that no significant pumping takes place in these trace ·elements. In Figures l1a and 

11 b we see that the wetting/drying oscillations are large enough for the hysteretic path to 

become loop-like, with the loops almost closing. The loop is fully closed if the third­

order wetting curve, along which the process 'takes place after reversal from the first dry­

ing period, converges towards the point where the system began to dry after the first 

pulse (3 months in Figure lla). 

The simulated liquid saturations in the fractures at the end of the first pulse (3 

months) and at the end of the second recovery (drying) period (20 yrs) are shown in Fig­

ure 12 for both the case involving hysteresis and the non-hysteretic case, in which the 

process takes place along the main drying curve. This figure shows that at the end of the 

first pulse the liquid saturations in the fractures are considerably higher in the hysteretic 

case than in the non-hysteretic case. This can be explained by inspecting the results 

shown in Figures l1a through lId. When the matrix starts to wet along a first-order wet­

ting curve instead of the main drying curve used in the non-hysteretic case, the capillary 

suction for a given liquid saturation is smaller and the system gets. "shifted" into lower 

liquid saturation range, which also corresponds to lower relative permeabilities. 
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Consequently, the matrix absorbs less water and more water remains in the fractures. 

The fracture liquid saturations remain higher for the hysteretic case throughout the 

simulation. The liquid saturation distributions at the end of the second recovery show 

that in the hysteretic case the pulse has penetrated about 2 m deeper than in the non­

hysteretic case. 

The liquid saturation in the matrix immediately adjacent to the fracture, and in the 

interior of the matrix, are shown in Figures 13a and 13b, respectively. If the liquid 

saturation distributions at the end of the second recovery period are compared, it can be 

seen that the hysteretic case produces a somewhat more "smeared" liquid saturation dis­

tribution. In the non-hysteretic case the distribution has a more S-like shape, with a clear 

front and a more rapid convergence towards the background saturation. This is a result 

of the combination of higher fracture flow and lower matrix capillary suctions in the hys­

teretic case. In the non-hysteretic case, with stronger capillary suctions and less water in 

the fractures, the water is absorbed into the matrix more rapidly and the influence is not 

felt as deep as in the hysteretic case. 

At the end of the second drying periods (at 20 years) the capillary pressures in each 

layer are practically uniform and the matrix has reached an equilibrium with the adj~cent 

fractures. With capillary pressure equilibrium the matrix liquid saturations are uniform 

in each layer for the non-hysteretic case. In the hysteretic case matrix saturations are 

also practically uniform in all layers except the two uppermost ones, where the hysteretic . 

behavior causes the same capillary pressure to correspond to considerably different liquid 

saturations. Further down, where the reversals from the first-order wetting curve are 

smaller or non-existent, nearly uniform liquid saturation distributions in each layer result. 

The horizontal liquid saturation distributions in the uppermost layer for the hysteretic and 

non-hysteretic cases are shown in Figure 14. 
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5.4. Simulations with Model (2) (Ten-year Cycle) 

The problem solved with model (1) in the previous section is solved using model (2) 

in this section. The main wetting and drying curves shown in Figure 10 are used, and the 

scanning paths are solved internally using the equations given in Section 3.2. 

Simulated hysteretic paths for some matrix elements during one pulse cycle are 

shown in Figures 15a through 15d. Simulated liquid saturation distributions in the frac­

tures and in the adjacent matrix at the end of the first pulse (3 months) and at the end of 

the first drying period (10 yrs) are shown in Figures 16 and 17; the corresponding results 

obtained with model (1) are also shown in these figures. 

With model (2), the simulation could not be continued beyond the end of the first 

drying period. At the beginning of the second wetting period serious convergence prob­

lems and continuous phase transitions occurred in the uppermost fracture element (ele­

ment adjacent to the element shown in Figure 15a), preventing-the reversal from drying 

to wetting. This is most likely a result of the discontinuity of the scanning path at the 

reversal from second-order drying back to wetting. As discussed in Section 3.2, in model 

(2) no separate expressions are used for third- and higher-order scanning curves, and 

upon reversal from second-order drying back to wetting the process "jumps" back to the 

first-order wetting curve. This approximation, suggested by Killough (1976), was used in 

order to maintain the simplicity of the model without generating significant errors. In the 

case of the element in Figure 15a, however, thls "jump" corresponds to a very 

significant change in capillary pressure (from = .7 bars to = .4 bars). Because the adja­

cent fracture element has a very small volume and contains small amounts of water, this 

kind of drastic changes in the neighboring element can generate serious convergence 

problems. 

Since the first-order scanning curves used for model (1) (Figure 10), were originally 

derived using Equations ,(1) and (2), which internally compute the scanning curves for 

model (2), comparisons between the results obtained with the two models can be made. 
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As can be seen by examining Figures 16 and 17. the results after the first pulse are practi­

cally identical. The similarity of the predictions during the first wetting period can also 

be seen by comparing Figures 11a through lId with Figures .15a through 15d. 

. At the end of the first drying period the liquid saturation distributions are somewhat 

different. This difference is a result of the inaccunlcy generated by model (1) due to the 

fact that the second-order drying curves are approximated by the tabulated first-order 

curves. These curves converge towards the minimum saturation (see Figure 10). whereas 

in model (2) the second-order curves converge towards the point on the main drying 

curve from which the original reversal took place. This "pumping" effect of model (1) 

results in slight overprediction of the hysteresis effects in the upper layers. However. 

similar "smearing" of the moisture front can be seen in the predictions for both models. 

and the pulse penetration depths are also similar. 

The convergence problems that occurred with model (2) in the beginning of the 

second wetting period obviously demonstrate a weakness of this model. These problems 

can be easily avoided by giving separate expressions for the third- and higher-order scan­

ning curves, for example in a manner similar to that we have used for model (3). It 

appears, . however, that· this particular convergence problem was very sensitive to the 

material properties used. When the system described earlier was solved with only 

slightly different properties, these convergence problems did not occur. In this other 

study all other parameter values were those shown in Table 2, except that a 1 mm 

volumetric aperture and a 0.1 porosity were assumed for the fracture (resulting in a 

somewhat over-estimated fracture flow). For the krr = krr (Sr) relation for the matrix the 

equation shown in Table 1 was used, rather than that shown in Table 2. The mesh used 

was similar to that shown in Figure 8 except that three times coarser discretization was 

used in the vertical direction (uppermost element 1.5 m thick in comparison 0.5 mused 

earlier). The mesh was also longer due to the greater expected penetration depth of the 

. pulse. The simulated hysteretic path for the matrix element closest to the top and adja-



0.95 -

0.90-

z o 0.85 

~ 
0:: 
::> 
~ 0.80' 
(/) 

o 
::> 
o ::J 0.75' 

0.70-

0.65· 

- 54-

................•...•..•......... 
...••.•.• 

'. '. '. -- ... _-

............. 
.... '. ..... 

••••• •• ~O yrs 3 

ib,~.~s 3 mo ...... ;, ---

\ .. 3 mas . . . . . . . . 
'. .. . . , . . . , . . . . . . . , 

............. 

.... . . . . 
'. . ... 

... . . , , 
" , , . , , , 

30 y.rs 
20'.rrs 

10 ''frs . . , , , , , 
" , 
'. , , , , . . 

simulated hysteretic path .. 
. . . . 
~ \ . . . , . . 

... ... . , , , 
0.60·~------------~--------~----~~·~~~--~~~~~---·--------~ 

-0.1 -1 

CAPILLARY PRESSURE (bars) 

Figure 18. Model (2) (1 mm volumetric aperture for the fracture): Simulated hysteretic 
path for the grid block at 0.5 mm from the fracture and 0.75 m depth. 

-2 



- 55-

cent to the fracture obtained with these parameters is shown in Figure 18. 

5.5. Simulations with Model (3) (Ten-Year Cycle) 

In this set of simulations the problem earlier solved with models (1) and (2) is 

solved using model (3). For this set of simulations curve (3) in Figure 9 was used as the 

main wetting curve. 

Simulated hysteretic paths for the trace elements used in the earlier examples are 

shown in Figures 19a through 19d.. Due to the structure of model (3), "pumping" can 

not take place at any level of the scanning curve order. Convergence problems such as 

those encountered with model (2), do not occur because of the way we have treated the 

higher than second-orderscanning curves. Figures 20, 21a,b and 22 show the simula~ed 

liquid saturations at the end of the first pulse and the second drying period for ~oth the 

hysteretic and non-hysteretic cases. "Smearing" of the liquid saturation distribution 

observed in the earlier cases can be seen in these figures as well. . For the fracture, the 

pulse has penetrated about 1-2 m deeper in the hysteretic case than in the non-hysteretic 

case. The strongly hysteretic behavior is limited to the uppermost layers and below the 

third layer the system is continuously wetting along the first-order wetting curves. At the 

end of both drying periods the capillary pressures are uniform and in eqUilibrium with 

adjacent fractures. In the uppermost layer this corresponds to a non-uniform liquid 

saturation distribution, as shown in Figure 22. The maximum local difference in the final 

liquid saturations between the hysteretic and non-hysteretical cases is =4%. Because the 

derivation of model (3), ~nlike .those of models (1) and (2), is based on theoretical 

presentation of hysteresis rather than empirical results, predictions from this model can 

probably be considered most reliable until actual hysteresis data for the !,elded units 

become available. Keeping in mind that the main wetting curve used is derived by using 

information from soil literature, one can probably look at these results as first-order esti­

mates of the possible hysteresis effects in a fracture-rock matrix system. 
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Figure 19c. Model (3): Simulated hysteretic paths for gridblock, 0.5 mm from the fracture, 
1.9 m depth. 
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5.6. Simulations with One-Year Cycle 

One set of simulations was carried out by assuming an intensive annual rain period. 

For each one-year cycle a pulse infiltration corresponding to 1 mmlyr precipitation con­

centrated into a three-month period (1 mm/yr x 1 yr/0.25 yr = 4 mmlyr) was ilttroduced 

for three months. This pulse was followed by a nine-month drying period during which 

the background precipitation of 0.1 mmlyr was assumed. The cycle was repeated eight 

times and the system was first modeled without capillary hysteresis and then with hys­

teresis, using models (1) and (2). 

The parameter values used were similar to those shown in Table· 2 except that the 

matrix kr/ = krl (S) was that given in Table 1, and for the fracture a volumetric aperture of 

1 mm and a porosity of 0.1 were used. The mesh used was similar to that shown in Fig­

ure 8 except that a three times coarser vertical discretization was used. 

The resulting matrix liquid saturations after eight years are shown in Figures 23a 

and 23b. As can be seen from these figures, the overall pulse effects are very small. 

With this pulse the liquid saturation in ~e uppermost layer in the interior of the matrix 
\ 

oscillates between wetting and drying, but drying is so unsignificant that the hysteretic 

paths appear to be almost monotonically increasing. 

Adjacent to the fracture the changes in liquid saturation are significant enough to 

produce clear reversals, but are too small to produce looplike scanning paths for model 

(1), which produces a very pronounced pumping effect as seen in Figure 24a. The 

corresponding path obtained with model (2) is shown in Figure 24b. Due to the pumping 

effect the predictions of~e two models are very different near the fracture (Figure 23a) 

and also rather different in the interior of the matrix, considering that the overall hys­

teresis effects are rather small (Figure 23b). 

• 
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Figure 23a. One year wetting/drying cycle: Simulated liquid saturations for the matrix 
cross section at 0.5 mm distance from the fracture. 
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Figure 24a. One year wetting/drying cycle: Simulated hysteretic path at 0.5 mm distance 
from the fracture and 0.75 m depth with model (1). 
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6.0. SUMMARY AND CONCLUSIONS 

Based on capillary hysteresis models reponed in the literature, three hysteresis 

models have been developed and incorporated into a numerical simulator for unsaturated 

flow. In these three models different principles are used for determining the scanning 

paths: in model (1) the scanning paths are interpolated from tabulated first-order curves, 

in model (2) simple interpolation functions are used for scaling the scanning paths from 

the expressions of the main wetting and main drying curves and in model (3) the scan­

ning paths· are determined from expressions derived based on the dependent domain 

theory of hysteresis. 

Using the three models preliminary-simulations have been carried out in order to 

test the performance of the models as well as to obtain ~t-order estimates of the possi­

ble hysteresis effects in the welded units at Yucca Mountain, given the limitations of 

presently available data. An idealized fracture-rock matrix system with material proper­

ties reponed for the welded units at Yucca Mountain by Rulon et aI. (1986) was simu­

lated under variable infiltration conditions. The .width of the hysteresis envelope was 

estimated based on experimental results from soil literature, by 'assigning a ratio of 

CXweaing/CXctrying = 2 and the comparisons were made between the hysteretic cases and the 

non-hysteretic case that took place along the main drying curve alone. The following 

hysteretic effects were observed: 

1. Due to the lower matrix capillary suction and lower matrix liquid relative per­

meabilities. pulse in the fracture penetrated deeper in the hysteretic case th;m 

in the non-hysteretic case. 

2. Due to the combined effect of lower matrix capillary suction and higher frac­

, ture flow, the matrix liquid saturation distribution had a more smeared shape in 

the hysteretic cases. In the non-hysteretic case with higher matrix suctions the 
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excess water from the fractures was absorbed into the matrix more rapidly and 

S-shaped matrix liquid saturation distributions resulted. 

3. Strong hysteretic behavior was limited to the uppermost one or two layers 

(0.25 - 0.75 m depth). In these layers non-uniform liquid saturation distribu­

tions resulted even after capillary pressure equilibrium with the adjacent frac-

ture was reached. 

4. Using a theoretically derived hysteresis model, model (3), and assuming that 

the main wetting and drying curves converge towards the same maximum 

saturation, the pulse in the fracture penetrated = 1 m deeper in the hysteretic 
, 

case. The biggest local difference in matrix liquid saturations between the 

hysteretic and the non-hysteretic cases at the end of the simulations was = 4%. 

5. With the two other models the hysteresis effects were somewhat bigger. Since 

the derivation of these models is empirical, experimental scanning curve data 

should be available for their calibration before quantitative estimates are made 

based on their results. The observed increase in the hysteresis effects is, how­

ever, likely to be in part a result of the fact that a different main wetting curve 

. was used. The "slight pumping" effects observed with model (1) also 

increased the hysteresis effects somewhat. 

Based on the simulations carried out conclusions about the performance of the various 

models as well as some recommendations for their future use can also be made. 

1. Model (1) 

Due to pronounced pumping effects model (1) failed to represent the hysteresis 

effects in the case of the one-year pulse cycle. With a larger pulse and lO-year 

cycle the pumping effects were not significant and the results obtained were in 

reasonable agreement with those obtained with other models. 

The main advantage of this model is that any kind of measured hysteresis data 

can be readily incorporated and accurately modeled up to first-order scanning. 

• 

• 



• 

-71 -

Due to the potential "pumping" effects, we do not recommend the use of this 

model for systems with multiple'reversals unless one can be cenain that pump­

, ing is not generating significant errors. 

2. Model (2) 

Due to the simplifying assumption, 'that after a reversal from a second-order 

curve the process returns back to the original first-order curve, discontinuities' 

in the scanning paths are present In one of the cases this generated serious 

numerical solution convergence problems. These problems can be avoided by 

incorporating the computation of third- and higher-order scanning curves in a 

manner similar to that used for model (3) (a linear approximation is used 

between the latest point of the reversal and the proper point of convergence). 

If measured scanning curve data is available it can be incorporated into this 

model by adjusting the curvature coefficient £. No pumping can take place 

with this model. 

3. Model (3) 

If estimates of hysteresis effects need to be made without measured scanning' 

curve data, use of model (3) is probably most justified since the derivation of 

this model is based on the theory of hysteresis rather than empirical results. 

The design, of the model allows simulations with multiple reversals to be car­

ried out withom generating pumping,errors or encountering convergence pro~­

lems . 
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