
UC San Diego
UC San Diego Previously Published Works

Title
Enhancer grammar in development, evolution, and disease: dependencies and interplay

Permalink
https://escholarship.org/uc/item/4cn0j9f6

Journal
Developmental Cell, 56(5)

ISSN
1534-5807

Authors
Jindal, Granton A
Farley, Emma K

Publication Date
2021-03-01

DOI
10.1016/j.devcel.2021.02.016
 
Peer reviewed

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/4cn0j9f6
https://escholarship.org
http://www.cdlib.org/


Enhancer grammar in development, evolution, and disease – 
dependencies and interplay
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2Section of Molecular Biology, Biological Sciences, University of California San Diego, La Jolla, 
CA USA

Abstract

Each language has standard books describing that language’s grammatical rules. Biologists 

have searched for similar, albeit more complex, principles relating enhancer sequence to gene 

expression. We introduce dependency grammar, a model where enhancers encode information 

based on dependencies between enhancer features shaped by mechanistic, evolutionary, and 

biological constraints. Classifying enhancers based on the types of dependencies may identify 

unifying principles relating enhancer sequence to gene expression. Such rules would allow us 

to read the instructions for development within genomes and pinpoint causal enhancer variants 

underlying disease and evolutionary changes.

Section 1: The promise of enhancer grammar

Enhancers in development, homeostasis, disease, and evolution

Enhancers control the precise patterns of gene expression required for successful 

development and homeostasis. The human genome appears to contain millions of enhancers 

that act as switches to regulate the time and location of gene expression (Meuleman et 

al., 2020) (Figure 1A). As such, enhancers provide the instructions for tissue-specific gene 

expression, development, homeostasis, and cellular integrity (Levine, 2010). While we can 

identify putative enhancers using genomic assays, working out which genomic sequences 

are functional enhancers, the patterns of expression they control, and how enhancers encode 

these expression patterns are major hurdles in understanding genomes. Sequence changes 

within enhancers can have significant impact, altering tissue-specific expression and causing 

phenotypic variation, evolutionary adaptation, and disease. For example, in an enhancer for 

the membrane protein Duffy, a point mutation results in malarial resistance (Tournamille et 

al., 1995). In addition, many single base-pair changes in the ZRS enhancer cause aberrant 

expression of sonic hedgehog in the developing limb bud and changes in digit number 

(Figure 1B) (Kvon et al., 2020; Lettice et al., 2008). Indeed, the majority of mutations 

associated with disease lie within enhancers (Maurano et al., 2012; Tak and Farnham, 2015; 

Visel et al., 2009). Yet enhancers are littered with sequence variation; a critical challenge 

is pinpointing the causal enhancer variants within a sea of linked inert variants. A set 
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of rules governing how enhancer sequences encode gene expression, known as enhancer 

grammar, could unlock the instructions for development embedded in our genomes and help 

us pinpoint causal enhancer variants associated with disease and evolutionary adaptations.

Mechanisms governing enhancer function

A set of grammatical rules that define how enhancer sequence encodes tissue-specific 

expression is an attractive idea first suggested almost 30 years ago (Arnone and Davidson, 

1997; Barolo, 2016; Levo and Segal, 2014; Thanos and Maniatis, 1995). Enhancers confer 

tissue-specific gene expression by the interaction of TFs with enhancer DNA. Generally, it 

is thought TFs bind to specific motifs known as transcription factor binding sites (TFBSs) 

within the enhancer sequence; this binding, along with protein-protein interactions, leads to 

recruitment of transcriptional machinery and activation of gene expression. The hypothesis 

for grammatical rules is based on the fact that proteins and the enhancer DNA have physical 

properties. These physical constraints govern the interaction of proteins with DNA and could 

be read out within the DNA sequence at the level of TFBSs. It is believed that enhancer 

grammar is composed of constraints on the number, type, and affinity of binding sites within 

an enhancer and the relative syntax of these sites (orders, orientations, and spacings) (Figure 

2).

One of the earliest described examples of enhancer grammar is the IFN-β enhancer, which 

activates transcription as part of the immune response (Thanos and Maniatis, 1995). Around 

the same time, several studies of enhancers in the fly embryo suggested that spacing and 

order of TFBSs are important for encoding developmental expression patterns (Arnosti et 

al., 1996; Cai et al., 1996; Hanes et al., 1994). In vertebrates, experiments in the developing 

mouse pituitary demonstrated the importance of spacing between binding sites (Scully 

et al., 2000). One of the landmark studies often cited as an argument for and against 

enhancer grammar is the eve stripe 2 enhancer in flies. Enhancers from D.melanogaster, 
D. yakuba, D.erecta, and D. pseudoobscura were tested for expression in D. melanogaster. 
Although most of the 17 TFBSs were conserved to some degree across the four species, 

there are changes in the spacing and sequences between the sites. All four enhancers 

from the different species drive similar expression patterns during segmentation of the fly 

embryo despite the differences in the spacing and number of sites; this is often used as 

an argument against enhancer grammar (Ludwig et al., 1998). This study suggests there is 

some flexibility in how enhancers can encode gene expression. Interestingly, there are some 

differences in the levels and uniformity of expression between the four enhancers which 

could result from the differences in the TFBSs arrangements. A follow-up study showed 

that chimeric enhancers containing half D. melanogaster and half D. pseudoobscura did not 

drive the same gene expression patterns as the wild-type enhancers, suggesting that there is 

less flexibility and more dependency between features within each enhancer than previously 

appreciated and thus that there are some grammatical constraints within these enhancers 

(Ludwig et al., 2000).
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Section 2. Models of how enhancers encode function

Since the initial hints of enhancer grammar, three models of how enhancers interact with 

TFs to control gene expression have been proposed.

The enhanceosome model

The enhanceosome model is the most rigid model of enhancer grammar, which suggests 

that the TFBSs within an enhancer must be precisely arranged to allow the TFs to bind in 

a functional way and for the enhancer to activate transcription (Bazett-Jones et al., 1994). 

The most iconic example of an enhanceosome is the IFN-β enhancer (Thanos and Maniatis, 

1995). Grammatical constraints were initially found using reporter assays. Since then, the 

crystal structure of the IFN-β enhancer with TFs bound has been solved and shows a 

tight arrangement of TFs bound to the enhancer DNA (Panne et al., 2007). Although the 

crystal structure is the poster child for the enhanceosome, even the IFN-β enhanceosome 

has some flexibility, with variable spacing of sites leading to the same transcriptional 

activity, suggesting that there are several ways to encode an enhanceosome (Melnikov et al., 

2012; Thanos and Maniatis, 1995). As of yet, no developmental enhancers as rigid as the 

enhanceosome model have been described.

The billboard model

The billboard model is the polar opposite of the enhanceosome. This model suggests that 

there are no constraints on how TFBSs are arranged within the enhancer; rather, the TFBSs 

simply must be present within the enhancer (Kulkarni and Arnosti, 2003). The closest 

example to a billboard enhancer is the ASE5 enhancer, which mediates autoregulatory 

expression of Suppressor of Hairless [Su(H)] in the socket cell, a component of sensory 

bristles in flies (Liu and Posakony, 2012). Within the ASE5 enhancer, 5 Su(H) binding sites 

are required and sufficient for the expression. However, not every enhancer that contains 5 

Su(H) sites drives expression in the socket cell, indicating some other constraints such as 

spacing or syntax (order, orientation and spacing) of these sites may be important (Liu and 

Posakony, 2012). The billboard model suggests complete flexibility of arrangement of sites, 

yet no example of an enhancer having any organization of sites and being functional has 

been demonstrated. Despite this, the billboard model is often misleadingly invoked when no 

rules or grammar are found, if there are two or more ways of encoding the same information, 

or often simply to mean that there is some flexibility in how the sites are arranged.

The TF-collective model

The TF-collective model suggests collective occupancy of an enhancer by TFs via a 

combination of TFs binding to TFBSs and TF-TF interactions. This co-occupancy occurs 

in the absence of any specific motif organization, suggesting an alternative mode of 

gene regulation where cooperative activity of TFs occurs with extensive motif flexibility. 

It highlights the importance of considering TF-TF interactions along with TF-DNA 

interactions within enhancers (Junion et al., 2012). Using Chip-seq and reporter assays 

to study fly heart enhancers, the authors found that some active enhancers must have a 

critical mass of TFBSs within the enhancer for recruitment of the remaining required factors 

via TF-DNA interactions. When such a critical mass of TFs are bound to the enhancer, 
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these bound TFs can recruit the remaining TFs via TF-TF interactions. While it is possible 

that TF-TF interactions are mediating this activity, one cannot rule out the use of very 

low-affinity motifs within enhancers; such degenerate sites are hard to identify yet prevalent 

in developmental enhancers (Crocker et al., 2015; Farley et al., 2015, 2016).

In reality, enhancers likely incorporate aspects of all three models. The first two models 

most likely describe extremes of a spectrum. The TF collective model highlights the 

layers of complexity when considering enhancer grammar and the importance of protein

protein and protein-DNA interactions. We suggest that considering enhancer grammar as the 

dependency and interplay between enhancer features (such as TF types, number, spacing, 

orientation and order) would allow incorporation of all three models into a continuum 

and may better reflect how developmental enhancers encode gene expression. We call 

this Dependency Grammar. Dependencies between enhancer features are likely shaped 

by various forces such as the features within the enhancer, molecular mechanisms, and 

evolutionary and biological constraints.

Section 3. The role of enhancer grammar in development

Initial studies of the IFN-β enhancer, and eve stripe 2 enhancers, inspired many to search for 

enhancer grammar to understand how genomes encode development. Evidence in support 

of and against grammar comes from the manipulation of native enhancers and the creation 

of synthetic enhancers, both of which are mainly analyzed by reporter assays. Genome

wide approaches such as binding assays and comparative genomics are also commonly 

employed to look for patterns of enhancer grammar. Similarly, comparisons of many 

enhancers that give the same expression pattern is another approach that attempts to identify 

“grammatical” patterns within genomes. So far, very few studies have looked at the impact 

of perturbing grammar in the endogenous locus to link grammar to phenotype. In Table 

S1, we summarize studies of grammar within developmental enhancers. While all of these 

studies are informative, because of the complex nature of enhancers, very few investigate 

multiple aspects of enhancer grammar in parallel.

Enhancer Grammar - Features rather than precise sequences

The enhancer features important for encoding gene expression include the type and 

combination of TFBSs, along with the affinity, number, order, orientation, and spacing 

of TFBSs (Figure 2). Other features such as DNA shape (Li et al., 2017), sequences 

that occlude nucleosomes (Levo et al., 2017), and yet more currently unknown features 

may play a role. Initial studies to identify the functional features of enhancers looked for 

and attempted to perturb conserved sequence motifs; however, it is becoming increasingly 

clear that the features of enhancers rather than exact sequence conservation are important 

for encoding gene expression (Farley et al., 2015, 2016; Fuqua et al., 2020). Recently, 

mutagenesis of the intensively studied fly trichome enhancer E3N, which regulates the 

gene svb, found that evolutionary sequence conservation was a poor predictor of functional 

sites highlighting the importance of enhancer features and the challenge in identifying 

such features (Fuqua et al., 2020). Perturbing the affinities and syntax (order, orientation, 

and spacing) of these binding sites and seeing if this has any impact on gene expression 
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patterns can then help us understand if there are grammatical constraints on the enhancer. 

Identifying the functional features that are necessary and sufficient for enhancer activity is 

critical for such studies as one needs to know all the features before trying to perturb them 

to understand the relationship between these features (Farley et al., 2015; Johnson et al., 

2008). Below, we discuss studies that assess the importance of enhancer features during 

development.

1. Affinity of TFBSs—Development requires precise patterns of gene expression, and 

both high- and low-affinity binding sites within enhancers play a role in tissue-specific 

expression. While high-affinity sites are easy to detect, low-affinity degenerate sites are 

hard to identify and could explain why TF binding is observed in the absence of TFBS 

motifs. Low-affinity degenerate sites are known to be important for encoding patterns 

of gene expression in the developing heart, nervous system, notochord, heart, and eye, 

in organisms from flies to humans (Catarino and Stark, 2018; Crocker and Ilsley, 2017; 

Crocker et al., 2016; Datta et al., 2018; Farley et al., 2015, 2016; Gaudet and Mango, 2002; 

Lorberbaum et al., 2016; Rickels and Shilatifard, 2018; Scardigli et al., 2003; Swanson et 

al., 2010; Zandvakili et al., 2018). Increasing the affinity of sites within developmental 

enhancers can lead to ectopic expression. It is thought low-affinity sites confer tissue 

specificity by ensuring combinatorial control of gene expression (Farley et al., 2015). 

There is also evidence that low-affinity sites can preferentially bind related transcription 

factors (Berger et al., 2008). In the Muscle and Heart Enhancer (MHE) active in the 

fly developing heart and somatic muscle, high-affinity ETS sites preferentially bind the 

repressive ETS factor, Yan, while the low-affinity sites preferentially bind the ETS activator, 

Pointed (Figure 3A) (Boisclair Lachance et al., 2018; Halfon et al., 2000). Enhancer 

grammar may also be key to the functionality of low-affinity sites; several studies have 

shown that low-affinity binding sites alone cannot explain the expression observed and 

that incorporating positional information regarding binding sites into computational models 

improves prediction of functional enhancers (Avsec et al., 2020; Boer et al., 2020; King 

et al., 2020). Studies in notochord enhancers find other aspects of enhancer grammar, 

namely spacing and orientation of sites, can compensate for low-affinity sites, presumably 

stabilizing the interactions to ensure a functional enhancer complex (Farley et al., 2016).

2. Order of TFBSs—Developmental enhancers typically contain combinations of TFs 

that work together to ensure precise patterns of gene expression. These can be homotypic 

clusters (Liu and Posakony, 2012), but more commonly, enhancers contain several types 

of TFBSs. Therefore, one aspect of enhancer grammar is the order of TFBSs within the 

enhancer. TFs interact both with the enhancer DNA but also with each other via protein

protein interactions. These interactions can be hetero or homodimers and higher-order 

interactions. Switching the order of binding sites can disrupt such interactions. Indeed, the 

order of sites is critical to encode developmental patterning. In the developing fly eye, the 

sparkling enhancer drives expression in cone cells, changing the order of TFBSs switches 

expression from cone cell-specific to photoreceptor cell-specific (Figure 3B) (Swanson et 

al., 2010). One caveat of this study is that in the process of changing the order of sites, a 

significant amount of sequence is also altered. This highlights a major hurdle in studies of 

enhancer grammar, the need to know the necessary and sufficient sites before manipulating 
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other features, and the need to avoid the creation of new sites. Within the mɑ enhancer, 

which drives expression in the non-sensory organ precursor (SOP) cells of fly proneural 

clusters, changing the order of sites leads to loss of expression in the non-SOP cells of 

fly proneural cells and ectopic expression in other parts of the developing fly. This hints 

that TFBS order is not only necessary for enhancer activity in the tissue of interest, but 

can also prevent activity in ectopic tissues; this is known as preventative grammar (Liu and 

Posakony, 2012). Similar results have been found in mouse heart developmental enhancers 

(Luna-Zurita et al., 2016). Order of binding sites has been shown to be important in the 

mouse liver and stem cells (Fiore and Cohen, 2016; King et al., 2020; Smith et al., 2013). 

Order of binding sites is an understudied aspect of enhancer grammar that needs to be 

included in future studies. The prevalent use of degenerate binding sites in vivo makes 

studying the order of sites a real challenge, as the functional features must first be identified, 

and then any changes in order must be checked to ensure the new arrangement is not 

creating or ablating other functional sites. This is further complicated by the fact that 

there may indeed be more than one encoding of gene expression within the same enhancer 

region. Nonetheless, these studies demonstrate that the order of TFBSs within an enhancer is 

important in encoding developmental expression patterns.

3. Spacing between binding sites—Constraints on spacing between TFBSs may 

ensure all TFs within an enhancer can access their sites, or certain spacings could be 

essential to allow both TF-DNA interactions along with protein-protein interactions such 

as binding of dimers (e.g., (Nam et al., 2007)). In some enhancers, including the IFN-β 
enhancer and several developmental enhancers, helical phasing of sites within enhancers 

is important for expression (Cai et al., 1996; Hanes et al., 1994; Melnikov et al., 2012; 

Passamaneck et al., 2009; Thanos and Maniatis, 1995). Studies in the fly neural ectoderm 

and Ciona nervous system and notochord show that even single base-pair changes in spacing 

affect levels of expression (Crocker et al., 2008; Farley et al., 2016). Spacing between 

binding sites can also dictate the location of expression (Figure 3C). In the developing 

mouse pituitary gland, a two bp spacing between Pitx-1 half-sites within an enhancer is vital 

for activation of growth hormone in the somatotrope cells (Scully et al., 2000). This two 

bp spacing also prevents growth hormone expression in another cell type of the developing 

pituitary, the lactotrope. This is likely not an isolated example. Future studies should also 

consider the interplay of spacing and affinity of sites, as most transcription factor interaction 

pairs recognize composite sites that are markedly different from the motif of each TF alone 

(Jolma et al., 2015).

4. Orientation of TFBSs—Orientation of binding sites refers to the relative direction of 

TFBSs. Changing the orientation of a TFBS causes the TF to bind the other strand of DNA 

in a flipped orientation. This may affect how that transcription factor interacts with other 

TFs bound to the enhancer and the creation of a functional complex. The first demonstration 

of this phenomenon was in a Drosophila immunity enhancer; here, the orientation of Gata 

and Rel are important for enhancer activity (Senger et al., 2004). Soon after, the orientation 

of paired SuH sites were shown to be important for Notch signaling-dependent activity in 

Drosophila wing and eye imaginal discs (Cave et al., 2005). In Ciona development, certain 

orientations of Brachyury and FoxA binding sites, and ETS and Zic sites, are necessary 
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for notochord specific gene expression (Figure 3D) (Farley et al., 2016; Passamaneck 

et al., 2009). In stem cells, four TFs (Oct4, Sox2, Klf4/5, and Esrrb) work together to 

encode pluripotency. These are known collectively as OSKE. Studies of synthetic enhancers 

with different OSKE grammars found that the orientation of sites is crucial for encoding 

expression in mouse ES cells (Fiore and Cohen, 2016; King et al., 2020).

Section 4. Signatures of enhancer grammar from genome-wide assays 

and comparative genomics

Our discussion of the features important for enhancer grammar has so far focused on 

examples where changes in enhancer grammar are measured by reporter assays, which can 

functionally demonstrate the impact of changing grammatical features on transcriptional 

output. Genome-wide studies and comparative genomic approaches are also powerful tools 

to find patterns within the genome; however, without functional validation, these can only 

provide hints about the link between enhancer grammar and gene expression (Halfon, 2019). 

In this section, we look at the putative signatures of grammar found using genome-wide and 

comparative genomic approaches.

Searching for grammar using binding data:

Millions of putative enhancers have been identified using Chip-seq in combination with 

chromatin accessibility data (e.g. (Meuleman et al., 2020; Zinzen et al., 2009)). This 

technique provides a list of potential enhancers, but the true signal in this type of data 

can be clouded by the fact that not all these regions that show binding or open chromatin 

are functional enhancers (Grossman et al., 2017; Halfon, 2019; King et al., 2020; Ryan and 

Farley, 2020). Even so, many studies attempt to look for grammar patterns in such data 

(Cheng et al., 2013; Guo et al., 2012; Nandi et al., 2013; Ng et al., 2014; Wang et al., 2012). 

Other studies functionally test a subset of the resulting genomic regions to validate their 

findings (Junion et al., 2012; Menoret et al., 2013; Sorge et al., 2012; Zinzen et al., 2009).

From flies to humans, orthologs of Tbox5, Nkx2-5, and GATA4 are thought to work together 

to pattern the developing heart. Two genome-wide studies have looked for signatures of 

enhancer grammar in the developing fly and mouse heart, respectively, each comes to 

different conclusions. These differences could be due to species-specific differences or 

limitations of the studies. The first in the developing fly combined Chip-Seq with transgenic 

reporter assays and found that TF co-binding could occur via a combination of TF-DNA 

and TF-TF interactions but did not find any grammatical constraints (Junion et al., 2012). 

The second study in mouse cardiac cells using Chip-exo and structural studies also noted 

the importance of TF-TF along with TF-DNA interactions and found a complex but well

defined motif grammar involving the spacing and orientation of TFBSs. Furthermore, in the 

mouse studies, knocking out one TF caused the other members to bind to different locations, 

providing some evidence that enhancer grammar is important not only to recruit TFs to the 

correct region, but also to prevent recruitment of these TFs to other regions in order to avoid 

inappropriate gene expression (Luna-Zurita et al., 2016). Another study in mouse blood cells 

saw patterns of spacing between TFs at bound loci and functionally validated that such 

spacing was important for levels of expression using reporter assays (Ng et al., 2014). In 

Jindal and Farley Page 7

Dev Cell. Author manuscript; available in PMC 2022 March 08.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



human cells, 92 pairs of TFs show position and orientation preferences between co-binding 

TFs (Wang et al., 2012). While these signatures and patterns provide hints, the true signal is 

likely clouded by non-functional binding, which is further compounded by the challenges of 

identifying functional binding sites, such as the large footprint of standard Chip-seq, and the 

use of degenerate motifs. A combination of eRNA data along with Chip-seq data could help 

detect functional enhancers (Perez-Cervantes et al., 2020), while methods such as Chip-exo 

allow more precise location of the TFBSs (Avsec et al., 2020; Luna-Zurita et al., 2016). It is 

also important to note that the lack of patterns or even presence of patterns within genomic 

data does not mean there is a grammar; ultimately, to harness the most power from any 

signatures seen in genomic regions, functional validation at scale is needed.

Searching for grammar using comparative genomics

Conservation of sequences or TFBSs across species is often used to look for grammatical 

patterns or signatures within genomes. Approaches range from looking at the same enhancer 

across multiple species, to looking at many enhancers with similar expression or comparing 

genomic regions with similar binding patterns within an organism or across organisms 

(Erives and Levine, 2004; Ilsley et al., 2013; Li and Wunderlich, 2017; Lusk and Eisen, 

2010; Markstein et al., 2004; Papatsenko et al., 2009). These attempts have had mixed 

results. In some cases, common signatures pop out, which could be signatures of dimers 

or common interacting partners. There are also rare examples of highly conserved order, 

spacing, and orientation of motifs across bilateria (Rebeiz et al., 2012), or examples where 

the entire enhancer sequence is conserved (Kvon et al., 2016; Lettice et al., 2003). However, 

in the majority of cases, comparative genomic approaches find no patterns and often 

conclude that no grammar exists within genomes. Before such conclusions can be drawn, 

we need to shift our focus from looking for exact sequence motifs to looking for features, 

even degenerate ones. We also need to move away from looking for exact patterns towards 

a more nuanced understanding of the dependency between features and functionally validate 

any hypothesis.

Comparative approaches combined with functional dissection are rare but have been the 

most informative. A common misconception is that lack of sequence conservation, or 

rapid evolution of an enhancer, is inconsistent with the idea of enhancer grammar. Two 

classical studies demonstrate this point, the eve stripe 2 enhancer, and the sparkling enhancer 

(Ludwig et al., 1998, 2000; Swanson et al., 2010, 2011). Careful dissection of the D. 
melanogaster sparkling enhancer elegantly shows the importance of enhancer grammar 

(Swanson et al., 2010). Yet, searching for this grammar in the orthologous enhancer in 

different fly species found no common signatures (Swanson et al., 2011). Indeed, in other 

species, the sparkling enhancer has rapid turnover of motifs, yet the expression pattern is 

maintained. These findings are consistent with the idea that shuffling of specific binding 

sites in orthologous regions by compensatory motif turnover may make the enhancer 

unrecognizable by comparative genomics but keep enhancer tissue-specificity (Evans et al., 

2012; Ludwig et al., 1998, 2000; Swanson et al., 2010, 2011; Taher et al., 2011; Weirauch 

and Hughes, 2010). In such cases, one cannot rule out that there are simply several ways 

to encode the same outcome or that grammatical rules can be conserved whilst encoding 

the information in seemingly different ways. As more studies investigate enhancer grammar 
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using massively parallel reporter assays, it will be crucial to identify if any underlying 

grammatical constraints exist that can explain how these different solutions, in different 

organisms, can encode the same expression pattern. Another exciting future direction will 

be using comparative genomics, not only to look for signatures or patterns of grammar 

that stay constant, but to understand how tweaking enhancer grammar could contribute to 

evolutionary adaptations. We are far from pinpointing grammatical changes associated with 

evolutionary changes, but there are hints that such a goal is possible. In the developing fly 

neural ectoderm, changes in spacing between TFBSs correlates with changes in morphogen 

gradients and expression patterns between species (Crocker et al., 2008).

Section 5. Dependency grammar

Since not all clusters of binding sites drive expression and changes to orientation, order, 

and spacing along with affinity of binding sites impact enhancer function, it is clear that 

some sort of grammatical constraints on gene regulation exist; however, the extent of any 

constraints appears to differ in different enhancers. The majority of studies of grammar 

within developmental enhancers find that enhancers fall between the two extreme models, 

the billboard, and the enhanceosome, respectively. We suggest that Dependency Grammar 

- a model that considers the dependency and interplay between enhancer features and how 

these are shaped by evolutionary, biological, and mechanistic constraints may allow us to us 

classify enhancers into different bins on the spectrum between billboard and enhanceosome. 

Such classification may help us get to unifying principles that relate enhancer sequence to 

expression and, ultimately, which variants cause grammatical errors leading to evolutionary 

and disease phenotypes (Figure 4).

Dependency Grammar - Interplay between spacing and affinity affects enhancer specificity

In ascidians, ETS and Zic bind to enhancers and activate notochord-specific expression 

of genes, including Brachyury and Mnx (Farley et al., 2016; Matsumoto et al., 2007). 

While Zic and ETS sites are necessary for notochord expression, a synthetic screen 

found not all enhancers containing these TFBSs were functional. Functional notochord 

enhancers had particular spacing, number, and orientation of TFBSs. Based on screens 

of synthetic enhancers, a set of crude rules were defined. These were used to turn non

functional enhancer variants into notochord specific enhancers. Rather than a binary and 

rigid organization of sites, an interplay between affinity and spacing of Zic and ETS sites 

is important for notochord expression (Figure 5). Furthermore, because of the interplay 

between features, there were several ways to adhere to the grammatical rules and encode the 

same expression pattern. Functional enhancers could be made less functional by increasing 

the spacing between sites, but the activity of the enhancer could be recovered by increasing 

the affinity of the binding sites to compensate for the worse spacing (Farley et al., 2016). 

This interplay is an example of how affinity and syntax (spacing, order, orientation) of 

binding sites in functional enhancers can be dependent on each other and how grammar 

may be encoded in a seemingly flexible yet grammatical way (Figure 5). A similar 

interdependence is seen in the regulation of pluripotency in ES cells. Certain combinations 

of Oct4, Sox2, Klf, and Esrrb are equally functional, but there are also combinations that 

are inert, and thermodynamic models are more accurate when TF interdependencies are 
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considered (Fiore and Cohen, 2016; King et al., 2020). If features are interdependent, 

then tweaking some features and not others could explain the continuum from billboard 

to enhanceosome, and how enhancers can encode the same information with seemingly 

different sequences and organization of TFBSs.

Using dependency grammar to find enhancers in the genome

The true test of any model of enhancer grammar is using it to find enhancers in the 

genome from sequence alone (Phillips, 2015; Sayal et al., 2016; Vincent et al., 2016). 

To test if the dependency grammar identified for Zic and ETS is broadly applicable, we 

used what we learned about constraints on Zic and ETS TFBSs, affinity, and arrangement, 

along with the interplay between features to search for notochord enhancers in the Ciona 
genome. We previously showed that having all optimal features such as highest affinity 

and best spacing for transcriptional output gave ectopic expression (Farley et al., 2015). 

This appears to be due to the loss of combinatorial control of the enhancer and aberrant 

activation of the enhancer even at low levels of either activating TF. Therefore, specificity 

of gene expression may require enhancers that contain degenerate low-affinity motifs, 

and/or suboptimal organization of sites to ensure tissue-specific expression (Farley et al., 

2015, 2016). To rigorously test the idea of dependency grammar, whilst also considering 

our findings regarding suboptimization, we searched for putative enhancers with very low 

affinity but with good organization. We identified two enhancers with incredibly low affinity 

but good orientation and spacing of sites. Both of these enhancers activate expression 

in the notochord and one lies close to the notochord-specific genes Mnx, the other is 

close to Brachyury (Farley et al., 2016). This demonstrates that dependency grammar can 

identify enhancers in the genome, that there is indeed an interplay between features, and 

that organization can compensate for low affinity. The extreme compensation of organization 

for low affinity could explain the functionality of low-affinity sites. Indeed, there could 

be an entire class of developmental enhancers with poor affinity but good organization of 

TFBSs. It is still unclear why the notochord enhancers we’ve studied and the pluripotency 

enhancers within stem cells appear to use low-affinity sites and grammar, while some 

enhancers such as the ASE5 have much less constraint and the IFN-β enhancer has a very 

rigid grammar. It could simply be that evolution has come up with more than one solution 

to the same problem. Regardless of the number of solutions, understanding what shapes 

the dependencies between features and understanding why different enhancers use different 

degrees of grammar will be vital in cracking the enhancer code.

Dependency grammar parallels to Natural Language Processing

We came to the term Dependency grammar because of our research on notochord and 

neural enhancers that exemplify the dependency and interplay between enhancer features. 

We later discovered that Dependency grammar is also studied in linguistics and considered 

in Natural Language Processing (NLP) methods to describe how languages encode meaning 

(de Marneffe and Nivre, 2019). In linguistics, dependency grammar aims to understand 

the meaning of a sentence based on how words depend on each other. Another approach 

in linguistics is constituency grammar, which is focused on looking for phrases within 

languages. These phrases, or common signatures, are akin to dimers that have been 

identified in enhancers such as Sox and Oct working together in mouse stem cells or many 
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of the signatures identified from genome-wide chip data (Kuroda et al., 2005; Maurano 

et al., 2012; Rodda et al., 2005). In NLP applications, constituency grammar was the 

preferred mode for understanding how language is encoded; however, focus has recently 

shifted to dependency grammar and neural network methods. This parallels the search for 

enhancer grammar, as we have found many dimer interactions that appear to be important 

and are now moving towards understanding the dependency between features. Machine 

learning approaches are starting to provide insight into enhancer grammar yet mainly 

focus on finding commonly co-occurring combinations of motifs or “motif phrases” akin 

to constituency grammar (Avsec et al., 2020; Boer et al., 2020; Chen and Capra, 2020). As 

we amass more functional data from massively parallel reporter assays in combination with 

epigenomic, comparative genomic data, and computational approaches, it will be interesting 

to see how far the parallels between dependency grammar in language and enhancers 

extend. While the metaphor of language is attractive, we want to emphasize that there is a 

complexity and multidimensionality to enhancers far beyond the linearity of language.

Section 6: Organizing principles of enhancer grammar

The use of grammatical rules to identify enhancers in the genome from sequence alone 

is in its infancy with very few successful examples (Farley et al., 2016; Khoueiry et al., 

2010; King et al., 2020). If we are able to predict enhancers from sequence alone, will 

there be a different set of grammatical rules for each enhancer, or will there be unifying 

principles relating grammatical principles to enhancer function? Classifying enhancers based 

on the type of dependency grammar they use may help us get to organizing principles, 

and elucidate how enhancer sequence encodes function. We may even ultimately be able 

to pinpoint which variants impact evolutionary and disease phenotypes. Key to this will 

be working out what shapes the dependencies between features within different types of 

enhancers and how we classify enhancers based on the dependencies between features. 

Below we speculate on the mechanistic, biological, and evolutionary constraints that could 

shape the dependencies between enhancer features.

Transcriptional mechanisms could shape enhancer grammar

One crucial step in gene regulation is how enhancers communicate with promoters. There 

are many modes of enhancer-promoter communication, and these different modes may 

shape grammatical constraints on enhancers. Enhancers extremely proximal to the promoter 

or indeed enhancers intertwined with the promoter may have a more rigid grammar as the 

proximity to the pre-initiation complex puts further constraint on assembly of a functional 

complex. There is some evidence for rigid grammar signatures in regions close to promoters; 

however, these are yet to be functionally validated (Minnoye et al., 2020; Rebeiz et al., 

2012). Most enhancers lie far from their target promoter and are thought to activate 

transcription via various mechanisms, including looping, TADs, chromatin decompaction, 

and even eRNA mediated enhancer-promoter interactions (Benabdallah et al., 2019; Cajigas 

et al., 2018; Furlong and Levine, 2018; Isoda et al., 2017; Tsai et al., 2018). These different 

mechanisms of enhancer-promoter interactions could shape the grammatical constraints and 

the organization of features within enhancers. It will be interesting to see if enhancers that 
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use these different mechanisms of enhancer-promoter communication depend on different 

types of enhancer grammar.

The micro-environment surrounding enhancers before and upon activation of transcription 

is a poorly understood yet active area of research. Different enhancers may well 

experience different types of microenvironments, which could shape the dependencies 

between enhancer features – and thus enhancer grammar. At some genomic regions, high 

concentrations of TFs, co-factors, and transcriptional machinery appear to aggregate with 

enhancers and promoters before and upon transcriptional activation. These are sometimes 

called TF hubs. The high concentration of TFs in these “hubs” may enable binding of TFs 

to low-affinity sites (Lim et al., 2018; Tsai et al., 2017, 2019). Although controversial, 

some suggest these hubs are phase-separated condensates and that the entropy of TFs 

binding to enhancers is required for phase separation and transcriptional activation (Hnisz 

et al., 2017; Shrinivas et al., 2019). If phase separation is occurring and driven by energy 

derived from binding of TFs to the enhancer, the requirement to phase separate may shape 

enhancer grammar. As the field advances, no doubt, we will work out if different enhancers 

experience different microenvironments, the properties of these, and how these impact 

enhancer grammar and gene regulation.

Grammatical constraints could be skewed by other mechanistic constraints, such as 

chromatin dynamics (Avsec et al., 2020; Luna-Zurita et al., 2016). A recent study found 

evidence for FoxA functioning as a pioneer factor at some enhancers, but not at other 

enhancers, with both types of enhancers showing putative evidence for different grammars 

(Geusz et al., 2020). TFs with chromatin remodeling capability such as PU.1, Sox2, 

and Zelda may have similar modes of action, where different grammars exist depending 

on whether the TF is functioning in a pioneer or non-pioneer role. Temporal dynamics 

of TF binding, which may be influenced by numerous factors, could also shape the 

dependency between features. Other aspects of transcriptional regulation that may affect 

enhancer grammar include enhancer-enhancer interactions, additive or synergistic activity of 

enhancers, and transvection (Fukaya and Levine, 2017; Hay et al., 2016; Maekawa et al., 

1989).

Biological constraints on enhancer grammar

The most obvious example of the biological constraints on enhancer grammar is the need for 

tissue-specific gene expression. In Section 3, we discuss many examples where changes 

in enhancer grammar change gene expression (Farley et al., 2016; Liu and Posakony, 

2012; Swanson et al., 2010). It is also possible that the organization of sites is essential, 

not only for activation in one cell type but for preventing expression in another cell 

type (Scully et al., 2000). Tissue specificity can be achieved using tissue-specific TFs, 

and these may be shaped by grammar differently from enhancers that are responding 

to pleiotropic factors or enhancers that are controlled by activators and repressors. The 

concentration and type of TFs binding to the enhancers in different cell types also likely 

shapes the grammatical constraints. Certain grammars could even ensure the coupling of 

two developmental processes. In chick motor neuron development, a combination of direct 

binding at the enhancer and protein-protein interactions are thought to be important for 

Jindal and Farley Page 12

Dev Cell. Author manuscript; available in PMC 2022 March 08.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



coupling of neurogenesis and motor neuron specification (Lee and Pfaff, 2003). The amount 

of constraint may also be linked to the developmental time point, cell type, and the role 

of the enhancer. ASE5 is the most billboard-like developmental enhancer identified so far 

and seems only to require 5 Su(H) sites, although the spacing and possibly orientation of 

these sites may be important. The flexibility of this enhancer may reflect the simplicity of 

the biological need and cell type, as this enhancer only needs to maintain autoregulated 

Su(H) expression in a terminally differentiated cell type (Liu and Posakony, 2012). Other 

aspects of biological constraint that could shape grammar include temporal dynamics of 

gene expression, for example, oscillating genes in development (Kageyama et al., 2018; 

Rebeiz et al., 2012).

Evolutionary constraints may shape enhancer grammar

The hourglass model suggests evolutionary constraint on gene regulation changes across 

developmental time and tissue (von Baer, 1828; Duboule, 1994; Raff, 1996). Although this 

model was first coined to describe the similarity in morphology seen within developing 

embryos, gene expression patterns and gene regulation also follow this hourglass pattern 

(Domazet-Lošo and Tautz, 2010; Kalinka et al., 2010; Liu et al., 2020; Stergachis et al., 

2013). Indeed, a study of developing mouse forebrain, liver, and heart using epigenomic 

data and reporter assays, found the level of evolutionary conservation and constraint on 

putative enhancers followed the hourglass pattern with greatest constraint seen during mid

embryogenesis; similar results are seen in fly enhancers (Liu et al., 2020; Nord et al., 2013). 

Thus, the grammatical constraints on enhancers may be more rigid during the bottleneck of 

the hourglass than at early and later developmental stages.

Conversely, it is also possible that the grammatical constraints within some enhancers 

in the bottleneck of the hourglass may have more flexibility. A common mechanism for 

robustness through this bottleneck is the use of multiple redundant enhancers, known as 

shadow, or redundant enhancers (Barolo, 2012; Bomblies et al., 1999; Cannavò et al., 

2016; Garnett et al., 2012; Hong et al., 2008; Osterwalder et al., 2018; Perry et al., 2010). 

The use of multiple seemingly redundant enhancers ensures transcriptional robustness in 

the face of environmental and genetic perturbations (Frankel et al., 2010; Osterwalder et 

al., 2018; Perry et al., 2010). The number of shadow enhancers involved in a process 

could shape the extent and flavor of grammar seen within the enhancer, allowing flexibility 

in regulatory logic. Although we sometimes call these redundant enhancers, studies of 

Drosophila mesodermal enhancers suggest many of the redundant enhancers are in reality 

actually only partially redundant, encoding function in one tissue at one time point and 

another at another, or encoding similar but not identical patterns of expression (Cannavò et 

al., 2016; El-Sherif and Levine, 2016). In enhancers that encode one or more expression 

patterns, the enhancer logic for both expression patterns may be intertwined within the 

enhancer sequence. This could be another layer of potential constraint on the dependency 

between enhancer features shaped by both evolutionary and biological pressures. As well 

as having multiple enhancers to ensure robustness, there may well be redundancy encoded 

within enhancers. This second type of redundancy could be yet another mechanism that 

shapes the grammatical constraints and could confound studies of enhancers, as apparent 

flexibility in the grammatical constraints could indeed be a mirage of redundancy.
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Constraints shaping enhancer sequence and function are not solely due to things that 

directly affect the enhancer activity. Several studies in embryonic stem cells have found 

that promoters can function as enhancers (Diao et al., 2017). Another example of dual 

encoding are duons, elements that encode both an enhancer and part of an exon (Agoglia and 

Fraser, 2016; Stergachis et al., 2013; Xing and He, 2015). In duons, functional codon usage 

and enhancer sequence constrain the dependency between features within the enhancer. 

Similarly, it has been suggested that some enhancers also serve as origins of replication 

(Pherson et al., 2019). Polycomb response elements (PREs) mediate gene silencing; some 

of these elements also encode enhancer activity in other cell types (Erceg et al., 2017). The 

linking of both silencing and spatiotemporal gene expression may ensure precise expression 

and maintenance of cell identity. Thus, these dual-use genomic regions and the enhancer 

features themselves could also be constrained by the need to maintain other functions such 

as replication or correct encoding of a promoter, a protein, or a PRE. This dual use of 

genomic regions will likely shape dependencies between features in ways that aren’t obvious 

or transcription-centric.

While we have discussed the mechanistic, evolutionary, and biological constraints on 

enhancers separately here, the three are intertwined and together likely shape the 

dependencies between enhancer features (Figure 4). Gaining insight into the modes of 

transcriptional regulation, and biological and evolutionary constraints on enhancers at all 

levels will help us further understand the role of enhancer grammar in gene regulation and 

development and may ultimately allow us to classify enhancers based on the grammatical 

rules that govern them.

Section 7: Reading genomes and pinpointing grammatical changes that 

alter phenotype

As we find more and more enhancer variants associated with disease and evolutionary 

adaptations, it is becoming increasingly important to work out which sequence variants are 

causal within a sea of inert variants associated via linkage. Our lack of understanding of 

how an enhancer encodes expression patterns, the lack of sequence conservation within most 

enhancers, and the use of low-affinity sites, combined with linkage disequilibrium, make 

it hard to identify causal SNPs. Grammar could provide mechanistic insight to overlay on 

top of statistical approaches such as GWAS or eQTL analysis. A combined mechanistic 

and statistical approach could provide a powerful way to pinpoint causal variants. So 

far, there have been no attempts to do this, and it is an exciting future direction. There 

are many steps to this, and we’ve addressed defining grammatical constraints, classifying 

enhancers, and the dependencies between features, but another critical area is understanding 

what types of grammar changes will impact phenotype. Enhancer redundancy makes this a 

challenge. Gain-of-function mutations that lead to aberrant expression could be an obvious 

starting point and may be successful in some enhancers. Identifying causal variants in 

other enhancers is likely more nuanced. In some enhancers, extensive genetic epistasis 

within developmental enhancers may mean some SNPs can buffer the functional impact of 

large-effect variants in TFBSs making it harder to identify the causal variants (Cannavò et 

al., 2016). Furthermore, there are examples where causal SNPs are found in regions that are 
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not thought to harbor TFBSs. Why such SNPs have an impact remains to be seen, this could 

be due to our inability to identify degenerate or non-canonical TFBSs. To our knowledge, 

only one study has experimentally investigated the link between enhancer grammar and 

phenotype. In the developing fly, manipulating the grammar of the MHE enhancer active 

in the somatic muscle and heart affects fitness, but only in homozygote animals exposed to 

stress (Boisclair Lachance et al., 2018; Halfon et al., 2000). Many more studies are needed 

to understand the link between enhancer grammar and phenotype.

Conclusion:

The promise of enhancer grammar to unlock the instructions for development encoded 

in our genomes is tantalizing yet elusive. Here we review the literature on enhancer 

grammar within development. The two most common models of enhancer grammar have 

been around for decades, and, in reality, these likely represent extremes of a spectrum. 

The third model highlights the importance of protein-protein interactions in addition 

to TF-enhancer interactions and motif flexibility. We propose dependency grammar as 

a conceptual model that unifies the three current models and more accurately reflects 

the range of enhancer grammars discovered so far. Dependency grammar considers the 

interplay and dependency between the type, affinity, and syntax of sites along with the 

biological, evolutionary, and mechanistic constraints that shape these dependencies (Figure 

5). Understanding what shapes these dependencies and classifying enhancers based on 

where they lie on this spectrum of grammatical constraints may help us reach the holy grail 

of unifying principles of enhancer grammar – A Strunk and White for enhancers. The true 

test of such a model uses grammar to predict enhancers in the genome and design synthetic 

tissue-specific enhancers at scale. Beyond this, as most variants associated with disease lie 

within enhancers, finding ways to effectively pinpoint causal variants within a sea of linked 

inert variants is paramount. If grammatical rules are found, violations in these rules may 

hold the key to pinpointing such causal variants. Towards this goal, the relationship between 

enhancer grammar and phenotype must be interrogated. Ultimately one day, we may be 

able to read the instructions for development encoded in our genomes and pinpoint causal 

enhancer variants underlying disease and evolutionary adaptation. It is an exciting time, 

full of potential. Nevertheless, the complexity of enhancer sequence space, as well as the 

diversity of TFs, co-factors and transcriptional machinery, and the complexity of organisms 

means the study of enhancer grammar is highly complex, and much work remains in order to 

discover the “Strunk and White” of enhancer grammar in living organisms.
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Refer to Web version on PubMed Central for supplementary material.
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Figure 1: Enhancers encode precise patterns of gene expression; sequence changes in enhancers 
can alter expression patterns, causing disease and evolutionary adaptations.
(A) Enhancers control the location and timing of gene expression. Ciona heart and neural 

enhancers are shown (Bertrand et al., 2003; Christiaen et al., 2009). (B) Sequence changes 

within enhancers can lead to changes in the location and timing of gene expression causing 

developmental defects such as polydactyly (Kvon et al., 2020; Lettice et al., 2008). The 

expression of Shh in the developing limb bud is shown in purple, an A to G bp change 

within the ZRS limb enhancer leads to ectopic expression of Shh and an extra thumb.
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Figure 2: Enhancer Grammar.
Physical interactions between transcription factors and the DNA along with protein-protein 

interactions are thought to be important for formation of a functional enhancer complex. 

Features of enhancer grammar include TFBS type, number, affinity, order, spacing, and 

orientation.
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Figure 3: Affinity, Order, Spacing, and Orientation of sites within enhancers are essential for 
encoding tissue-specific gene expression during development.
(A) A combination of low-affinity and high-affinity ETS sites within the MHE enhancer 

restrict expression to the muscle and heart cells of the developing fly. Low-affinity sites bind 

an activator form of ETS called Pointed, removing low-affinity sites reduces expression. 

High-affinity sites bind a repressive form of ETS called Yan, loss of high-affinity sites 

leads to ectopic expression (Boisclair Lachance et al., 2018). (B) In the developing fly eye, 

specific orders of SuH, ETS, LZ, δ and ε TFBSs activate expression in the cone cells and 

repress expression in the photoreceptor cells. Changing the order of sites can lead to loss of 

expression in the cone cells and ectopic expression in the photoreceptor cells (Swanson et 

al., 2010). (C) In the developing mouse pituitary, a 2-bp spacing within a Pit-1 site allows 

for expression in the somatotrope (S) cells and repression in lactotrope (L) cells, removing 

this spacing leads to ectopic expression of GH in lactotrope cells (Scully et al., 2000). (D) In 

Ciona, the orientation of a FoxA site within the Tune enhancer ensures notochord expression 
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(Passamaneck et al., 2009). Not all sites within each enhancer are shown; for simplicity, we 

focus on the sites that when manipulated impact gene expression. Expression patterns are 

shown in red.
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Figure 4: Dependency Grammar.
Enhanceosome and Billboard models are extremes of a spectrum. TF-collective model 

suggests motif flexibility and highlights the importance of both TF-DNA and protein-protein 

interactions. Enhancers fall at various positions on this spectrum based on the dependency 

between enhancer features which are shaped by mechanistic, evolutionary, and biological 

constraints.
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Figure 5: Notochord activity depends on the interplay between affinity and spacing of Zic and 
Ets sites.
Compensation between affinity and spacing encodes notochord expression. When both 

spacing and affinity are poor, notochord expression is lost; when one is good and the other 

poor, notochord expression is recovered. (Farley et al., 2016).
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