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Mitotic cell division is a process requiring a highly coordinated dance between many 

enzymes, substrates and metabolites to result in the segregation of identical sets of 

daughter chromosomes.  A hallmark of cancer is the ability to perturb this process in 

ways that increase the proliferation of cancer cells.  We have studied several aspects of 

cellular division in order to further elucidate how cancer cell progression can occur in 

human disease.  Mammalian cell division is a biological process that has been studied 

for decades and important discoveries often coincide with the development of novel 

tools and techniques.  I have developed a new cell-based high-throughput screening 
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tool that combines CRISPR/Cas9 technology with the Fluorescence Ubiquitin Cell Cycle 

Indicator system (FUCCI) for assessing the cell cycle effects of knocking out genes of 

interest.  This tool provides a genome-encoded cell cycle phase indicator system and 

dox-inducible Cas9 for use with guide RNA libraries for future screens. 

Many of the proteins our lab studies were initially identified through either proteomic 

analysis or genomic screening.  While these approaches have yielded interesting hits, 

they have focused exclusively on protein-based regulation of cell cycle progression and 

division. To this end we performed a high-throughput screen of 1,200 different naturally 

occurring metabolites in order to find novel affectors of the cell cycle and have identified 

180 putative.  These results will provide the basis for future projects analyzing these 

metabolites and their roles in cell cycle regulation. 

Ribosome biogenesis has long been linked to cell proliferation and in my studies, I 

characterized Rexo4, an exonuclease responsible for processing nascent ribosomal 

RNA.  Recent studies suggest that Rexo4 is a biomarker for cancer disease and is seen 

to be upregulated in cancer cells at both the mRNA and protein level.  My work has 

determined that Rexo4 is a requirement for cell cycle progression in mammalian cells 

and that both its nucleolar localization and exonuclease activity are required for cell 

proliferation. 
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Cell cycle, checkpoints 

Cell proliferation is the complex process of a cell replicating its DNA and necessary 

components, then separating both of these into identical daughter cells.  In interphase, 

cells undergo growth and duplicate their DNA; interphase is separated into 3 separate 

phase: G1, S, G2 [1], [2].  Gap 1 (G1) is the period which the cell prepares for the DNA 

replication that occurs in synthesis phase (S phase).  Gap 2 (G2) is the period which 

the cell prepares for mitosis (M phase), in which the DNA is equally separated into two 

new cells.  Mitosis is separated into prophase, prometaphase, metaphase, telophase 

and anaphase; which are all defined relative to what is happening to the DNA [1].  In 

prophase, the nuclear envelope breaks down and DNA condenses into individual 

chromosomes.  This is followed by prometaphase in which the chromosomes attach to 

the spindle and in metaphase, the chromosomes organize into a symmetric plate.  

During anaphase, chromosomes segregate to separate sides of the cell and once they 

are far enough from each other, individual nuclei form in telophase prior to cytokinesis, 

which forms two new cells that can repeat the cell cycle[3].  Regulation is required in 

every step of this cycle and the dysregulation of such is the basis of human cancers [4]. 

Tumor cells are the result of a mix of unscheduled proliferation, genomic instability and 

chromosomal instability [5]–[7].   

Mammalian cell cycle progression is directly regulated through a subset of cyclin-

dependent kinases, in interphase these are CDK2, CDK4 and CDK6, while CDK1 is the 

mitotic regulator, also known as cell division control protein 2 (CDC2) [4], [7]–[9].  Cyclins 

are a family of proteins that are required to activate kinase activity in CDKs, along with 

having roles in complex formation [10], [11].  Cyclin D1 is most abundant in G1, 
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associating with CDK4 and CDK6 to phosphorylate the major tumor suppressor 

retinoblastoma protein (Rb) [10], [12].  Cyclin C is also most abundant in G1, associating 

with CDK2 to phosphorylate Rb.  Cyclin B is the mitotic cyclin that associates with Cdk1 

in order to license spindle attachments and nuclear envelope breakdown  [12].  Three 

major cell cycle checkpoints exist between different phase transitions in order to 

guarantee the cell has required components for the next phase of the cell cycle.  The 

checkpoints in place are: the G1/S transition, the G2/M transition and the metaphase to 

anaphase transition [13].  The G1/S transition checkpoint confirms the cell has enough 

nutrients to undergo the metabolic stress of DNA replication and synthesis of proteins 

required for that replication [14], [15].  The majority of human cancer cells feature many 

mutated components in this checkpoint, allowing increased proliferation, a hallmark of 

cancer cells [16].  This checkpoint is also linked to the mammalian target of rapamycin 

(mTOR) which regulates cell growth via nutrient signaling pathways [17].  The G2/M 

transition checkpoint prevents entry into mitosis, based on DNA damage response 

(DDR) mechanisms in the cell that sense double stranded breaks in chromosomes [16], 

[18].  A major part of the DDR pathway is p53, which is a nuclear transcription factor 

responsible for activation of several target genes involved in proliferative arrest and 

capable of inducing cell apoptosis [19], [20].  Studies have shown that half of human 

cancers feature a mutation in the TP53 gene, resulting in the expression of mutant p53 

that is able to accelerate tumor growth [19], [21].  A faulty DDR pathway is therefore able 

to drive genomic instability. 

The last major checkpoint occurs at the metaphase to anaphase transition and checks 

for proper bipolar-spindle formation.  This checkpoint relies on mechanisms that 
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depolymerize improperly attached microtubules and the spindle assembly checkpoint 

(SAC), which is a signaling cascade that monitors for proper kinetochore state [13], [22].  

Human cancers often have a dysfunctional SAC that allows them to form defective 

spindles, which in turn leads to the majority of cancer cell types displaying aneuploidy or 

an abnormal number of chromosomes [6], [23].  Thusly, chromosomal instability typically 

stems from the disfunction of the metaphase to anaphase transition. 

 

Ribosomes and cell proliferation 

Ribosomes are the protein factories of the cell in which messenger RNAs (mRNA) are 

translated into protein.  Cell growth is a prerequisite for cell proliferation, as proliferating 

cells essentially double their contents prior to mitosis [24].  Ribosomes have been seen 

to be the limiting factor in cell growth, as up to 80% of cellular building materials and 

80% of the energy used in proliferation are required for synthesis and assembly of 

ribosomal components [25], [26].  Ribosomes are large complexes made of four 

ribosomal RNAs and about 80 proteins, with assembly requiring 200-plus additional 

proteins [27]–[29].  Since this process presents such a resource intensive endeavor, 

ribosome biogenesis is linked to the same nutrient sensing mechanisms as the G1 to S 

checkpoint via the TOR pathway [30], [31].  Studies report that mTOR directly binds to 

the promoters of RNA polymerase I and RNA polymerase III in mammalian cells, 

suggesting that there is transcriptional control over these genes essential for ribosome 

biogenesis[32]. For these reasons proliferative control and ribosome biogenesis are 

intricately and intimately linked.  Another direct link ribosome biogenesis has to the cell 

cycle is its relationship with p53; studies have demonstrated that perturbating ribosome 
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biogenesis stabilizes p53 and causes a proliferative arrest.  This happens through the 

binding and inhibition of Mdm2, a E3 ubiquitin-protein ligase that inhibits p53, by 

numerous ribosomal proteins [33].  In cancer cells, where increased cell proliferation is 

a hallmark, there is a mirrored increase in ribosome formation and in turn protein 

synthesis.  There is growing evidence that this increase in ribosome biogenesis is due 

to a mix of faulty mTORC1 (mTOR complex 1) signaling, mutations in TP53 and Rb 

inactivaton [34]. 
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Abstract 

The mammalian cell cycle is an intricate process that requires the coordination of many 

enzymes, substrates, post-translational modifications and metabolites.  Due to this 

complexity, the discovery of new proteins of interest or elucidation of regulatory 

pathways often goes hand in hand with the utilization of novel techniques or tools.  We 

have developed a new screening tool that combines the CRISPR/Cas9 gene editing 

technology with the fluorescent ubiquitin-based cell cycle indicator (FUCCI) system in 

HeLa cells.  We believe this cell line can be a useful new tool for CRISPR-based 

screening because it does not rely on additional reagents for cell cycle phase 

determination. 

 

Many of the mitotic proteins our lab studies were initially identified through either 

proteomic analysis or genomic screening.  While these approaches have yielded 

interesting hits to further analyze, these screens focused exclusively on protein-based 

regulation of cell cycle progression and cell division. As such, we sought to expand the 

field’s knowledge of cell cycle regulation and performed a cell cycle screen using a 

library of about 1,200 cellular metabolites and identified around 180 putative hits.  

These results will provide our lab a fresh avenue of study and will provide the basis for 

future projects analyzing these metabolites and their role in regulating the cell cycle. 
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Introduction 

Mitotic cell division is a highly coordinated process requiring many enzymes, substrates 

and metabolites that results in two identical daughter cells.  Genome-wide screening 

has been used countless times to study a variety of processes within cell division [35]–

[37].  Furthermore, with the advent of CRISPR/Cas9 gene editing technology, genomic 

knockout screens became much more feasible and common to do in mammalian cell 

lines [38]–[40].  CRISPR/Cas9, short for Clustered Regularly Interspaced Short 

Palindromic Repeats and CRISPR-associated protein 9, has been a revolutionary tool 

that has unlocked genomic editing for nearly every existing gene target [41]–[44].  In 

addition to the vast difference in targetable sequences, CRISPR is far more efficient 

than older zinc finger nuclease (ZFN) or transcription activator-like effector nuclease 

(TALENs) technology, while being able to multiplex knockouts by simply adding different 

guide RNAs [41], [45], [46].  CRISPR genome editing takes advantage of an adaptive 

bacterial endonuclease that uses a guide sequence inside of an RNA complex.  This 

complex binds to targeted DNA sites via Watson-Crick base-pairing and allows the 

Cas9 endonuclease to introduce a specific double-sided break in the DNA, inducing 

non-homologous end joining (NHEJ) and subsequent gene silencing if the coding 

sequence is knocked out of frame.  Gene editing can also be accomplished with this 

system if a repair template is provided during Cas9 cleavage, allowing homology-

directed repair (HDR) mechanisms to occur instead of NHEJ [47], [48].  Overall, 

CRISPR is an incredibly powerful and versatile tool for genomic screening purposes. 
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Our genomic screening schemes have typically used cell cycle phase as a phenotypic 

readout, since we are mostly interested in cell cycle progression as it relates to cancer 

division.  As such, we choose to use the Fluorescent Ubiquitination-based Cell Cycle 

Indicator (FUCCI) in order to visualize any cell cycle phase via immunofluorescent 

imaging.  FUCCI utilizes two fluorescently-labeled proteins that have cell cycle-

dependent abundance, due to their differing ubiquitination schedules during the cell 

cycle, mCherry-labeled CDT130-120 is present throughout G1 and very early S phase, 

while mVenus-labeled Geminin1-110 is present from S phase to the end of mitosis.  This 

system allows for cells to fluoresce red from G1 to early S, green from S to mitosis, and 

orange during early S phase, providing a genome-encoded means for cell cycle phase 

detection in high-throughput fashion [49]. 

The metabolite library we are screening contains around 1,200 different commercially 

available, naturally occurring compounds and is arrayed in individual wells across 4 

384-well plates at 1mM.  The first 3 plates of metabolites are dissolved in DMSO and 

the last plate is composed of metabolites that better solubilized in water.  The library is 

not limited to, but includes a mix of: amino acids, sugars, lipids, organic acids, and 

hormones.  Several metabolic enzymes are known to regulate cell cycle dynamics and 

one example is that a proliferatively-committed cell, upregulates glycolytic pathways 

after the G1/S checkpoint and either a reduction of available glucose or blockage of 

glycolysis will arrest proliferation [50]–[52].  Lipids also play several roles in cell cycle 

progression and different classes of lipids fluctuate in abundance during the cell cycle. 

[53].   
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Results and Discussion 

HeLa Fucci iCas9 is a powerful novel screening tool 

To create a novel cell-based screening tool for assessing the cell cycle effects of 

knocking out genes of interest, we combined two existing technologies, CRISPR/Cas9 

and the FUCCI reporter system (Figure 1A) [40], [42], [49], [54].  We performed two 

rounds of antibiotic selection for HeLa FUCCI cells that had a tetracycline repressor and 

a doxycycline-inducible Cas9 randomly integrated via lentiviral transduction.  Next, we 

seeded 96-well plates for limiting dilution to isolate monoclonal cell lines and twelve 

different clones were analyzed via immunoblot for expression of Cas9 and Cas9 

leakiness when not in the presence of doxycycline (Figure 1B).  We identified clones 2, 

6, and 11 as being suitable for screening purposes, as they all express high levels of 

Cas9 during dox-treatment with minimal leakiness in regular media.  We then tested 

clone 11 for Cas9 protein stability after a single day of dox treatment, the results 

demonstrate that the majority of expressed Cas9 levels are present 48hrs after washing 

into non-dox containing media and a little under half of Cas9 is present after 72hrs post-

media change. 

High-throughput metabolite screen  

To better understand if and how the cell cycle is influenced by metabolites, we designed 

a high-throughput metabolite screen in conjunction with the CNSI and tested about 

1,200 commercially available metabolites for the ability to alter cell cycle kinetics in 

HeLa cells.  Before we tested the metabolite library, we optimized our screening 

protocol and validated our screening methods.  Throughout these experiments we used 
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Vybrant DyCycle Green Stain in order to visualize DNA content via plate-scanning 

cytometry.  First, we determined optimal seeding density for imaging on the scanning 

cytometer while testing HeLa cell tolerance to DMSO, as the vast majority of the 

metabolites were suspended in DMSO.  We determined that a cell density of 4,500 cells 

per well was the optimal density to image individual cells with minimal clumping.  With 

this plate, we also determined that our screen should not exceed 1% total DMSO per 

well, as cells that received higher concentrations of DMSO displayed unwanted cell 

death.  Next, we tested known cell cycle effectors to confirm that we were able to see 

cell cycle arrests using our methodology.  We confirmed that thymidine and taxol were 

able to synchronize cells in their expected phases, G1 and G2/M respectively, giving us 

confidence that our screening protocol would properly identify metabolites that would 

alter the cell cycle (Figure 2A).  

 

After treating HeLa cells in 384-well plates for 20 hours with 5uM of each metabolite, we 

added Vybrant DyCycle Green to stain for DNA content and incubated cells for 3 hours 

prior to analyzing each plate on the Acumen scanning cytometer.  Several of the hits 

found in the library stood out immediately, as the initial readout displayed from the 

instrument are per-well images from each plate (Figure 2B).  Wells from each plate that 

displayed a different shade of green were noted due to their clear differences in DNA 

content when compared to the untreated wells.  Averages of percent of cells in each cell 

cycle phase and total cell count were calculated from the untreated wells in each plate.  

Standard deviations from the average were calculated for each compound and hits were 

defined as any compound that displayed a change in any cell cycle phase by at least 2 
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standard deviations (Table 1).  In the library of roughly 1,200 compounds, 180 of these 

were hits.  After comparison of our statistical analysis with our collaborators at the 

Molecular Screening Shared Resource (MSSR), we choose 22 of our top hits and 

obtained a “mini library” sample plate to analyze via immunofluorescence microscopy 

(Table 2).  However, after a deeper literature search for each of these metabolites, it 

was evident that the majority of these identified compounds were known cancer drug 

candidates.  Strikingly, the 4 hits in our mini library that were not already known cancer 

drugs were fructose, d-tagatose, perillartine, and l-(-)-sorbose.  Due to the other 18 

initial hits being well characterized in their effects on cancer cells, we focused on 

analyzing the remaining 4 sugars.  We then treated cells with these 4 compounds at 

5uM to mimic the screening protocol and imaged these coverslips via 

immunofluorescence microscopy, initially staining for alpha-tubulin and DNA only.  Our 

goal for these set of experiments was to determine if we could observe any immediate 

cell cycle defects after overnight treatment; but after imaging, there were no 

immediately obvious defects to be seen (data not shown). 

Conclusions 

We have developed a cell-based screening tool in the HeLa FUCCI iCas9 cell line that 

is ready for use in high-throughput genome-wide screening studies.  The dox-inducible 

Cas9 allows for gene knockouts using either pooled or arrayed gRNA libraries and the 

FUCCI system provides a convenient phenotypic readout for cell cycle-related studies. 

Our metabolite library screen has produced 180 putative hits after treating cells 

overnight with 5uM of each metabolite and we chose 22 of these to study further.  

However, there seems to be oversight when compiling our initial mini library for further 
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study via immunofluorescence microscopy, as 18 of the 22 of these initial hits are 

already well characterized for their ability to cause a cell-cycle arrest and are all either in 

clinical trials as cancer treatments or are already being used as cancer drugs [55]–[72].  

Curiously, the four remaining hits on the list were all sugar compounds, which is of note, 

because many cancer cell types are dependent on an increased glucose metabolism 

[73].  Fructose displayed a modest increase in S-phase cells and G2/M-phase cells, 

while having a larger decease in G1-phase cells.  D-tagatose, perillartine, and L(-)-

sorbose each had a similar pattern of a large decrease in cells in G2/M and large 

increase in Sub-G1 cells, but vary in each phase from compound to compound.  

Specifically in L(-)-sorbose, we observed a large increase in total cell count, a large 

decrease in G1 cells and a moderate to large increase in S cells.  These are interesting 

results and according to a preprint journal, L(-)-sorbose may exhibit antitumor activity, 

inducing cell apoptosis and inhibiting tumor growth with or without other cancer drugs 

present [74].  Other sugars are known to affect proliferation in cells as well, mannose 

has been reported to inhibit cancer cell growth and increase efficacy of antitumor 

treatment, while fructose (also found with this screen) has recently been shown to 

increase tumor growth in mice [75], [76].  Considering we have shown this screen is 

capable of identifying known cancer therapeutics, these sugars should be further 

investigated for possible therapeutic purposes. 

Future perspectives 

The HeLa FUCCI iCas9 cell line we have developed is ready for use in high throughput 

genomic screens in conjunction with CRISPR gRNA libraries.  Originally, we had 

developed this tool in conjunction with the MSSR to validate their arrayed gRNA library, 
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however the library they chose to develop was based off a GFP-tagged construct, 

making our cell line incompatible with their library.  Future experimentation with this cell-

based tool would therefore involve a gRNA library without any fluorescent tags to 

confound results.  One way to immediately improve this tool, would be to redevelop it 

using one of the newest FUCCI technologies, FUCCI(CA), which is able to distinguish 

between G1, S and G2/M using 3 colors [77].  FUCCI4 takes this one step further and is 

able to distinguish between all 4 of these cell cycle phases, incorporating a far-red 

fluorescent tag [78].   

There are a few future experiments we have in mind to advance the metabolite 

screening project.  Considering our first mini-library of top hits included mostly known 

cancer drugs, the first thing we should do is to obtain more of the top hits and to verify 

their novelty before moving forward with them.  Another alternate method is to classify 

the whole 180 metabolite hit list into metabolic pathways and choose a pathway or two 

to investigate further.  As previously mentioned, the initial immunofluorescence 

microscopy performed on the sugars identified did not yield any striking observations.  

By choosing a full pathway to study, it would allow us to focus on the type of 

phenotypes we would like to explore.  Other directions for this screen would be to rerun 

the metabolite library screen, but at a higher concentration.  This could reveal novel cell 

cycle effectors that have a dose dependent response such that the original 5uM 

concentration would not be enough to change cell cycle dynamics meaningfully. 

 

Once more target metabolites are identified, it would be interesting to synchronize the 

HeLa cells prior to metabolite treatment in order to observe if any cell cycle arrests 
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occur.  While this screening data suggests where these cell cycle arrests may occur, we 

can fully confirm it through this experimental scheme. 

With all this said, it would be in our best interest to further explore the sugars we 

identified in the initial screening run.  Precedent does exist for sugars affecting cell cycle 

dynamics in cancer cell proliferation and new avenues of cancer therapy may be 

discovered.  Although most of our 22 initial top hits were known and well-studied cancer 

drugs, this does give us confidence in the screens ability to identify cell cycle effectors. 

Materials and Methods 

Cell Culture 

293T and HeLa cells were grown in F12:DMEM 50:50 (Gibco) with 10% FBS, 2mM L-

glutamine and penicillin/streptomycin (Gibco) in 5% CO2 at 37°C.  Tetracycline-tested 

FBS was used when indicated. 

Isolation of HeLa FUCCI iCas9 cell line 

To develop our HeLa FUCCI dox-inducible Cas9 cell line, we first packaged a plasmid 

containing a tetracycline repressor driven by a CMV promotor (Addgene, Plasmid 

#:17492) into lentivirus using the Takara Lenti-X™ Packaging Single Shot system 

(Takara, Cat #: 631276). A 10cm dish of 293T cells in 8mL of tetracycline-free media 

was transfected at 80% confluency with a 600uL solution containing 7ug of our tet-

repressor plasmid combined with the lyophilized Lenti-X nanoparticle mix.  After 

overnight incubation at 37°C with 5% CO2, 6mL of fresh media was added to the plate 

and incubated for an additional 48hrs at 37°C.  Afterwards, 14mLs of the lentivirus 

containing media was collected, and centrifuged gently at 500g to pellet any cells.  The 
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clarified media was incubated at 4°C prior to concentration using a Lenti-X concentrator 

kit (Takara, Cat #: 631232).  After concentrating lentivirus into a pellet, it was 

resuspended in 1mL of complete media.  Presence of lentivirus was confirmed using a 

Takara Lenti-X GoStix™ kit (Takara, Cat #: 621280).  6-well plates of HeLa FUCCI cells 

were seeded at 2x105 cells/well in 2mL of complete media prior to transduction with 

850uL of complete media with 12ug/mL of Polybrene (Millipore Sigma, Cat #: TR-1003-

G) combined with 150uL of 1:25 diluted lentivirus, for a total of 1mL per well.  Virus-

containing media was aspirated after overnight incubation and replaced with fresh 

growth media and cells were incubated for another two days prior to transferring them 

into a 10cm plate.  We selected with media containing 5ug/mL of blasticidin (Millipore 

Sigma, Cat #: 203351-10ML-M), replacing media every 2 to 3 days until all the cells in 

the non-transduced control plate were dead.  The selected HeLa FUCCI cells were then 

grown in complete media without selection agent until plate reached 50% confluency. 

Monoclonal HeLa FUCCI TRex cell lines were then isolated by limiting dilution.  We 

seeded multiple 96-well plates with 100uL of media containing 5 cells/mL, then 

incubated until colonies could be transferred to 12-well plates.  When confluent enough, 

cells were collected and analyzed via immunoblot for the presence of the tetracycline 

repressor.  A single clone was chosen and the same protocol was performed using a 

Cas9 lentivirus vector (Addgene, Plasmid #110837) and clones were selected with 

puromycin at 2ug/mL.  Multiple clones were isolated and tested further. 
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Immunoblotting 

For analysis of different HeLa FUCCI iCas9 clones, each clone was seeded in 2 

separate wells of a 6-well plate at 25% confluency and incubated overnight in 5% CO2 

at 37°C overnight.  The following day, one well was induced with 0.2ug/mL of 

doxycycline (Sigma Aldritch, Cat # D5207) in tet-free media, the other corresponding 

well was used as a non-induced control.  Cells were incubated for 16hrs, then collected, 

lysed and extracts were resolved on a 4-20% SDS-PAGE gel before transferring onto a 

PVDF membrane.  Membranes were incubated with indicated antibodies and imaged 

using a LI-COR Odyssey.  Cell extracts were prepared as previously described (Gholkar 

et. al 2016).  

For determination of post-induction Cas9 protein stability, 2 10-cm plates were seeded, 

and one plate was induced with 0.2ug/mL of doxycycline in tet-free media for 24hrs.  

Uninduced control and induced samples were collected and saved for later lysate 

extraction.  Induced plate was washed into non-doxycycline tet-free media and samples 

were taken at the times indicated post-wash.  All samples were lysed and cell extracts 

were analyzed as previously described.  Band intensities were quantified using ImageJ 

and normalized to the sample collected after 24hrs of doxycycline induction. 

Metabolite Library Screening 

To determine correct seeding density and maximum DMSO concentration for the library 

screen, DMSO diluted in 25uL of complete media as previously described, with the 

exception of using F12:DMEM 50:50 with no phenol red (Gibco, Cat #: 21041025), was 

added to 384-well plates for final concentrations of either: 0% 0.5%, 1.0%, or 2.0% 
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using a Thermofisher Multidrop™ liquid handler.  Cells were then seeded in similar 

fashion in 25uL of media at either: 3.0x103, 4.5x103, or 6.0x103 cells per well, prio to 

incubation at 37°C and 5% CO2 for 20hrs.  After overnight incubation, 50uL of 10uM 

Vybrant™ DyeCycle™ Green diluted in complete media was added with the Multidrop, for 

a final concentration of 5uM of staining solution, the plate was incubated with dye for 3 

hours at 37°C and imaged using an Acumen© EX3 scanning cytometer with laser power 

at 6mW (TTP Labtech, discontinued).  All data acquisition was done via Acumen’s 

Cellista software and exported to Excel spreadsheets and tiff images.  

To test validity of our screening protocol we seeded a 384-well plate as previously 

described except wells were treated with a final concentration of either 5mM of 

Thymidine or 1uM of Taxol, instead of adding DMSO. 

To screen the metabolite library, we added 25ul of complete media to each well of four 

384-well plates.  We transferred 0.25uL of each 1mM metabolite solution from the drug 

stock plates into our four 384-well plates on a Beckman BioMek™ FX liquid handler.  We 

added 4,500 cells to each well of these plates, left them at room temperature for an 

hour to settle the cells, and then placed them in the incubator at 37°C and 5% CO2 for 

20hrs. After overnight incubation, DyeCycle Green was added as previously described 

and the plates were incubated for another 3 hours prior to scanning each plate with the 

Acumen EX3.  Raw data was exported from Cellista into Excel spreadsheets and tiffs 

were exported for the plate images.  Averages and standard deviations were calculated 

from untreated wells per plate of each recorded statistic: live cell count, and % of live 

cells in G1, S, or G2/M.  Then, we calculated each metabolite’s deviation from the 

untreated average for each recorded data point and defined any metabolite that caused 
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a shift of 2 standard deviations or greater, a hit. 

A sample mini library of our chosen 22 initial hitlist was obtained and used for 

phenotypic analysis. 

Fixed-cell immunofluorescence microscopy 

Fixed-cell immunofluorescence microscopy was performed as previously described 

(Garcia et. al 2021), except substituting blocking buffer with an alternate buffer 

comprised of: 0.2M Glycine, 2.5% FBS, and 0.1% Triton-X-100 in PBS.  Cells were 

fixed with 4% paraformaldehyde, permeabilized with 0.1% Triton-X-100 in PBS, and 

costained with 0.5ug/mL Hoechst 33342 and anti-α-tubulin.  Imaging of cells was carried 

out using a Leica DMI6000 microscope (Leica DFC360 FX Camera, 6x 1.4-0.60 NA oil 

objective, Leica AF6000 software).  
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Figure 1.  HeLa FUCCI iCas9 system.  (A) A tet-repressor and Cas9 were randomly 

integrated into HeLa FUCCI cells through sequential rounds of lentiviral transduction.  

(B) A monoclonal tet-R containing HeLa FUCCI cell line was transduced with lentivirus 

containing tetO controlled Cas9.  Post-selection, limiting dilution was performed and 

individual clones were analyzed for clean expression of Cas9.  Cells were collected 

after 24 hours of doxycycline induction.  (C)  HeLa FUCCI iCas9 cell line was dox-

induced for 24 hours, then dox was washed out with regular growth media and samples 

were collected for analysis via western blot every 24 hours for 3 days post-wash.  Graph 

shows quantification of Cas9 bands normalized to 24 hours after dox-induction (Dox +). 
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Figure 2.  Metabolite library screening.  (A)  Screening protocol was validated using 

thymidine and taxol as known cell cycle effectors.  Percent of total cells are an average 

of 16 wells for the treated conditions and 32 wells for the untreated cells. (B) Visual 

representation of each scanned metabolite library plate, shade/brightness of green 

represents average DNA content of the imaged cells in each well. 
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Table 1 Metabolite Library Screen Hits 
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Table 1 Metabolite library screening hits.   

HeLa cells were treated with 5uM of each metabolite for 20 hours prior to addition of 

DyeCycle Vybrant Green DNA stain and analyzed with a scanning cytometer.  Each 

metabolite was analyzed for deviation from the mean of untreated cells in their 

respective plate.  List is of every metabolite shown to alter cell cycle percentages by at 

least 2 or more standard deviations. 
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Table 2 Metabolite Library Screen Initial Hit List 

 

Table 2 

Table of initial hits chosen for further study via immunofluorescence microscopy. 
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Supplemental Data 

Table 1A Metabolite Library - Plate 1 List 
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Table 1B Metabolite Library - Plate 2 List 
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Table 1C Metabolite Library - Plate 3 List  
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Table 1D Metabolite Library - Plate 4 List 
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Table 2A Raw Metabolite Screen Results – Objects/Live Cells 
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Table 2B Raw Metabolite Screen Results – Sub G1% 
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Table 2C Raw Metabolite Screen Results – G1% 
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Table 2D Raw Metabolite Screen Results – S% 
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Table 2E Raw Metabolite Screen Results – G2/M% 
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Functional characterization of Rexo4 in cell cycle progression 
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Abstract 

The ribosome is the macromolecular factory in cells responsible for synthesizing protein 

from strands of messenger RNA (mRNA) by catalyzing the formation of peptide bonds.  

Due to the complexity of this structure, ribosome biogenesis is an intricate process 

involving many different processing and maturation steps in multiple subcellular 

compartments.  These steps include: the co-transcriptional assembly between 

ribosomal RNA (rRNA) and protein, rRNA modification, protein and ribosome precursor 

shuttling into and out of the nucleus, and multiple rRNA cleavage steps.  In this work, 

we characterized the human Rexo4 protein, predicted to be an RNA exonuclease 

involved in the processing of nascent ribosomes.  We determined that it localizes to the 

nucleolus through an N-terminal nucleolar localization signal and that its function in the 

nucleolus is required for cell cycle progression.  Ribosome biogenesis has recently 

received more attention as an avenue for possible cancer treatments and this work sets 

the foundation for future work on an essential protein within this pathway. 

Introduction 

Ribosomes are large ribonucleoprotein complexes that are responsible for the 

translation of messenger RNA (mRNA) into protein, providing a catalytic site for forming 

peptide bonds.  A fully matured ribosome is a complex made of four ribosomal RNAs 

(rRNA) and about 80 ribosomal proteins [27], [28].  Human ribosome biogenesis is an 

incredibly complex process which involves an additional 200-plus proteins and non-

coding RNAs that modify, process, export and assemble the mature ribosome in various 

locations in the cell [29].  This endeavor starts in the subnuclear compartment known as 

the nucleolus, where RNA polymerase I (RNA Pol I) synthesizes the large polycistronic 
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47S precursor rRNA which contains what eventually is processed into the 18S, 5.8S 

and 28S rRNAs[79].  These rRNA precursors are surrounded by a 5’ and a 3’ external 

transcribed spacer (ETS) and are separated by internal transcribed spacers (ITS1 and 

ITS2).  Simultaneously, ribosomal proteins (made in the cytoplasm by mature 

ribosomes and imported to the nucleus) and pre-ribosomal factors associate with the 

47S precursor to form a 90S particle, which includes a 5S rRNA subunit that is 

transcribed in the nucleoplasm by RNA polymerase III (RNA Pol III) [80].  Other early 

modifications to the 90S particle include the association of box C/D class small nuclear 

RNAs (snoRNA) that mediate 2’-O-methylation and psuedouridinylation of the pre-

rRNAs as they are being synthesized by RNA Pol I [81]–[83].  The 5’ETS and 3’ETS are 

cleaved from the ends of the 90S pre-rRNA in the nucleolus, separating the 90S particle 

into a pre-40S complex containing a 18S pre-rRNA and a pre-60S complex containing 

5.8S pre-rRNA, 28S pre-rRNA, and 5S rRNA [84].  Here is where the distinction 

between ribosomal protein small subunits (RPS) and ribosomal protein large subunits 

(RPL) is made, RPSs associate with the pre-40S particle and RPLs associate with pre-

60S particle [85], [86].  The 40S and 60S undergo several processing steps prior to 

being exported into the cytoplasm by different proteins.  In the cytoplasm, final 

maturation steps of these complexes occur and they associate with each other to form a 

mature 80S ribosome, necessary for the translating mRNA into protein.  The 40S half is 

responsible for binding, unwinding and scanning mRNA, while the 60S half is 

responsible for peptide bond formation and nascent peptide quality control [85], [87]. 
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Cell-cycle progression requires the synthesis of many proteins for both the production of 

necessary proteins in mitosis and the regulation of mitosis itself.  Ribosomes are thusly 

required for cell growth and are directly linked to nutrient availability in cells [88]–[90]. 

 

Rexo4 was originally identified as a cell division regulatory protein in Xenopus as 

Xenopus mitotic catastrophe (XPMC) due to its ability to prevent mitotic catastrophe in 

S. pombe deficient in both wee1 and mik1 kinases (Su 1995).  Wee1 and Mik1 both act 

as inhibitors of the G2 to M transition in S. pombe via Cdc2 phosphorylation and the 

lack of both of these kinases results in premature mitotic entry in yeast [91].  Early work 

on the homologous S. cerevisae gene, REX4, demonstrates that though it is not an 

essential gene, it plays some role in pre-rRNA processing through interaction with rrp2-

1 (RNAse for mitochondrial RNA processing), as processing of 35S to 27S pre-rRNA is 

greatly diminished when rrp2-1 is depleted but this phenotype is reversed upon 

inactivation of REX4 [92], [93].  Along with 35S to 27S processing, there is a change in 

ratio of mature 5.8SS to 5.8SL rRNAs when rrp2-1 is depleted, but again is restored to 

what is observed in wild-type yeast when REX4 is inactivated, suggesting that it plays a 

role in ITS1 cleavage/processing [94].  These phenotypes are unsurprising as REX4 

does contain a predicted RNA exonuclease domain.  Another RNA exonuclease in its 

family, Rexo5, was shown to cleave the 3’ ends of 28S pre-rRNA, 5S pre-rRNA, and 

snoRNA precursor in Drosophila [95].    A direct human homolog hPMC2 (renamed to 

Rexo4) was discovered, but it remains relatively uncharacterized regarding its cellular 

role [96].  More recently, there have been several studies that demonstrate Rexo4 plays 

a role in cancer progression and promotion [97].  Rexo4 has been found to have 
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increased expression in cancer cell models founding claims that it can be used as a 

biomarker for hepatocellular carcinomas [98].  These claims make sense in the context 

that Rexo4 is likely involved in ribosome biogenesis/pre-rRNA processing, as there is 

ever growing sentiment that a link exists between upregulation of ribosome biogenesis 

and cancer risk [86], [99], [100]. 

Results and Discussion 

Rexo4 localizes to the nucleolus and requires L32 to L35 for localization 

Previously, our lab had performed proteomic studies on Rexo4 using a doxycycline-

inducible LAP-tagged (GFP-tev-S-protein tag) Rexo4 stably integrated into Hek293 Flp-

In T-Rex cells (Figure 1A).  This tagged version of Rexo4 was overexpressed overnight 

and purified via sequential rounds of affinity purification with anti-GFP beads followed by 

S-protein agarose.  SDS-PAGE was performed and ten excised bands were sent to the 

Harvard microchemistry and proteomics analysis facility for analysis via tandem mass 

spectrometry.  After receiving the results, we performed gene ontology analysis on this 

list of purified proteins/putative interactors, using GOnet, an easy-to-use, interactive tool 

that visualizes the functional similarities of the entered proteins [101].  This allowed us 

to determine that Rexo4 is most likely involved within the process of ribosome 

biogenesis, which takes place inside of the nucleolus (Figure 1B).  This theory is 

supported by the fact that many of the identified proteins were either large or small 

ribosomal proteins (RPLs and RPSs) or other proteins involved in ribosome biogenesis.  

For example, Bystin (BYSL), is a protein required for the processing of 40S rRNA to 

18S rRNA and TSR1 is an assembly factor with a similar role, involved in the trimming 

of 20S pre-rRNA to 18S rRNA [102], [103].  Nucleolar protein 2 (NOP2) is a regulator of 
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pre-rRNA through complex formation with box C/D snoRNAs [104].  These are only a 

few of the nucleolar ribosomal biogenesis proteins that were identified in this LAP-Tag 

purification of Rexo4.  

 Using the nucleolar marker NPM1, we confirmed via immunofluorescence (IF) 

microscopy that during interphase, Rexo4 primarily localizes to the nucleoli (Figure 2A).  

In mitosis, Rexo4 primarily colocalizes generically to the chromosomes, with no specific 

localization (Sup. Figure 1).  Proteins highly enriched in the nucleolus usually require a 

nucleolar localization sequence (NoLS) as nucleoli are subnuclear area typically dense 

with proteins [105]–[107](choose paper).  We used the Nucleolar localization sequence 

Detector (NoD) in order to find the putative NoLSs in Rexo4 [107].  According to this 

tool, Rexo4 has 3 different predicted NoLSs, between residues 16 to 53, 92 to 112, and 

336 to 358 (Sup. Figure 1).  To investigate if these NoLSs are responsible for Rexo4’s 

localization, we made Rexo4 truncation mutants, dividing the recombinant Rexo4 

coding sequence into N-terminal (NT,a.a.1-243), exonuclease with C-terminal (Exo-CT, 

a.a. 244-422), and exonuclease only regions (Exo, a.a. 244-394) (Figure 2B).  The 

wildtype gene and these mutants, were cloned into our pgLAP1 plasmid, transiently 

transfected into HeLa cells and visualized via IF microscopy.  The wild-type localization 

confirmed our initial observation that primary localization was in the nucleoli, while the 

NT mutant also localized strongly to the nucleoli (Figure 2D).  However, truncation 

mutants lacking the N-terminal region, Exo-CT and Exo, were observed to lose all ability 

to localize to the nucleoli and were broadly dispersed throughout the cytoplasm in cells.  

These results suggest that the predicted NoLS found in the exonuclease was not 

responsible for localization to the nucleoli, and that at least one of the two predicted 
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NoLSs found in the N-terminal region is necessary and sufficient for proper Rexo4 

localization.  We expected the NoLSs predicted between residues 16 to 53 be the most 

likely needed site, as it scored highest on NoD.  Taking this into account, we targeted 

the four consecutive lysines found in amino acid positions 32 to 35.  We performed the 

in-silico version of this experiment, changing each of these lysines to alanines to see 

how it affected the predicted NoLS score on NoD.  According to this method, it requires 

mutating at least three of these lysines until the predicted score drops below the 

threshold for NoLS prediction (Sup. Figure 1). 

 

After mutating one, two, or three of these lysines in position 32 to 35 to alanines, we 

observed via IF microscopy that Rexo4 nucleolar localization is not affected by up to 

three lysine-to-alanine mutations in the predicted NoLS  (Figure 3).   This was quite 

surprising, considering the predicted NoLS score for Rexo4ΔK323334A and Rexo4ΔK333435A 

indicated otherwise.  Taking the rest of the predicted NoLS into consideration, there are 

8 other lysines we can mutate in order to create a full-length Rexo4 mutant that will not 

localize to the nucleolus.  This could be expected, as we posit Rexo4 is an essential 

gene required for proper ribosome biogenesis, one could imagine Rexo4 has evolved to 

safeguard its ability to localize to its subcellular home by having many redundant lysines 

in this region. 

Rexo4 is required for cell proliferation 

Next, we used siRNA treatment to investigate Rexo4’s possible role in cell division.  

Western blotting revealed that acute knockdown of Rexo4 occurred after 72 hours post 
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siRNA treatment and this knockdown was validated via IF microscopy, where we see 

endogenous Rexo4 absent from nucleoli in transfected cells (Figure 3A).  A clear lack of 

mitotic cells was observed in the coverslips treated with siRNAs against Rexo4 and this 

begged the question if Rexo4 depletion caused a cell cycle arrest.  We then performed 

a cell proliferation assay over 96 hours and remarkably, we observed a near-to-

complete stop in cell growth (Figure 3B).  This result was further corroborated by using 

scanning cytometry, which provided cell counts suggesting similar growth kinetics 

(Figure 3C).  In the plate read after 3 days of treatment, the wells that received Rexo4 

siRNA treatment had slightly lower cell counts than the untreated or transfection reagent 

only conditions.  However, in the plate treated for 4 days, the cell counts for the siRNA-

treated wells were about half of the control conditions, indicating that cells had stopped 

growing for about 24 hours. These experiments also provided generic insight regarding 

when in the cell cycle this arrest was occurring, with the vast majority of cells pausing 

sometime between G1 and S.  With what we have observed regarding depletion timing 

of anti-Rexo4 siRNA treatment and the growth kinetics post-depletion of Rexo4, we can 

deduce that in human cancer cells, the Rexo4 protein is required for cell proliferation.  

There is precedent for this, as multiple ribosomal proteins have been reported as 

necessary for cell proliferation [108], [109]. 

 

Next, we overexpressed Rexo4 full length and truncation mutants to see if an 

abundance of Rexo4 was sufficient to drive proliferation forward and if localization to the 

nucleolus was required for this change in cell cycle kinetics (Figure 3D).  Surprisingly, 

overexpression of full-length Rexo4 did not drive increased proliferation but halted 



68 

proliferation for 48 hours, at which point the cells resumed a reasonably normal growth 

curve.  However, overexpression of a Rexo4 truncation mutant lacking either the 

predicted exonuclease domain or the ability to localize to the nucleolus led to a 

complete halt in cell growth from 24 hours and onward. 

Conclusion 

Rexo4 is an important regulator in ribosome biogenesis which is gaining more and more 

attention in its role in the proliferative upregulation found in many cancer cell types.  

Though Rexo4’s exonuclease activity is required for proper pre-rRNA processing in the 

early stages of ribosome biogenesis, there has been surprisingly little work performed to 

study its function in human cell division.  Our proteomic studies using LAP-tagged 

Rexo4 in Hek293 cells suggested that Rexo4’s function was at least similar to what was 

seen in previous work performed in yeast on its homologous protein, Rex4 [94].  After 

expression of the different truncations, it was clear that proper localization of Rexo4 is 

reliant on at least one of the nucleolar localization sequences predicted to be in the N-

terminal region prior to the exonuclease domain.  This result was not surprising as the 

highest scoring putative NoLS was the region located between amino acids 16 to 53.   

The mis-localization of the exonuclease domain with or without the C-terminal tail 

supports this and more investigation using GFP-labeled Rexo4 NoLS can further 

confirm this theory.  So far, we have shown Rexo4 still localizes to the nucleolus even 

after half of the lysines in the purported NoLS are mutated to alanines.  

 

We have shown that Rexo4’s localization to the nucleolus is critical for cell proliferation, 

as overexpression of Rexo4ExoCT causes a dominant-negative effect that leads to cell 
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cycle arrest.  Interestingly, the reverse is true as well, as overexpression of Rexo4NT, 

which localizes to the nucleolus, but presumably does not have exonuclease activity, we 

see the same dominant-negative effect that arrests stops the cell cycle in its tracks.  

These results suggest both localization and exonuclease activity/function of Rexo4 are 

necessary for cell proliferation in mammalian cells.  This is a departure from what is 

reported with the homologous REX4 in S. cerevisiae, as inactivation of just REX4 does 

not lead to any obvious growth defects or changes in pre-rRNA processing [94].  This 

could be contributed to mammalian mitosis being more susceptible to perturbation due 

to having an open mitosis or simply because yeast may have more redundant 

mechanisms/functional overlap for pre-rRNA processing via Rex1, Rex2, and Rex3 [92], 

[110].  Furthermore, other studies in ribosome biogenesis have revealed an extra step in 

the processing of 21S to 18S pre-rRNA not found in yeast pre-rRNA processing [103].  

Any number of these reasons could explain Rexo4’s elevated importance in human cell 

division.  

Future perspectives 

While we have performed preliminary characterization of Rexo4, plenty of work still 

remains in order to elucidate Rexo4’s function.  Currently, studies in our lab are ongoing 

to identify a Rexo4 NoLS mutant unable to localize to the nucleolus.  This work entails 

mutating more of the positively charged lysines in the predicted NoLS to hydrophobic 

alanines.  Afterwards, it would be interesting to reperform the overexpression 

experiment to see if a full-length Rexo4 construct with a nonfunctional NoLS will 

reproduce the dominant-negative effect seen with RexoNT and RexoExoCT truncations.  

This will further confirm Rexo4 localization to the nucleolus is a requirement for cell 
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cycle progression.  To confirm that Rexo4’s exonuclease activity is also required for 

progression, the same experiments could be performed using a catalytically-dead 

construct that has critical residues for activity mutated, this can be done by identifying 

the highly conserved charged residues in the exonuclease domain [111], [112].  A more 

elegant version of this experiment would be to make siRNA-resistant versions of the 

aforementioned constructs and perform addback experiments, once again looking at 

cell proliferation over time.   

 

These experiments address cell proliferation, but Rexo4’s actual function in the 

mammalian cell has not yet been elucidated.  To this end, total RNA-sequencing 

experiments are underway, in which we have performed siRNA depletion of Rexo4 in 

HeLa cells and extracted total RNA.  We have given these total RNA samples to a 

collaborator for analysis via a MiniSeq™ platform and expect to observe differences in 

the ratios of different rRNA precursors from sample to sample.  Observing which pre-

rRNA species is enriched in the siRNA-treated samples would inform us where Rexo4 is 

implicated in ribosome biogenesis.  An alternative experiment to determine this would 

be to purify early ribosomal complexes from Rexo4-depleted cells and perform northern 

blots using existing probes against ITS1 [113].  Once again, increased accumulation of 

a precursor rRNA would reveal which processing step Rexo4 is involved in.  If neither of 

these protocols yield results, a less direct method is to use classic sucrose gradient and 

fractioning protocol to see which ribosome precursor Rexo4 associates with.  These 

studies regarding Rexo4’s function would also benefit from the use of previously 

described mutant-NoLS Rexo4 or the exonuclease-dead Rexo4.  We would be able to 
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determine if overexpression or addback after endogenous depletion of these constructs 

would change any observed phenotypes.  Addback experiments especially would 

confirm which processing steps require Rexo4’s exonuclease activity in HeLa cells.  

 

Currently, our proteomic analysis of Rexo4 is from a tandem-affinity experiment 

performed from Hek293 cells.  Since then, our lab has started to utilize modern 

proximity-labeling methods to screen for protein-protein interactions, such as BioID2, in 

conjunction with our home-grown analysis and visualization program, CANVS [114]–

[116] Though BioID2 is a powerful tool, TurboID is a newer version of this promiscuous 

biotin ligase has been developed that allows for much faster labeling .  We have cloned 

a Rexo4 construct into a Flp-In compatible vector with a TurboID tag and have began 

isolating a pseudo-monoclonal stable HeLa cell line with a dox-inducible TurboID 

tagged-Rexo4.  TurboID allows for reported biotin-labeling times of as short as 10 

minutes compared to 15 to 18 hour labeling time using a BioID/BioID2 tag [117].  Since 

ribosomes are made constantly throughout the cell cycle (~4,000 ribosomes per 

minute), this type of temporal resolution may not be necessary for Rexo4 studies, but it 

is a nice to have, considering the time saved [118].  Overall, further proteomic studies on 

Rexo4 may reveal novel protein-protein interactions, through the use of TurboID, our 

CANVS pipeline, and any other advances in mass spectrometry detection that have 

occurred since the original studies were performed over a decade ago. 

 

 

 



72 

Materials and Methods 

Cell Culture 

Hek293 and HeLa cells were grown in F12:DMEM 50:50 with 10% FBS, 2mM L-

glutamine and penicillin/streptomycin (Gibco) in 5% CO2 at 37°C.  The following siRNAs 

were used for siRNA transfections; Thermo Fisher Silencer Select: anti-Rexo4 (Cat #: 

4392420 Assay IDs: s224450, s32694), anti-POLR1A (Cat # 4427037 Assay IDs: 

s223665, s223666).  All transient transfections and siRNA transfections were carried 

out with Mirus TransIT-X2® (Cat# MIR6000, Fisher Scientific) according to stock 

protocol found in the product literature. 

Generation of Rexo4 truncations and mutants 

To generate Rexo4 truncation derivatives and mutants, Rexo4 in pDONR221 (Clone #: 

HsCD000439084, DNASU, Tempe, AZ) was used as a template.  Primers were 

designed for the indicated truncations, amplified using Phusion polymerase and flipped 

into empty pDONR221 with BP Clonase (Thermofisher).  The truncation-containing 

pDONRs were then flipped into pgLAP1 (Plasmid #: 19702, Addgene) with LR Clonase 

(Thermofisher) for transient transfection in HeLa cells.  To generate Rexo4 NoLS 

mutants, appropriate primers were designed and pDONR221-Rexo4 was subjected to 

site-directed mutagenesis via a Agilent QuikChange Lightning kit (Cat #:210518).  After 

sequencing verification, mutants were flipped into pgLAP1 for transient transfection. 

Immunoblots 

For pgLAP1 construct expression confirmation, HeLa cells were seeded at 40% 

confluency in 6-well plates and transfected the next day with 400ng of the indicated 
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pgLAP1 plasmid with Mirus TransIT-X2 transfection reagent.  Cells were collected, 

lysed and extracts were resolved on a 4-20% SDS-PAGE gel before transferring onto a 

PVDF membrane.  Membranes were incubated with indicated antibodies and imaged 

using a LI-COR Odyssey.  Cell extracts were prepared as previously described (Gholkar 

et. al 2016). 

Fixed-cell immunofluorescence microscopy 

Fixed-cell immunofluorescence microscopy was performed as previously described 

(Garcia et. al 2021), except substituting blocking buffer with an alternate buffer 

comprised of: 0.2M Glycine, 2.5% FBS, and 0.1% Triton-X-100 in PBS.  Cells were 

fixed with 4% paraformaldehyde, permeabilized with 0.1% Triton-X-100 in PBS, and 

costained with 0.5ug/mL Hoechst 33342 and any indicated antibodies.  Imaging of cells 

was carried out using a Leica DMI6000 microscope (Leica DFC360 FX Camera, 6x 1.4-

0.60 NA oil objective, Leica AF6000 software).  Images were subjected to Leica 

Application Suite 3D Deconvolution Software, cropped and exported as TIFF files. 
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Figure 1. (A) Schematic of LAP-tagged Rexo4 expressed in Hek293 FLP-In TRex cells. 

(B) GOnet analysis of previous Rexo4 LAP-tag purification from Hek293 cells.  Protein 

hits were organized by function, RPLs and RPSs grouped together.  Proteins involved in 

ribosome biogenesis are highlighted in yellow.  Proteins without associated pathways 

were excluded for simplicity. 
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Figure 2. Rexo4 localization during interphase.  (A) HeLa cells were fixed and stained 

with Hoechst 33342 DNA dye, anti-alpha-Tubulin, anti-NPM1 and anti-Rexo4.  These 

cells were then imaged by IF microscopy to show Rexo4’s colocalization with nucleolar 

marker NPM1 during interphase.  (B)  Schematic of Rexo4 truncation mutants used to 

analyze putative NoLSs in Rexo4.  These truncation mutants were cloned into pgLAP1 

vector in order to determine which regions are required for Rexo4 nucleolar localization.  

(C) Expression test of pgLAP1-Rexo4 constructs.  Each pgLAP1-Rexo4 construct was 

transiently transfected in Hela cells for 20 hours before cells were collected, lysed and 

prepared for immunoblot analysis.  Blot was stained with anti-EGFP antibody to confirm 

presence of exogenous GFP-tagged Rexo4.  (D)  HeLa cells were transfected with each 

pgLAP1-Rexo4 construct, fixed 20 hours post-transfection, then imaged by IF 

microscopy.  Cells were stained with anti-EGFP, anti-alpha-Tubulin, Hoechst 33342 

DNA stain, and NPM1 antibodies. 
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Figure 3. Rexo4 NoLS Mutant Localization. (A) HeLa cells were transiently transfected 

with pgLAP1-Rexo4 mutants and fixed 20 hours post-transfection.  Coverslips were 

stained with Hoechst 33342 DNA dye, anti-alpha-Tubulin, anti-NPM1 and anti-EGFP.  

Rexo4FL was used a positive control for localization and Rexo4ExoCT was used as a 

negative control for nucleolar localization.  Rexo4 mutant constructs had either two or 

three lysines mutated to alanines in Rexo4’s putative NoLS. 

 



86 

 

 

 



87 

Figure 4 Rexo4 depletion by siRNA leads to cell cycle arrest.  (A) HeLa cells were 

treated with siRNA against Rexo4, fixed 72 hours post transfection and imaged by IF 

microscopy.  Cells were stained with anti-Rexo4, anti-alpha-Tubulin, and Hoechst 

33342 DNA stain.  Cells were also co-transfected with siGlo to differentiate transfected 

vs. non-transfected cells.  (B) HeLa cells were seeded into 6-well plates and either 

treated with siRNAs against Rexo4, transfection reagent alone or untreated.  Each well 

was collected and counted every 24 hours for 4 days.  Data represents the average cell 

count from 2 duplicate wells for each condition over 3 runs.  Live cell counts were 

normalized to the cell counts for the untreated 24-hour post-transfection time point.  

Error bars represent standard deviation.  * indicates p-value<0.01, ** indicates p-

value<0.005, and *** indicates p-value<<0.0001.  (C) Scanning cytometry histograms 

from Rexo4 cell cycle experiments.  Y-axis represents cell count and X-axis represents 

fluorescence intensity of Vybrant DyeCycle green stain.  (D)  HeLa cells were seeded 

into 12-well plates and transfected with various pgLAP1-Rexo4 truncation mutants.  

Wells were collected and counted every 24 hours for 3 days.  Data represents average 

cell count from 3 duplicate wells from 3 runs.  (E)  HeLa cells were treated with siRNA 

against Rexo4, transfection reagent alone or untreated for 3 days.  Cell extracts were 

analyzed via immunoblot after 3 days of treatment.  Membrane was incubated with 

antibodies against Rexo4 or GAPDH.  All band intensities were normalized to untreated 

sample. 
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Supplemental Material 

Sup. Figure 1 

Rexo4 NoLS predictions by NoD: Nucleolar localization sequence Detector 

A NoLS prediction for wild-type Rexo4 

Predicative scores in graph show likelihood that a predicted sequence in protein is a 

NoLS.  Sequences with scores above 0.80 are most likely NoLS. 
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B  NoLS prediction for 2 of 3 mutated lysines 

 

C NoLS prediction for 3 of 4 mutated lysines. 
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Sup. Table 1 Raw MS/MS Data from pgLAP1-Rexo4 purification, with spectral counts
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Proteomic analysis of LAP-tagged Rexo4 purifications from Hek293 cells.  This study 

was previously performed in our lab.  List of identified proteins was used to generate 

GOnet interactive graph shown in Figure 1B. 
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Sup. Figure 2 Rexo4 localization in mitosis 

 

Supplemental Figure 2 Rexo4 localization during mitosis.  (A) HeLa cells were fixed 

and stained with Hoechst 33342 DNA dye, anti-alpha-Tubulin, anti-NPM1 and anti-

Rexo4.  These cells were then imaged by IF microscopy to show Rexo4’s colocalization 

with nucleolar marker NPM1 during interphase and the lack of any specific 

colocalization in several phases of mitosis. 
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In this work, we have developed a new screening tool in the HeLa FUCCI iCas9 cell line 

that allows for inducible expression of Cas9 along with a built-in cell cycle phase 

indicator for use with common fluorescent imaging systems.  This cell line is ready for 

use in conjunction with sgRNA libraries that are becoming more and more available.  

Improvements to this tool could be accomplished through substitution of FUCCI with 

FUCCI4 in order to individually resolve G1, S, G2 or M.  However, we are excited to see 

its efficacy as a screening tool as is. 

We have also designed and performed a high-throughput screen with roughly 1,200 

naturally occurring metabolites, that we believe has identified novel cell cycle regulators 

amongst our 180 identified hits.  Its identification of already known and well 

characterized cancer therapeutics gives us confidence that it has identified previously 

unknown and uncharacterized metabolites of interest.  It is important to further classify 

and elucidate these results, as it is the first high-throughput metabolite screen of its 

size.  Further analysis of more metabolite hits via immunofluorescence microscopy is 

needed, though initial attempts have proven unfruitful.  After identification of a few more 

metabolites of interest, it would be of interest to the field to test how addition of these 

metabolites affect cell cycle regulation.  Current studies mostly focus on glycolytic 

pathways (at time of writing, a Pubmed search for “glucose cancer” yields 50,812 

results), but novel modes of regulation must exist and this screen attempts to begin the 

search for them. 

We have begun work on the ribosome biogenesis protein, Rexo4, an RNA exonuclease 

that we believe is involved in the processing of rRNA.  We have established is that 

Rexo4 nucleolar localization and exonuclease activity are required for proliferation in 
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HeLa cells.  There are a few studies that suggest that Rexo4 is a biomarker for cancer, 

having shown upregulation of Rexo4 at both the mRNA and protein level of cancer cell 

types compared to their respective non-cancer cell types.  It is important that we 

characterize exactly what Rexo4 is doing within the context of ribosome biogenesis, as 

there is growing interest in the field for cancer therapeutics targeting this biogenesis.  In 

order to determine Rexo4’s role, we are currently working on sequencing rRNAs 

isolated from Rexo4 depleted HeLa cells.  We hope to see changes in rRNA precursor 

ratios to identify if and which rRNA precursor Rexo4 is cleaving.  If this fails, there are 

other strategies we can employ, such as pulse-chase experiments or early ribosome 

purifications in order to accomplish this goal.   
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ABSTRACT 

 

The spindle assembly checkpoint (SAC) is critical for sensing defective microtubule-kinetochore 

attachments and tension across the kinetochore and functions to arrest cells in prometaphase to 

allow time to repair any errors before proceeding into anaphase. Dysregulation of the SAC leads 

to chromosome segregation errors that have been linked to human diseases like cancer. Although 

much has been learned about the composition of the SAC and the factors that regulate its activity, 

the proximity associations of core SAC components have not been explored in a systematic 

manner. Here, we’ve taken a BioID2 proximity-labeling proteomic approach to define the proximity 

protein environment for each of the five core SAC proteins BUB1, BUB3, BUBR1, MAD1L1, and 

MAD2L1 in mitotic-enriched populations of cells where the SAC is active. These five protein 

association maps were integrated to generate a SAC proximity protein network that contains 

multiple layers of information related to core SAC protein complexes, protein-protein interactions, 

and proximity associations. Our analysis validated many known SAC complexes and protein-

protein interactions. Additionally, it uncovered new protein associations, including the ELYS-

MAD1L1 interaction that we have validated, that lend insight into the functioning of core SAC 

proteins and highlight future areas of investigation to better understand the SAC.   

 

Key words: Spindle assembly checkpoint (SAC), BioID2, Proximity labeling, Protein associations, 

Protein networks, Cell division 
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INTRODUCTION 

Human cell division is a highly coordinated set of events that ensures the proper transmission of 

genetic material from one mother cell to two newly formed daughter cells. Chromosome 

missegregation during cell division can lead to aneuploidy, an aberrant chromosomal number, 

which is a hallmark of many types of cancers and has been proposed to promote tumorigenesis 

(1). However, there is currently no consensus as to the pathways and factors that are deregulated 

to induce aneuploidy, why it is prevalent in cancer and how it contributes to tumorigenesis. Pivotal 

to cell division is the metaphase to anaphase transition, which is a particularly regulated process 

involving a multitude of protein-protein interactions that relies heavily on posttranslational 

modifications like phosphorylation and ubiquitination that function as switches to activate or 

inactivate protein function (2,3). For example, the multi-component spindle assembly checkpoint 

(SAC) is activated when unattached kinetochores or nonproductive (monotelic, syntelic, and 

merotelic) attachments are sensed and functions to arrest cells in metaphase to give time to 

correct these deficiencies and generate proper microtubule-kinetochore attachments (2) (Figure 

1A). This ensures proper sister chromatid separation and minimizes segregation errors that lead 

to chromosomal instability, aneuploidy, and tumorigenesis (1). Core components of the SAC 

include BUB1, BUB3, BUBR1, MAD1L1, and MAD2L1(4). Critical to the SAC is the mitotic 

checkpoint complex (MCC, composed of MAD2L1, BUBR1, BUB3, and CDC20) that maintains 

the anaphase promoting complex/cyclosome (APC/C) ubiquitin ligase substrate adaptor protein 

CDC20 sequestered and thereby inactivates the APC/C (5,6). Upon proper microtubule-

kinetochore attachment the SAC is satisfied and the inhibitory effect of the MCC on the APC/C is 

relieved (2) (Figure 1A). Active APC/C then ubiquitinates and targets Securin for degradation (2), 

which activates Separase, the protease that cleaves RAD21, a component of the cohesin complex 

that holds sister chromatids together (7). This releases sister chromatid cohesion and chromatids 

are pulled to opposing poles of the cell by spindle microtubules, marking the entry into anaphase.  
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Because understanding the SAC is critical to understanding tumorigenesis and the 

response of tumor cells to antimitotic drugs that activate the SAC and trigger apoptotic cell death, 

it has become an intensive area of research (8,9). Although decades of research have shed light 

on the SAC, we are far from elucidating the full complement of regulatory factors involved in this 

complex pathway and from understanding how misregulation of this pathway can lead to 

tumorigenesis and resistance to chemotherapeutic drugs like antimitotics (10). Furthermore, 

models of proximity associations of the core SAC proteins with themselves and with structural 

and signaling components that mediate the establishment and silencing of the SAC are still being 

defined (11-13). Recently, proximity-labeling approaches like BioID and APEX have been used 

effectively to determine association networks among proteins and for defining the architecture of 

the centrosome, centrosome-cilia interface, and other organelles within the cell (14-19). However, 

proximity labeling has not been applied to the SAC in a systematic fashion, which could help to 

interrogate current models of core SAC protein associations and regulation.  

Here, we have engineered vectors for establishing inducible BioID2-tagged protein stable 

cell lines. This system was used to establish stable cell lines with inducible BioID2-tagged core 

SAC protein (BUB1, BUB3, BUBR1, MAD1L1, and MAD2L1) expression. These cell lines were 

utilized in BioID2-proximity biotin labeling studies, which were coupled to biotin biochemical 

purifications and mass spectrometry analyses to map the associations among the core SAC 

proteins and other proteins in close proximity. These analyses yielded a wealth of information with 

regards to the protein environment of the core SAC proteins in mitotic-enriched populations of 

cells where the SAC is active. In addition to validating well-established SAC protein complexes 

and protein-protein interactions, we defined new protein associations that warrant further 

investigation, including the ELYS-MAD1L1 interaction, to advance our understand SAC protein 

function and regulation.   
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EXPERIMENTAL PROCEDURES 

Cell Culture and Cell Cycle Synchronization  

All media and chemicals were purchased from ThermoFisher Scientific (Waltham, MA) unless 

otherwise noted. HeLa Flp-In T-REx BioID2-tagged stable cell lines and RPE cells were grown in 

F12:DMEM 50:50 medium with 10% FBS, 2 mM L-glutamine, in 5% CO2 at 37o C. Cells were 

induced to express the indicated BioID2-tagged proteins by the addition of 0.2 µg/ml doxycycline 

(Sigma-Aldrich, St. Louis, MO) for 16 hours. For synchronization of cells in mitosis, cells were 

treated with 100 nM Taxol (Sigma-Aldrich) for 16 hours. A list of all reagents used is provided in 

Table S1.  

 

 

 

Cell siRNA and Chemical Treatments  

HeLa cell siRNA treatments were performed as described previously (20), with control siRNA 

(siControl, D-001810-10) or BUB1-targeting siRNA (siBUB1, L-004102-00) from Dharmacon 

(Lafayette, CO) for 48 hours. For chemical treatments, RPE or HeLa cells were treated with 

control DMSO vehicle or the BUB1 inhibitor BAY 1816032 (HY-103020) (21) from 

MedChemExpress (Monmouth Junction, NJ) at 10 μM for five hours. 

 

Generation of Inducible BioID2-tagging Vectors and Stable Cell Lines  

For generating pGBioID2-27 or pGBioID2-47 vectors, the EGFP-S-tag was removed from 

pGLAP1 (22) by digestion with BstBI and AflII. BioID2-Myc-27 (27 amino acid linker) or BioID2-
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Myc-47 (47 amino acid linker) were PCR amplified, digested with NheI and XhoI and cloned into 

BstBI and AflII digested pGLAP1 to generate pGBioID2-27 or pGBioID2-47 (Figure S1A). For full-

length human SAC core gene hBUB1, hBUB3, hBUBR1, hMAD1L1, and hMAD2L1 expression, 

cDNA corresponding to the full-length open reading frame of each gene was cloned into 

pDONR221 as described previously (22,23) (Figure S1B). SAC core genes were then transferred 

from pDONR221 to pGBioID2-47 using the Gateway cloning system (Invitrogen, Carlsbad, CA) 

as described previously (22,23) (Figure S1B). The pGBioID2-47-SAC protein vectors were then 

used to generate doxycycline inducible HeLa Flp-In T-REx BioID2 stable cell lines that expressed 

the fusion proteins from a specific single locus within the genome as described previously (22,23) 

(Figure S1C,D). All primers were purchased from ThermoFisher Scientific. A list of primers used 

is provided in Table S2. For a list of vectors generated in this study see Table S3. The pGBioID2-

27 and pGBioID2-47 vectors have been deposited at Addgene (AddgeneIDs: 140276 and 140277 

respectively) and are available to the scientific community.  

 

Biotin Affinity Purifications  

All media, chemicals, and beads were purchased from ThermoFisher Scientific unless otherwise 

noted. Biotin affinity purifications were conducted using previously described protocols with 

modifications (18,19). Briefly, 10% FBS was treated with 1 ml of MyOne streptavidin C1 

Dynabeads overnight and passed through a 0.22 μm filter. The BioID2- BUB1, BUB3, BUBR1, 

MAD1L1, and MAD2L1, and BioID2 alone inducible stable cell lines were plated on six 150 mm 

tissue culture dishes, 24 hours post-plating, the cells were washed three times with PBS and once 

with DMEM without FBS, and shifted to the streptavidin Dynabead-treated 10% FBS DMEM. The 

cells were induced with 0.2 μg/ml Dox, and treated with 100 nM Taxol and 50 μM Biotin for 16 

hours. Mitotic cells were collected by shake-off and centrifuged at 1,500 rpm for 5 minutes and 

washed twice with PBS. The pellet was lysed with 3 ml of lysis buffer (50 mM Tris-HCl pH 7.5, 
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150 mM NaCl, 1 mM EDTA, 1 mM EGTA, 1% Triton-X-100, 0.1% SDS, Halt Protease and 

Phosphatase Inhibitor Cocktail) and incubated with gentle rotation for 1 hour at 4 o  C, then 

centrifuged at 15,000 rpm for 15 minutes and transferred to a new 15 ml conical tube. The lysate 

was transferred to a TLA-100.3 tube (Beckman Coulter, Indianapolis, IN) and centrifuged at 

45,000 rpm for 1 hour at 4 o  C. The lysate was then transferred to a new 15 ml conical tube and 

incubated with 300 ml of equilibrated streptavidin Dynabeads overnight with gentle rotation at 4 o  

C. The beads were separated with a magnetic stand and washed twice with 2% SDS, followed 

by a wash with WB1 (0.1% sodium deoxycholate, 1% Triton X-100, 500 mM NaCl, 1 mM EDTA, 

50 mM HEPES), a wash with WB2 (250 mM LiCl, 0.5% deoxycholate, 1 mM EDTA, 10 mM Tris-

HCl pH 8.0), and a final wash with 50 mM Tris-HCl pH 7.5. The beads were then resuspended in 

50 mM triethylammonium bicarbonate (TEAB), 12 mM sodium lauroyl sarcosine, 0.5% sodium 

deoxycholate. 10% of the beads were boiled with sample buffer and used for immunoblot analysis.  

 

In Solution Tryptic Digestion 

Streptavidin Dynabeads in 50 mM triethylammonium bicarbonate (TEAB), 12 mM sodium lauroyl 

sarcosine, 0.5% sodium deoxycholate were heated to 95 o   C for 10 minutes and then sonicated 

for 10 minutes to denature proteins. Protein disulfide bonds were reduced by treatment with 5 mM 

tris(2-carboxyethyl) phosphine (final concentration) for 30 minutes at 37o C. Protein alkylation was 

performed with 10 mM chloroacetamide (final concentration) and incubation in the dark for 30 

minutes at room temperature. The protein solutions were diluted five-fold with 50 mM TEAB. 

Trypsin was prepared in 50 mM TEAB and added 1:100 (mass:mass) ratio to target proteins 

followed by a 4-hour incubation at 37 o C. Trypsin was again prepared in 50 mM TEAB and added 

1:100 (mass:mass) ratio to target proteins followed by overnight incubation at 37 o  C. A 1:1 

(volume:volume) ratio of ethyl acetate plus 1% trifluoroacetic acid (TFA) was added to the 

samples and samples were vortexed for five minutes. Samples were centrifuged at 16,000 x g for 
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five minutes at room temperature and the supernatant was discarded. Samples were then 

lyophilized by SpeedVac (ThermoFisher Scientific) and desalted on C18 StageTips 

(ThermoFisher Scientific) as described previously (24). 

 

Nano-liquid Chromatography with Tandem Mass Spectrometry (LC-MS/MS) Analysis Nano-

LC-MS/MS with collision-induced dissociation was performed on a Q Exactive Plus Orbitrap 

(ThermoFisher Scientific) integrated with an Eksigent 2D nano-LC instrument. A laser-pulled 

reverse-phase column, 75 µm x 200 mm, containing 5-µm C18 resin with 300-Å pores 

(ThermoFisher Scientific) was used for online peptide chromatography. Electrospray ionization 

conditions using the nanospray source (ThermoFisher Scientific) for the Orbitrap were set as 

follows: capillary temperature at 200° C, tube lens at 110 V, and spray voltage at 2.3 kV. The flow 

rate for reverse-phase chromatography was 500 nl/min for loading and analytical separation 

(buffer A, 0.1% formic acid and 2% acetonitrile; buffer B, 0.1% formic acid and 98% acetonitrile). 

Peptides were loaded onto the column for 30 minutes and resolved by a gradient of 0–80% buffer 

B over 174 minutes. The Q Exactive Plus Orbitrap was operated in data-dependent mode with a 

full precursor scan time at 180 minutes at high resolution (70,000 at m/z 400) from 350-1,700 m/z 

and 10 MS/MS fragmentation scans at low resolution in the linear trap using charge-state 

screening excluding both unassigned and +1 charge ions. For collision-induced dissociation, the 

intensity threshold was set to 500 counts, and a collision energy of 40% was applied. Dynamic 

exclusion was set with a repeat count of 1 and exclusion duration of 15 seconds.  

 

Experimental Design and Statistical Rationale  

To enhance confidence in identifying core SAC protein proximity associations, we performed 

control and experimental purifications in biological replicates (3 biological purifications for each 
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core SAC proteins, except for BUB3 where 2 biological purifications were performed, and 2 

technical replicates were performed for each biological purification). This approach allowed for 

downstream comparison of control and experimental purifications, where proteins identified in the 

control BirA only (empty vector) were deemed potential non-specific associations. See Figure S2 

for experimental mass spectrometry data acquisition and analysis workflow. Database searches 

of the acquired spectra were analyzed with Mascot (v2.4; Matrix Science, Boston, MA) as 

described previously (25). The UniProt human database (October 10, 2018) was used with the 

following search parameters: trypsin digestion allowing up to 2 missed cleavages, 

carbamidomethyl on cysteine as a fixed modification, oxidation of methionine as a variable 

modification, 10-ppm peptide mass tolerance, and 0.02-Da fragment mass tolerance. With these 

parameters, an overall 5% peptide false discovery rate, which accounts for total false positives 

and false negatives, was obtained using the reverse UniProt human database as the decoy 

database. Peptides that surpassed an expectation cut-off score of 20 were accepted. See Table 

S4 for a list of all identified peptides and Table S5 for a list of all identified proteins. A list of all 

peptides that were used to identify proteins with one peptide sequence is provided in Table S6. 

All raw mass spectrometry files can be accessed at the UCSD Center for Computational Mass 

Spectrometry MassIVE datasets ftp://MSV000084975@massive.ucsd.edu. Peptides meeting the 

above criteria with information about their corresponding identified protein were further analyzed 

using in-house R scripts. All R scripts used in this study are freely available at GitHub 

https://github.com/uclatorreslab/MassSpecAnalysis. To increase precision and reduce error, a 

pseudo qualitative/quantitative approach was taken. Proteins identified in both the control and 

test purifications were assayed for significance, whereas proteins identified in test purifications 

but not present in control purifications were further considered. To handle proteins shared 

between test and control purifications, but only identified in less frequency, we measured the 

relative fold change or mean difference in a quantitative manner. To compare quantification 

between purifications, we used the Exponentially Modified Protein Abundance Index (emPAI) 

ftp://MSV000084975@massive.ucsd.edu/
https://github.com/uclatorreslab/MassSpecAnalysis
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(26). emPAI offers approximate relative quantitation of the proteins in a mixture based on protein 

coverage by the peptide matches in a database search result and can be calculated using the 

following equation (26).  

𝑒𝑚𝑃𝐴𝐼 = 10
𝑁𝑂𝑏𝑠𝑒𝑟𝑣𝑒𝑑
𝑁𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑏𝑙𝑒 − 1 

Where NObserved is the number of experimentally observed peptides and NObservable is the calculated 

number of observable peptides for each protein (26). To compare proteins across multiple 

replicates/baits each emPAI score was normalized to pyruvate carboxylase, a protein that readily 

binds to biotin (27), and was found in high abundance in all purifications. Using a normalized 

emPAI (NemPAI) as a relative quantification score, we calculated the mean difference (the mean 

NemPAI for a certain protein across test replicates minus the mean NemPAI). Resampling 

involved recreating or estimating the normal distribution around a test statistic, in this case the 

mean difference, by calculating that statistic many times under rearrangement of labels. We 

performed ten thousand simulations per test statistic, resulting in normal distributions of mean 

difference between values of proteins identified in the experimental and the control. Using this 

distribution, we related each individual mean difference to the mean difference observed in the 

overall population in order to get a relative idea of what might be significantly higher in value 

compared to the control, when taking what is observed in the entire population. Values that lied 

outside of the 95% confidence interval of the mean difference and showed a higher value in the 

experimental compared to the control were then considered for further analysis (see Table S7). 

 

Protein Proximity Network Visualization and Integration of Systems Biology Databases  

Visual renderings relating protein-protein interactions/associations were carried out using custom 

scripts in R. To incorporate protein-complex information, we integrated the Comprehensive 

Resource of Mammalian Protein Complexes (CORUM v. 3.0) (28). Protein-protein interaction 
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information was derived and integrated from the Biological General Repository for Interaction 

Datasets (BioGRID v. 3.5) (29). To create relational networks that associated proteins based on 

cellular mechanisms, Gene Ontology (GO) terms were incorporated into the search (Gene 

Ontology release June 2019) (30). For a list of GO terms used, see Table S8. Pathway information 

was derived from Reactome, an open source and peer-reviewed pathway database (31). All 

databases were individually curated into an in-house systems biology relational database using 

custom R scripts. Final visuals relating protein associations were constructed using 

RCytoscapeJS, a developmental tool used to develop Cytoscape renderings in an R and 

JavaScript environment (32,33).  

 

Immunoprecipitations  

For cell lysate immunoprecipitations (IPs), BioID2 (empty vector, EV), BioID2-MAD1L1, or BioID2-

MAD2L1 HeLa stable cell lines were induced with 0.2 μg/ml Dox and treated with 100 nM Taxol 

for 16 hours to arrest cells in mitosis. Cells were collected by shake-off and lysed with lysis buffer 

(50 mM Tris-HCl pH 7.5, 150 mM NaCl, 1 mM EDTA, 1 mM EGTA, 1% Triton-X-100, 0.1% SDS, 

Halt Protease and Phosphatase Inhibitor Cocktail) and incubated with gentle rotation for one hour 

at 4 o C, then centrifuged at 15,000 rpm for 30 minutes and the supernatant was transferred to a 

microcentrifuge tube. Myc magnetic beads were equilibrated and incubated with mitotic cell 

extracts for five hours at 4 o C with gentle rotation. The beads were then washed five times with 

wash buffer (50 mM Tris pH 7.4, 150 mM NaCl, 1 mM DTT, and Halt Protease and Phosphatase 

Inhibitor Cocktail) for five minutes each and bound proteins were eluted with 50 μL of 2X Laemmli 

SDS sample buffer. Ten percent of the sample inputs, and the entire eluates from the 

immunoprecipitations were used for immunoblot analysis.  
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In Vitro Binding Assays  

For in vitro binding assays, Myc or FLAG-tagged GFP, MAD1L1, MAD2L1, or ELYS (N-terminal 

fragment) were in vitro transcribed and translated (IVT) using TNT® Quick Coupled 

Transcription/Translation System, (Promega, Madison, WI) in 10 μL reactions. Myc beads (MBL, 

Sunnyvale, CA) were washed three times and equilibrated with wash buffer (50 mM Tris pH 7.4, 

200 mM KCl, 1 mM DTT, 0.5% NP-40, and Halt Protease and Phosphatase Inhibitor Cocktail). 

IVT reactions were added to the equilibrated Myc beads and incubated for 1.5 hours at 30o C 

with gentle shaking and after binding, beads were washed three times with wash buffer and eluted 

by boiling for 10 minutes with 2X Laemmli SDS sample buffer. The samples were then resolved 

using a 4-20% gradient Tris gel with Tris-Glycine SDS running buffer, transferred to an Immobilon 

PVDF membrane (EMD Millipore, Burlington, MA), and the membranes were analyzed using a 

PharosFX Plus molecular imaging system (Bio-Rad, Hercules, CA). 

 

Immunofluorescence Microscopy  

Immunofluorescence microscopy was performed as described previously (34) with modifications 

described in (25). Briefly, HeLa inducible BioID2-tagged BUB1, BUB3, BUBR1, MAD1L1, and 

MAD2L1 stable cell lines were treated with 0.2 µg/ml doxycycline for 16 hours, fixed with 4% 

paraformaldehyde, permeabilized with 0.2% Triton X-100/PBS, and co-stained with 0.5 μg/ml 

Hoechst 33342 and the indicated antibodies. Imaging of mitotic cells was carried out with a Leica 

DMI6000 microscope (Leica DFC360 FX Camera, 63x/1.40-0.60 NA oil objective, Leica AF6000 

software, Buffalo Grove, IL) at room temperature. Images were subjected to Leica Application 

Suite 3D Deconvolution software and exported as TIFF files. The quantification of 

immunofluorescence microscopy images from BUB1 RNAi and BUB1 inhibitor treated cells was 

performed by capturing intensity profiles in ImageJ for both a kinetochore section and a 

background section adjacent to the kinetochore. Each intensity value was normalized by the area 
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of the captured image and the background signal was subtracted. The values were compared 

using a student’s t-test. The number of samples used varied by experiment; knock-down 

experiments: BUB1 (n=19), SGO2 (n=50), and PLK1 (n=13); inhibitor treatments: BUB1 (n=20), 

SGO2 (n=17), and PLK1 (n=17). All calculations were performed in R. 

 

Antibodies  

Immunofluorescence microscopy and immunoblotting were performed using the following 

antibodies: BioID2 (BioFront Technologies, Tallahassee, FL), GAPDH (Preoteintech, Rosemont, 

IL), -tubulin (Serotec, Raleigh, NC), anti-centromere antibody (ACA, Cortex Biochem, Concord, 

MA), SGO2 (Bethyl, Montgomery, TX), PLK1, BUB1, and ELYS (Abcam, Cambridge, MA). 

Affinipure secondary antibodies labeled with FITC, Cy3, and Cy5 were purchased from Jackson 

Immuno Research (West Grove, PA). IRDye 680RD streptavidin was purchased from LI-COR 

Biosciences (Lincoln, NE). Immunoblot analyses were carried out using secondary antibodies 

conjugated to IRDye 680 and IRDye 800 from LI-COR Biosciences (Lincoln, NE) and blots were 

scanned using a LI-COR Odyssey infrared imager. 

 

RESULTS AND DISCUSSION 

Generation of Inducible BioID2-tagged SAC Protein Stable Cell Lines  

The spindle assembly checkpoint is essential for ensuring the fidelity of chromosome segregation 

during cell division (35) (Figure 1A). To better understand how the SAC functions and is regulated, 

we sought to map the protein associations of the core SAC proteins BUB1, BUB3, BUBR1 

(BUB1B), MAD1L1, and MAD2L1 using a BioID2 proximity labeling proteomic approach (18) 

(Figure 1B-F). The over-expression of critical cell division proteins often leads to cell division 
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defects that can preclude the generation of epitope-tagged stable cell lines. Therefore, we first 

sought to generate BioID2 Gateway-compatible vectors with a doxycycline (Dox) inducible 

expression functionality. To do this, we amplified BirA-Myc with linkers coding for 27 or 47 amino 

acid residues downstream of Myc (BirA-Myc-27/47) (Figure S1A, Table S2). These amplification 

products were cloned into the pGLAP1 vector (22), which had been previously modified by 

removal of its LAP-tag (EGFP-Tev-S-protein), to generate the pGBioID2-27 and pGBioID2-47 

vectors (Figure S1A). Full-length human open reading frames encoding for BUB1, BUB3, BUBR1, 

MAD1L1, and MAD2L1 were cloned into the pGBioID2-47 vector. The pGBioID2-47-SAC protein 

vectors (Figure S1B, Table S3), were co-transfected with a vector expressing the Flp recombinase 

(pOG44) into HeLa Flp-In T-REx cells (Figure S1C). Hygromycin resistant clones were then 

selected (Figure S1D) and grown in the presence or absence of Dox for 16 hours. The Dox-

induced expression of each BioID2-47-SAC protein was then assessed by immunoblot analysis 

(Figure 2A). All of the BioID2-tagged core SAC proteins were expressed only in the presence Dox 

(Figure 2A), indicating the successful establishment of inducible BioID2-tagged core SAC protein 

stable cell lines. Additionally, these BioID2-tagged core SAC proteins were expressed at lower 

levels than the untagged endogenous proteins (Figure S3A)   

 

BioID2-SAC Proteins Localize Properly to Kinetochores During Prometaphase  

Next the ability of BioID2-SAC proteins to properly localize to the kinetochores during 

prometaphase, a time when the SAC is active and core SAC proteins localize to the kinetochore 

region, was analyzed by immunofluorescence microscopy. BioID2-SAC protein HeLa inducible 

stable cells lines were treated with Dox for 16 hours, fixed, and stained with Hoechst 33342 DNA 

dye and anti-BioID2, anti-α-Tubulin and anti-centromere antibodies (ACA). The localization of 

BioID2-SAC proteins in prometaphase cells was then monitored by immunofluorescence 

microscopy. BioID2-tagged BUB1, BUB3, BUBR1, MAD1L1, and MAD2L1 localized to 



114 

kinetochores, overlapping fluorescence signal with anti-centromere antibodies (ACA) during 

prometaphase (Figure 2B). In contrast, the BioID2-tag alone showed no specific localization 

(Figure 2B). These results indicated that the BioID2-tag was not perturbing the ability of the SAC 

proteins to localize to kinetochores during the time when the SAC was active. Further, the addition 

of biotin did not perturb the localization of the BioID2-SAC proteins to the kinetochores (Figure 

S3B).  

 

BioID2-SAC Protein Proximity Labeling, Purifications, and Peptide Identification  

To define the protein proximity networks of core SAC proteins, the inducible BioID2-SAC protein 

HeLa stable cell lines were used to perform BioID2-dependent proximity biotin labeling and 

biotinylated proteins were purified with a streptavidin resin (Figures 1D and 2C). Briefly, inducible 

BioID2-SAC protein HeLa stable cells lines were treated with 0.2 μg/ml Dox, 100 nM Taxol, and 

50 μM Biotin for 16 hours to induce the expression of BioID2-SAC proteins and to activate the 

SAC and arrest cells in prometaphase. Mitotic cells were collected by shake-off, lysed, and the 

cleared lysates were bound to streptavidin beads. Bound biotinylated proteins were trypsinized 

on the beads and the peptides were analyzed by 2D-LC MS/MS (for details see Experimental 

Procedures). A diagnostic immunoblot analysis of each purification, using anti-BioID2 antibodies, 

showed that BioID2-tagged BUB1, BUB3, BUBR1, MAD1L1, and MAD2L1 were present in the 

extracts and were purified with the streptavidin beads, indicating that they had been biotinylated 

(Figure 2C). Additionally, western blots of each purification were probed with streptavidin, which 

showed that biotinylated proteins were present and efficiently captured in each purification (Figure 

S4A). In-house R scripts were then used to analyze the mass spectrometry results (for details 

see Experimental Procedures), to draw significance between peptides shared between the 

experimental and the control, we estimated the distribution of the mean difference of normalized 

emPAI scores across proteins and selected proteins with a significant higher difference (for details 
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see Experimental Procedures). Proteins that showed significant higher values in test purifications 

compared to the controls (values that lied outside of 95% confidence interval of the population 

mean difference) were considered hits and further analyzed (Table S7). 

 

Analysis of the Core SAC Protein Proximity Association Network  

In-house R scripts were then used to integrate the identified proteins from the mass spectrometry 

analysis with the data visualization application RCytoscapeJS (32) to generate protein proximity 

association maps for each of the core SAC proteins (BUB1; BUB3; BUBR1; MAD1L1; MAD2L1) 

(Figure S5). These five maps were compiled to generate the SAC protein proximity network 

(Figure S6). To begin to digest the wealth of information within the SAC protein proximity network, 

we first analyzed the network with the CORUM database (28) and examined the proximal 

associations between each of the core SAC proteins. This analysis revealed many of the 

previously characterized core SAC component protein-protein interactions and the BUB1-BUB3, 

BUBR1-BUB3, BUBR1-BUB3-CDC20 (BBC subcomplex of the MCC) and MAD2L1-BUBR1-

BUB3-CDC20 (MCC) complexes (Figures 3 and S6) (6,36-38). These SAC complexes are critical 

to the establishment and maintenance of the SAC (39) and their identification was an indication 

that our proximity-based labeling approach was robust. Of interest, BUB3 was present in all of 

the purifications, consistent with its central role in recruiting other SAC proteins to the kinetochore 

and coordinating the formation of SAC sub-complexes (Figure 3) (12). Although MAD1L1 and 

MAD2L1 had been previously determined to bind directly (40), our approach was unable to detect 

this association. However, previous proteomic analyses with N- or C- terminal BioID-tagged 

MAD1L1 were also unable to detect an association with MAD2L1, which was attributed to a low 

number of lysines on the surface of MAD2L1 that likely affected the efficiency of biotin labeling 

(41). 
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Analysis of Core SAC Protein-Kinetochore Protein Proximity Associations  

To specifically analyze the kinetochore proteins identified in the core SAC protein proximity 

networks, we applied a kinetochore related Gene Ontology (GO) annotation analysis to the data 

sets. Briefly, R scripts were used to integrate the identified proteins with the bioinformatic 

databases CORUM (28), Gene Ontology (30), BioGRID (29), and Reactome (31) using 

kinetochore related GO terms (see Table S8 for a list of Kinetochore GO IDs) to reveal the 

kinetochore associated proteins. RCytoscapeJS (32) was then used to generate GO, BioGRID, 

and Reactome kinetochore protein proximity association maps for each of the core SAC proteins 

(BUB1; BUB3; BUBR1; MAD1L1; MAD2L1) (Figures S7-S11). The five kinetochore GO maps 

(one for each core SAC protein) were compiled to generate one core SAC protein kinetochore 

GO network that visualized the proteins within the network that were active at the kinetochore 

(Figure S12A). A similar process was repeated to generate one core SAC protein BioGRID 

network that displayed the verified associations between the proteins that were active at the 

kinetochore (Figure S12B) and one core SAC protein Reactome network that highlighted the 

cellular pathways that proteins in the SAC proximity association network have been linked to 

(Figure S12C). Additionally, we generated core SAC protein GO, BioGRID, and Reactome 

networks using mitotic spindle related GO annotations (Figure S13A-C) and centromere related 

GO annotations (Figure S14A-C), see Table S8 for a list of GO IDs. Finally, we generated core 

SAC protein GO, BioGRID, and Reactome networks using the kinetochore, mitotic spindle, and 

centromere related GO annotations (Figure 4A-C). Interestingly, of the proteins identified in the 

purifications, kinetochore associated proteins were enriched in comparison to mitochondrial 

proteins (Figure S15). Together, these networks not only visualized the associations of each core 

SAC protein with kinetochore components and more broadly proteins implicated in mitotic spindle 



117 

assembly, they also provided a holistic view of their interconnectedness (ie. associations among 

core SAC proteins and subcomplex and complex formation).  

Numerous insights were derived from these networks and we highlight four here. First, we 

identified the Mis12 centromere complex components DSN1 and PMF1 in the BUB1 and MAD1L1 

purifications (Figures 4A, S7A, and S10A). The Mis12 complex is comprised of PMF1, MIS12, 

DSN1, and NSL1 (42-44) and genetic and biochemical studies have shown that it coordinates 

communication from the outer kinetochore to the centromeric DNA in the inner kinetochore (44-

46). Unexpectedly, PMF1 was also identified in the BUB3 purification (Figures 4A and  S8A). To 

our knowledge there have been no previous reports of a direct association between BUB3 and 

the Mis12 complex. Therefore, this BUB3-PMF1 association could indicate a novel direct 

interaction or simply that these proteins reside within close proximity at the kinetochore. Of 

interest, the Mis12 complex recruits KNL1 to the kinetochore, which functions as a scaffold for 

the recruitment of BUB3 that subsequently recruits additional SAC components (4,38,47). 

Consistently, we observed the association of KNL1 with BUB1, BUB3, BUBR1, and MAD1L1 

(Figure 4A). These associations were previously reported, as summarized in the Figure 4B 

BioGRID network, and had been established to have a role in checkpoint activation (41,48-50) 

(reviewed in (5)). Additionally, MAD2L1 was not found to associate with KNL1 and to our 

knowledge a KNL1-MAD2L1 interaction has not been reported.  

Second, minor components of the Astrin-Kinastrin complex (PLK1, DYNLL1, and SGO2) 

(51) were found to associate with all of the core SAC proteins (Figures 4A, S7A, S8A, S9A, S10A, 

and S11A). The Astrin-Kinastrin complex is important for aligning and attaching microtubules to 

kinetochores (51-53). Previous studies showed that depletion of BUB1 led to the delocalization of 

PLK1 and SGO2 from the kinetochores during prometaphase (54,55). Additionally, the BUB1 

kinase activity was shown to be important for SGO2 kinetochore localization (56) and for the 

proper localization of BUB1 to the kinetochore (55) and pharmacological inhibition of the BUB1 
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kinase activity led to delocalization of SGO2 away from kinetochores (57). However, whether the 

BUB1 kinase activity was required for PLK1 kinetochore localization remained unknown. To 

address this, we first sought to confirm that PLK1 and SGO2 were mislocalized in BUB1-depleted 

cells. HeLa cells were treated with control siRNA (siControl) or BUB1-targeting siRNA (siBUB1) 

capable of depleting BUB1 protein levels (Figure 5A). Immunofluorescence microscopy of these 

cells showed that BUB1was absent from kinetochores in siBUB1-treated cells (Figure 5B). 

Additionally, the siBUB1 treatment reduced the levels of kinetochore-localized PLK1 and SGO2 

(Figure 5C,D). Next, we asked if the BUB1 kinase activity was required for PLK1 and SGO2 

kinetochore localization. RPE cells were treated with control DMSO vehicle or the recently 

developed BUB1 kinase selective inhibitor BAY 1816032 (21) and the localization of PLK1 and 

SGO2 was assessed in mitotic cells. In comparison to the control DMSO treatment, treatment 

with BAY 1816032 led to a reduction in the levels of kinetochore-localized PLK1 and SGO2 

(Figure 5E,F). Additionally, treatment of BioID2-BUB1 expressing HeLa cells with BAY 1816032 

also led to a reduction in the levels of kinetochore-localized BioID2-BUB1 (Figure 5G). This data 

indicated that the BUB1 kinase activity was important for its proper localization to kinetochores 

and for the localization of the Astrin-Kinastrin minor complex components PLK1 and SGO2 to the 

kinetochore. 

Third, we identified CENPV as a MAD2L1 associating protein (Figure 4A). CENPV was 

identified in a proteomic screen for novel components of mitotic chromosomes (58) and was later 

shown to localize to kinetochores early in mitosis and to have a major role in directing the 

chromosomal passenger complex (CPC) subunits Aurora B and INCENP to the kinetochore 

(50,59). Although BUB1 has been shown to be important for the recruitment of the CPC to 

kinetochores (60), we are unaware of any reports of MAD2L1 being involved in this process. 

Interestingly, MAD2L1 has been shown to regulate the relocation of the CPC from centromeres 

through its inhibition of MKLP2, which is essential for proper cytokinesis (61). Thus, it is possible 
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MAD2L1 could also be regulating CPC localization to kinetochores through its association with 

CENPV.  

Fourth, components of the nuclear pore complex were found to associate with MAD1L1 

and MAD2L1 (Figure S5). To better visualize these nuclear pore associated proteins, we 

performed a proximity protein mapping analysis for each of the core SAC proteins using the 

nuclear pore related GO annotations (see Table S8 for a list of nuclear pore related GO IDs) 

(Figure S16). This analysis revealed that MAD1L1 had associations with nuclear pore basket 

components including TPR, NUP153, NUP50, and other components of the nuclear pore that are 

in close proximity to the nuclear basket like ELYS/AHCTF1 (also known as MEL-28 in C. elegans) 

and NUP107 (Figure S16A). These data support previous studies in humans and other organisms 

that have shown that MAD1L1 associates with TPR, NUP153, ELYS, and NUP107 and is 

important for generating the MAD1L1-MAD2L1 complex in early mitosis to establish the SAC (62-

68). Similarly, MAD2L1 was found to associate with TPR (previously verified in (63)), NUP50, 

Nup153, NUP210 and ELYS (Figure S16A). Of interest, we did not detect associations between 

other core SAC proteins (BUB1; BUB3; BUBR1) and nuclear pore basket proteins. These data 

are consistent with a model where MAD1L1 makes multiple direct contacts with the nuclear pore 

basket complex subunits and MAD2L1 is in close proximity to NUP153 and NUP50 due to its 

binding to MAD1L1. We note that ELYS was found in both the MAD1L1 and MAD2L1 proximity 

maps (Figure S16A). ELYS was discovered in a proteomic screen for NUP107-160 complex 

binding partners and was shown to localize to nuclear pores in the nuclear lamina during 

interphase and to kinetochores during early mitosis, similar to the NUP107-160 complex (69). 

More recently, ELYS was shown to function as a scaffold for the recruitment of Protein 

Phosphatase 1 (PP1) to the kinetochore during M-phase exit, which was required for proper cell 

division (70,71). Due to ELYS’s roles at the kinetochore and an identified yeast two-hybrid 

interaction between C. elegans MEL-28 (ELYS in humans) and MDF-1 (MAD1L1 in humans) (65), 
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we sought to determine if MAD1L1 and MAD2L1 were binding directly to ELYS. First, we 

performed MYC immunoprecipitations from mitotic protein extracts prepared from BioID2, BioID2-

MAD1L1, and BioID2-MAD2L1 expressing cell lines that had been arrested in mitosis. Indeed, 

ELYS immunoprecipitated with both BioID2-MAD1L1 and BioID2-MAD2L1, albeit weakly, in these 

mitotic extracts (Figure 6A). Next, we sought to asses these interactions in a cell-free in vitro 

expression system. Although a validated full-length ELYS cDNA vector was not available and 

could not be generated, we were able to generate a MYC-tagged ELYS N-terminal fragment 

vector that expressed the first 46 amino acids of ELYS. This ELYS N-terminal fragment bound to 

FLAG-MAD1L1, but not FLAG-MAD2L1 (Figure 6B). Together, these data indicated that ELYS 

associated with MAD1L1 and MAD2L1 in mitotic cell extracts and that MAD1L1 bound to the 

ELYS N-terminal fragment in vitro.  

 

 

Core SAC Proteins in Cellular Homeostasis  

It’s important to note that most of the core SAC proteins have been shown to have roles in cellular 

homeostasis independent of their role in the SAC, which are predominantly mediated through 

protein-protein interactions with non-kinetochore proteins. Many of these associations were 

present in the individual core SAC protein proximity maps where GO annotations were not applied 

(Figure S5). Consistently, Reactome pathway analysis of the core SAC protein proximity protein 

network showed that many of the SAC associated proteins had roles in numerous pathways 

important for cellular homeostasis including the cell cycle, DNA repair, and gene expression 

(Figure 4C). We encourage researchers interested in non-mitotic SAC protein functions to explore 

the SAC protein proximity association networks to gain further insights into these pathways. 
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CONCLUSIONS 

The SAC is an important signaling pathway that is critical for proper cell division, which functions 

with great precision in a highly orchestrated manner (2). Due to the dynamic nature of the 

associations between core SAC proteins and the complexes and subcomplexes that they form, it 

has been difficult to generate a proteomic network view of the proteins that are in close proximity 

and that interact with core SAC proteins. Here, we have established an inducible BioID2-tagging 

system that allowed for the transient expression of BioID2-tagged core SAC proteins (BUB1, 

BUB3, BUBR1, MAD1L1, and MAD2L1), which bypasses issues associated with long-term 

overexpression of key cell division proteins that can compromise cellular homeostasis. We 

coupled this system to a proximity labeling proteomic approach to systematically define a 

proximity protein association map for each of the core SAC proteins. These proximity maps were 

integrated to generate a core SAC protein proximity protein network. The coupling of the proximity 

maps/network with curated functional databases like CORUM, GeneOntology, BioGRID, and 

Reactome allowed for a systems level bioinformatic analysis of the associations within these 

maps/network. To our knowledge this is the first systematic characterization of the core SAC 

proteins by proximity-based proteomics.  

  Our analysis recapitulated many of the core SAC protein-protein interactions, sub-

complexes, and complexes that had been previously described. Importantly, it also identified 

numerous novel associations that warrant further examination. Among these is ELYS, which 

associated with MAD1L1 and MAD2L1. Although an interpretation of these associations could be 

that MAD1L1 and MAD2L1 associate with ELYS at the nuclear pore in preparation for mitotic 

entry and SAC activation, we favor a model where ELYS may be important for the recruitment of 

SAC proteins to the kinetochore and/or for checkpoint activation. Future studies aimed at 

addressing these models should bring clarity to the potential role of ELYS in SAC functioning and 

cell division. Of interest, previous studies had shown the importance of BUB1 for the localization 
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of the Astrin-Kinastrin minor complex proteins to the kinetochore (51-54) and our analysis further 

determined that the BUB1 kinase activity was important for this function. Together, these data 

indicate that BUB1 may have a central organizing role not only in SAC activation and function, 

but in SAC silencing and mediating the transition from metaphase to anaphase through its 

association with the Astrin-Kinastrin minor complex (Figure 5H). 

  We note that there are limitations to the BioID2 approach (for review see (72)). Although 

our analysis was conducted from mitotic-enriched populations of cells to enrich for mitotic protein 

associations, the biotinylation process is conducted over the time-frame of hours and some 

identified associations could represent associations that take place outside of mitosis. These 

associations could inform on the non-mitotic functions of core SAC proteins, which is a rapidly 

growing field. Moving forward recent developments in BioID2 technology such as the mini-turboID 

system should help to resolve proximity associations in a time-dependent manner, as labeling 

occurs within minutes (73). Our analysis also employed N-terminal BioID2-tagging and a similar 

approach using C-terminal tagging of core SAC proteins could lead to different results. 

Additionally, it is important to note that BioID systems do not identify all known interactions of any 

specific bait protein. For example, we did not identify the MAD1L1-MAD2L1 interaction in our 

BioID2 analysis, which is consistent with a previous BioID analysis of MAD1L1 (41). Interestingly, 

we were able to detect the MAD1L1-MAD2L1 interaction when we performed 

immunoprecipitations with BioID2-MAD1L1 and BioID2-MAD2L1 and immunoblotted for 

endogenous MAD1L1 or MAD2L1 (Figures S4B and 6A). This indicates that BioID2-MAD1L1 is 

capable of binding to MAD2L1, but is not able to biotinylate it efficiently. There are many reasons 

why similar phenomena may occur with other protein pairs and these include a low abundance of 

surface exposed lysines on prey proteins (whether absent from the protein surface or buried within 

a protein complex) and the orientation of the protein interaction could preclude access to lysines 
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on prey proteins (72). Nonetheless, BioID systems have been invaluable to understanding cellular 

process and the architecture of cellular structures (14,19,74-76). 

  To facilitate the use and interrogation of the core SAC protein proximity maps/network 

generated in this study, all mass spectrometry data and R scripts used to analyze the data have 

been deposited in open access databases that are freely available to the scientific community 

(see Experimental Procedures). These tools will enable researches to define novel associations 

and to generate testable hypotheses to further advance the current understanding of SAC protein 

function and regulation.    

 

SUPPORTING INFORMATION 

The Supporting Information is available free of charge at: (link provided by ACS) 

Workflow for generating BioID2 vectors and cell lines; workflow of mass spectrometry data 

acquisition and analysis; supporting data characterizing cell lines and biochemical purification 

controls; combined Cytoscape protein association maps of selected SAC proteins with no GO 

terms applied; Cytoscape protein association maps for each SAC protein with applied GO terms; 

kinetochore protein enrichment analysis; uncropped immunoblots for all figures (PDF)  

List of reagents used (XLSX) 

List of primers used (XLSX) 

List of vectors generated (XLSX) 

Summary of all identified peptides from all BioID2 purifications (XLSX) 

Summary of all identified proteins from all BioID2 purifications (XLSX) 

Summary of peptides for all proteins that were identified with one peptide sequence (XLSX) 
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Summary of significant SAC protein proximity associated proteins (XLSX) 

List of Gene Ontology (GO) annotations used in the core SAC protein proximity association 

network analyses (XLSX) 
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available to the scientific community. All raw mass spectrometry files can be accessed at the 

UCSD Center for Computational Mass Spectrometry MassIVE datasets 

ftp://MSV000084975@massive.ucsd.edu. All R scripts used in this study are freely available at 

GitHub https://github.com/uclatorreslab/MassSpecAnalysis.  
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FIGURES 

 

Figure 1. Overview of the approach to generate core SAC protein BioID2 proximity association 

networks. (A) Schematic of the core spindle assembly checkpoint (SAC) components BUB1, 

BUB3, BUBR1, MAD1L1, and MAD2L1 that localize to the kinetochore region during early 

mitosis. MCC denotes mitotic checkpoint complex. (B) Generation of inducible BioID2-tagged 

stable cell lines for each core SAC protein. (C) Fixed-cell immunofluorescence microscopy to 

analyze BioID2-tagged SAC protein subcellular localization in time and space. (D) Biochemical 

purifications; affinity purification of biotinylated proteins and identification of proteins by 

LC/MS/MS. (E) Computational analysis of raw mass spectrometry data using in-house R scripts. 

(F) Generation of high-confidence SAC protein proximity association networks. 
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Figure 2. Establishment of inducible BioID2-tagged SAC protein (BUB1, BUB3, BUBR1, 

MAD1L1 and MAD2L1) stable cell lines and biochemical purifications. (A) Immunoblot analysis 

of extracts from doxycycline (Dox)-inducible BioID2-tag alone (EV, empty vector) or BioID2-

tagged SAC protein (BUB1; BUB3; BUBR1; MAD1L1; MAD2L1) expression cell lines in the 

absence (-) or presence (+) of Dox for 16 hours. For each cell line, blots were probed with anti-

BioID2 (to visualize the indicated BioID2-tagged SAC protein) and anti-GAPDH as a loading 

control. M.W. indicates molecular weight. Note that BioID2-tagged SAC proteins are only 

expressed in the presence of Dox. The arrow points to the induced BioID2-BUB3 protein band 

and the asterisk denotes a non-specific band recognized by the anti-BioID2 antibody. (B) Fixed-

cell immunofluorescence microscopy of the BioID2-tag alone (EV) or the indicated BioID2-
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tagged SAC proteins during prometaphase, a time when the SAC is active. HeLa BioID2-tagged 

protein expression cell lines were induced with Dox for 16 hours, fixed and stained with Hoechst 

33342 DNA dye and anti-BioID2, anti-α-Tubulin and anti-centromere antibodies (ACA). Bar 

indicates 5𝜇m. Note that all BioID2-tagged SAC proteins localize to the kinetochore region 

(overlapping with the ACA signal), whereas the BioID2-tag alone (EV) was absent from 

kinetochores. (C) Immunoblot analysis of BioID2 biochemical purifications from cells expressing 

the indicated BioID2-tagged SAC proteins or the BioID2-tag alone (EV). For each cell line, blots 

were probed with anti-BioID2 (to visualize the indicated BioID2-tagged SAC protein) and anti-

GAPDH as a loading control. M.W. indicates molecular weight. LS indicates low speed 

supernatant, HS indicates high speed supernatant. Uncropped immunoblots are provided in 

Figures S17 and S18. 
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Figure 3. Associations among the core SAC proteins identified in the proximity protein network. 

The associations between each of the core SAC proteins (BUB1; BUB3; BUBR1; MAD1L1; 

MAD2L1) were isolated from the unified core SAC protein proximity association network (Figure 

S6). Purple boxes highlight protein complexes known to assemble with core SAC proteins as 

annotated by the CORUM database. Arrows indicate the direction of the detected associations. 
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Figure 4. SAC protein BioID2 kinetochore/mitotic spindle assembly/centromere proximity 

association network. (A) Individual core SAC protein (BUB1; BUB3; BUBR1; MAD1L1; 

MAD2L1) proximity protein maps were compiled and subjected to kinetochore, mitotic spindle 

assembly, and centromere GO annotation analysis along with a COURM complex annotation 

analysis to generate a core SAC protein kinetochore/mitotic spindle assembly/ centromere 

proximity association network. Purple boxes highlight kinetochore, mitotic spindle assembly, and 
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centromere associated protein complexes present in the network. Arrows indicate the direction 

of the detected interactions. For a list of GO terms used see Table S8. (B) The core SAC protein 

kinetochore/mitotic spindle assembly/ centromere proximity association network was analyzed 

with BioGRID to reveal previously verified protein associations. Each arrow indicates an 

experimentally annotated interaction curated in the BioGRID database. Direction of arrows 

indicate an annotated interaction from a bait protein to the prey. (C) Reactome pathway analysis 

of the core SAC protein kinetochore/mitotic spindle assembly/ centromere proximity association 

network. The Reactome circular interaction plot depicts the associations between the identified 

proteins within the SAC protein kinetochore/mitotic spindle assembly/centromere proximity 

association network and the corresponding pathways in which they function. Legend presents 

the color-coded pathways that correspond to the circular interaction plots. 
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Figure 5. BUB1 as a hub for organizing the metaphase to anaphase transition. (A) Immunoblot 

analysis of protein extracts isolated from HeLa cells treated with control (Ctl) or BUB1 siRNA. 

GAPDH was used as a loading control. (B-D) Fixed-cell immunofluorescence microscopy of 

mitotic HeLa cells treated with control siRNA (siControl) or siRNA targeting BUB1 (siBUB1). 

Cells were fixed and stained with Hoechst 33342 DNA dye and anti-BUB1 (B), anti-PLK1 (C), or 

anti-SGO2 (D) antibodies, along with anti-α-Tubulin and anti-centromere antibodies (ACA). Bars 
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indicate 5𝜇m. Box plots on the right of each panel show the quantification of the normalized 

fluorescence intensity for kinetochore-localized BUB1 (B), PLK1 (C), or SGO2 (D) and **** 

denotes a P-value < 0.001. (E-F) Same as in A, except that RPE cells were used and treated 

with control DMSO vehicle or the BUB1 kinase inhibitor BAY 1816032. Note that the levels of 

kinetochore-localized PLK1 (E) and SGO2 (F) decrease in BAY 1816032-treated cells. Bars 

indicate 5𝜇m. Box plots on the right of each panel show the quantification of the normalized 

fluorescence intensity for kinetochore-localized PLK1 (E, * indicates P-value of 0.027) or SGO2 

(F, **** indicates P-value < 0.001). (G) Same as in E-F, except that a HeLa BioID2-BUB1 

expressing cell line was used. Bar indicates 5𝜇m. Box plot shows the quantification of the 

normalized fluorescence intensity for kinetochore-localized BioID2-BUB1, **** indicates P-value 

< 0.001. (H) Model of BUB1 as an organizer of the metaphase to anaphase transition. BUB1 is 

critical for SAC protein binding to KNL1 to establish the SAC response and is also critical for the 

recruitment of the Astrin-Kinastrin minor complex, which is essential for the metaphase to 

anaphase transition.    
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Figure 6. ELYS binds to MAD1L1 and MAD2L1 in mitotic cell lysates and to MAD1L1 in vitro. 

(A) BioID2-Myc (empty vector, EV), BioID2-Myc-MAD1L1, or BioID2-Myc-MAD2L1 inducible 

HeLa stable cell lines were induced with Dox and treated with 100 nM Taxol to arrest cells in 

mitosis. Mitotic cell lysates were then used for Myc immunoprecipitations and subjected to 

immunoblot analysis with the indicated antibodies. Note that endogenous ELYS 

immunoprecipitates with BioID2-Myc-tagged MAD1L1 and MAD2L1. Asterisks indicate BioID2-

Myc-MAD1L1 or BioID2-Myc-MAD2L1 in the inputs or eluates. Arrow head indicates non-

specific background band recognized by the anti-BioID2 antibody. (B) 35S-radiolabeled Myc-

ELYS N-terminal fragment (ELYS1-46, first 46 amino acids), FLAG-MAD1L1, FLAG-MAD2L1, 

and FLAG-GFP (control) were used in in vitro binding assays. Myc immunoprecipitations were 

resolved by western blotting and the blots were analyzed by autoradiography. Note that the 

ELYS N-terminal fragment binds to MAD1L1 and not MAD2L1. 
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