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Berger, G. B. Park, T. Schäfer, T. Baumert. Phys. Chem. Chem. Phys. 22,
7404-7411.

• Formation of highly excited iodine atoms from multiphoton excitation of CH3I
(2020). K. Matth́ıasson, G. Koumarianou, M. Jiang, P. Glodic, P. C. Samartzis,
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Abstract

Novel studies of buffer gas cooled polyatomic molecules for chemical analysis

by

Georgia Koumarianou

Cold molecules (1-7K) have been a powerful probe of cold chemistry, chemical analysis

and fundamental physics beyond the standard model. By far the most widely used source

of cold molecules have been the pulsed supersonic jet. In the past decade another cooling

method known as buffer gas cooling has emerged for the production of cold diatomic and

polyatomic molecules in a continuous manner. Buffer gas cooled molecules are brought to

low temperatures via collisions with cryogenic gas, which enables faster acquisition and

assignment of molecular spectra. Buffer gas cooling coupled with microwave spectroscopy

has enabled novel applications in chiral detection and mixture analysis due to its high

sensitivity. In this work, such capabilities are further expanded with a focus on chiral

systems. I describe the experimental advances in buffer gas cell design, and then discuss

three key results: the chiral detection of unknown multi-component mixtures, the first

microwave differential precision measurement for probing parity violation effects in chiral

molecules, and the study of low temperature formation kinetics of ethanol-methanol and

water dimers. Finally, I discuss the source and effects of stray electric fields in the buffer

gas cell and present preliminary efforts towards studying chiral imprinting and buffer gas

cooled reactive species.
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Chapter 1

Introduction

1.1 Microwave spectroscopy of cold polyatomic

molecules

Understanding molecules as quantum mechanical systems is a central objective of

chemical and molecular physics. Molecules, compared to atoms, display rich internal

dynamics including electronic, vibrational, rotational, and spin degrees of freedom. These

properties make studying molecules a much more complex process but if manipulated in a

controllable way, molecules could comprise a very promising physics toolbox that operates

in a wide range of different energy and time scales. Recent advances in producing cold

molecular samples are motivated by the promise of new science in the areas of cold

chemistry, chemical analysis and fundamental physics beyond the standard model. Such

studies are essential for bridging experiment and theory and understanding molecular

structure and interactions at a fundamental level.

Microwave spectroscopy has been used for decades as a spectroscopic probe of molec-

ular structure. The relationship between structure and the rotational transitions through

1



Introduction Chapter 1

Figure 1.1: The simulated rotational spectra of 1,2 propanediol at 7K (blue) and
300K (red), up to the rotational levels with J=30 using the PGOPHER package. The
intensity of the transitions at 300K is multiplied by a factor of 100 for clarity.

the principal moments of inertia provides one of the most direct and accurate methods for

structure determination of gas phase samples. From a rotational spectrum, one can ex-

tract information about fundamental structural properties such as centrifugal distortion,

hyperfine spin-rotation and spin-spin effects, quantum tunneling, torsional and large am-

plitude effects. [1] However, all this information is extremely challenging to access from

rotational spectra at room temperature because of their complexity. At room temper-

ature, hundreds of rotational levels are occupied and the rotational partition function

scales with temperature as T 3/2. This can be better seen in Figure 1.1, showing the

simulated rotational spectra of 1,2 propanediol at 7K (blue) and 300K (red), up to the

rotational levels with J=30. The intensity of the transitions of the room temperature

spectrum are multiplied by a factor of 100. The complexity of the spectrum at room

2



Introduction Chapter 1

temperature is one of the main reasons why microwave spectroscopy is not as widely

used for chemical analysis as other methods like FTIR and NMR. The development of

cold molecular sources tremendously benefited microwave spectroscopy showcasing its

advantages to current chemical analysis methods.

The combination of supersonic-jet expansion techniques with Fourier transform mi-

crowave (FTMW) spectroscopy, especially the broadband chirped pulsed Fourier trans-

form microwave method (CP-FTMW) revolutionized the field. Cold molecular samples

(1-10 K) produced by molecular beams occupy less states according to T ≤ ∆E/kb

(where ∆E is the energy spacing between levels), which combined with faster spectral

acquisition capabilities, can lead to rotational spectra that are faster to acquire and

simpler to assign. Current advances in microwave spectroscopy span the study of large

van der Waals clusters, mixture analysis and chiral analysis. [2, 3, 4, 5, 6] Microwave

spectroscopy is inherently molecule specific, allowing for simultaneous analysis of multi-

component species, including their different conformers and isotopomers. Few examples

of such capabilities have been demonstrated by the quantitative mixture analysis of nat-

ural essential oil samples and the conformational dynamics of small molecules.[7, 8] Two

more noteworthy achievements paving the way for the future of the field is the structural

studies of large water clusters [9, 10] and chiral recognition effects [11, 12].

1.2 Buffer gas cooling

Buffer gas cooling is a continuous cooling technique in which room temperature atoms

or molecules are cooled via collisions with a cold buffer gas cell to low temperatures.

Commonly used buffer gases are helium (4K), neon (20K) and argon (85K). Buffer gas

cooling was pioneered by Frank de Lucia [13] for atoms and expanded to large polyatomic

3



Introduction Chapter 1

molecules by the Doyle and Patterson Group.

The buffer gas cooling technique is quite general, as it can be adopted to a wide variety

of different species. Small molecules (of roughly 10-15 atoms) can be routinely buffer gas

cooled and in the past decade, the technique has been extended to larger polyatomic

molecules as well. Nile Red (C20H18N2O2) which comprises of 42 atoms has been buffer-

gas cooled with helium buffer gas, while the Buckminster fullerene C60 holds the current

record of the largest molecule buffer-gas cooled to 130 K with argon buffer gas.[14, 15]

The technique has also been tested at organometallic species with heavier atoms, such as

methyltrioxorhenium (CH3ReO3), a promising candidate for parity violation studies [16].

As will be discussed further in this thesis, species such as van der Waals clusters and

radicals also survive in the buffer gas environment which can be additionally utilized as

a medium to study reaction kinetics and non-covalent interactions at low temperatures

and not solely for thermalization.

1.3 Motivation and thesis outline

I first decided to join the Patterson group at UCSB to combine learning about cold

molecule production and cryogenics, and apply it in doing spectroscopy on my favorite

molecular property, chirality. I was very excited to be involved in designing and build-

ing the next novel state-of-the art chiral chemical analyzer and to innovate in physical

chemistry by exploring the capabilities of buffer gas cells in studying molecules.

In this thesis which consists of six Chapters, I describe my journey. Chapters 1-2 can

be considered a guide for readers interested in doing microwave spectroscopy in buffer

gas cells from a chiral detection perspective. Chapters 2-5 contain our work showcasing

a series of novel experiments made possible by advances in the buffer gas cell apparatus

towards the new methods for extracting chiral information .

4



Introduction Chapter 1

• Chapter 1: A brief description of the main concepts required to understand the

experiments and motivation discussed in this thesis.

• Chapter 2: An experimental guide to the buffer gas cell apparatus with a focus on

cryogenic design and sample introduction capabilities.

• Chapter 3: A detailed overview of our experimental results on producing three-wave

mixing spectra, spectra that provide chiral information on-the-spot on unknown

samples without the need for spectral assignment. This chapter contains a very

detailed emphasis on the challenges faced and their solutions.

• Chapter 4: A report on stray electric fields inside buffer gas cells, including exper-

imental data describing observed effect and its influence on experimental measure-

ments, possible explanation and suggested solutions.

• Chapter 5: Our published results on the first precision differential spectroscopy

result using microwave spectroscopy between two enantiomers. This result con-

tributes towards understanding the systematics needed to measure parity violation

effects in chiral molecules for the first time.

• Chapter 5: Experimental results on low-temperature dimer formation kinetics in

a new updated buffer gas cell design. We extract formation rates at 10 K for

ethanol and ethanol-methanol dimers and study conformational effects. We also

collected kinetic data on water dimer isotopologue formation presenting insights on

how tunneling motions participate in the dynamics via a quantum tunneling lens.

• Chapter 6: Future Directions. An overview of preliminary ideas and results for the

next generation of experiments.

5



Chapter 2

Experimental Apparatus

2.1 Introduction

A large part of my thesis work involved the optimization and design upgrade of the

buffer gas cell spectrometer with the goal of expanding its current experimental capabil-

ities. The buffer gas cell apparatus is mainly designed as a microwave spectrometer that

operates at cryogenic temperatures. Operating at 6 K allow us to produce less complex

high sensitivity microwave spectra, taking advantage of the temperature dependence of

the molecular partition function, low-noise amplification and high-speed data acquisition.

In this chapter, I will describe in detail the apparatus design and requirements for the

chiral detection, dimer formation and precision spectroscopy experiments described in

following chapters.

6



Experimental Apparatus Chapter 2

2.2 Cryogenic buffer gas cell

The central components of the experimental apparatus is the cryogenic buffer gas cell

and the molecular source.

2.2.1 Standard buffer gas cell design

A schematic of the standard buffer gas cell apparatus is shown in Figure 2.1. Gas-

phase molecules in room temperature enter the cell, where they get thermalized via

collisions with cold buffer gas. The cell is a (20cm × 20cm × 20cm) box made of

superconductive copper 101. Two pairs of microwave horns are mounted at the back

side of the cell, for performing microwave spectroscopy in the frequency range between

10-18 GHz and 18-26 GHz. Opposite to the horns’ side, there is a spherical mirror with

a curvature of approximately 8 inches. At the center of the mirror, there is an one inch

diameter aperture for sample introduction. Molecules in the gas-phase reach the cell via

a copper sample injection tube (R = 0.250) that is positioned co-planar and center to the

aperture. Microwave excitation pulses are emitted by one of the microwave horns, reach

the curved mirror on the opposite side of the cell and get reflected back to the detection

horn.

The entire cell is cooled down to 5 K via a two-stage closed cycle cryocooler (Cry-

omech compressor with a PT420 cold head). The 2nd stage of the cryocooler reaches a

base temperature of 4.2 K. Additional heatloads related to material volume and thermal

conductivity losses eventually raise the cell temperature by 0.5-1 K. Buffer gas cooling is

a cryogenic experiment that takes place in high vaccum, therefore the cryogenic buffer gas

cell is placed inside a vacuum chamber (300 K) and is further protected from blackbody

radiation by a 0.125 inch thick aluminum radiation shield. A radiation shield made of

superconductive copper 101 was adapted to future designs for faster and more efficient

7
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Figure 2.1: Schematic of the standard buffer gas cell apparatus. Molecules in room
temperature enter the cell, where they get thermalized via collisions with cold helium
gas. Microwave excitation pulses are emitted by one of the microwave horns, reach the
curved mirror on the opposite side of the cell and get reflected back to the detection
horn. Even though we are continuously adding gas-phase molecules and buffer gas at
a rate of 10 sscm, cryopumps help maintain high vaccum by adsorbing the excess gas.

cooldowns. The radiation shield is thermally anchored to the 1st stage of the cryocooler

and stays at a temperature between 45-70K. Aluminized mylar superinsulation is used as

an additional layer of radiation shielding between the room temperature vacuum cham-

ber and the radiation shield.

Helium gas enters from the cell via a cold line that is thermally anchored to the 2nd

stage. We have tried two different configurations for the cold helium introduction line.

In the original design [17], the helium enters the cell through a 12-hole pattern around

the aperture on the spherical mirror. We also tried a simpler design where the helium

8
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tube is attached to one of the side plates. Both methods performed similarly. Buffer

gas is introduced at a typical flow rate of 8-12 standard cubic centimeters per minute

(SCCM) controlled by a gas mass flow controller (Alicat Scientific). The neat sample

is introduced typically at a rate of 4 µL per second. Even though we are continuously

adding gas-phase molecules and buffer gas, cryopumps help maintain high vaccum by

adsorbing the excess gas. In this design, three stacked plates of charcoal cryopump are

mounted outside the cell.

2.2.2 Second generation buffer gas cell

The next generation buffer gas cell was designed for high resolution and cold chemistry

experiments in mind. As seen in Figure 2.2, the main difference between the two designs

is the size. This buffer gas cell is 45 cm × 25 cm × 27 cm, occupying maximum volume

of the vacuum chamber. In this design, there is no spherical mirror but instead a simpler

horn configuration in which the two horns are facing one another.

The two designs share identical microwave circuitry and cryogenic components, except

for the use of copper 101 radiation shield instead of aluminum. In this design, there are

three sorb plates coated with activated coconut charcoal, that are approximately 45 cm

× 25 cm and and are stacked with spacers on the outward side of the back plate of the

cell.

9
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Figure 2.2: ((left) Schematic of the high-resolution buffer gas cell apparatus for study-
ing dimer formation. Figure is adopted from [18] This cell is 45 cm × 25 cm × 27 cm,
occupying maximum volume of the vacuum chamber. A copper radiation shield was
adapted for this design. (right) Image of the front view of the apparatus.

10
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2.3 Vacuum and cryogenics

The chamber is pumped by a dry pump (Model EV-A10P, Ebara Technologies) with

a pumping speed of 1000 L/min. This pump was specifically chosen because it is oil-free,

has high atmosphere pumping speed and high water vapor pumping (gas ballast). It is

important to run oil-free to maintain the adsorption capacity of the charcoal cryosorbs

for longer times. We tried other type of dry scroll pumps like the Agilent Triscroll which

effectively pumped down the chamber but at times struggled with water vapor pumping.

It also required much more maintenance such as tip seal replacements every few months.

During a standard cooldown, the dry pump pumps down the chamber from atmosphere

to around 10 mTorr, in approximately 30 minutes. Then, the helium compressor brings

the pressure down to high vacuum at 10−6 mTorr and starts the cooling process which we

usually do overnight. At equilibrium, the 1st stage of the cold head reaches approximately

40 K (top) 70 K (bottom) and the 2nd stage reaches 4.2 K. During the cooldown processes,

different gases condense at different temperatures as seen in 2.3. At 4 K, only helium

gas remains in the gas-phase. When we run the buffer gas cell with Neon gas, we use

a small brass piece at the point where the 2nd stage connects with the buffer cell along

with heaters to operate at 14-20 K.

2.3.1 Helium cryopumping with activated charcoal

To maintain high vacuum while continuously flowing buffer gas, we are cryopumping

helium using sorbs made out of activated charcoal (Spectrum Chemical, mesh 8-30).

Activated charcoal is a material with large surface area 1150-1250 m2/g. Albert G. Tobin

el al. performed a thorough evaluation on its helium cryosorbing abilities including SEM

images at high magnification demonstrating its large porosity. They measured a pumping

speed of 6.7 L/s · cm2 and a pumping capacity of 3.5 Torr · L/cm2 .[19]

11
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Figure 2.3: Condensation temperatures for different common gases. Image
credits: L. Bertollini, Y. Li, LLNL

The cryosorbs we use are made out of stacked copper plates (9.5 x 12 inches, 1/16

” thickness, super-conductive 101 copper). They are spaced 1/2” apart and they are

thermally anchored to each other. The middle plate is anchored to the 2nd stage of

the helium compressor which has a temperature of 5 K. The preparation of the plates

involves three steps: 1) sanding of the copper surface, 2) coating the surface with epoxy

(Stycast 2850FT epoxy mixed with Henkel Loctite catalyst 24LV curing epoxy hardener

at 7.5:1 ratio), and 3) fully coating each side of the plate with the charcoal pellets. The

curing process takes 24 hours with the catalysts we use.

The Stycast 2850FT epoxy has a thermal conductivity of 1.01 W/m ·K. I also

tried using a different catalyst such as the Stycast 2850KT (that has a distinct blue

color). This catalyst has a thermal conductivity of 2.29 W/m ·K and a shorter curing

time (8-16h) than the 24LV catalyst, while also absorbing less water according to its

specification. However, we observed no significant difference on the cooldown or runtime

of the experiment.

For the rate of cryopumping needed for introducing 4-10 sccm of helium continuously for

several hours, the sorb plate temperature, monitored by silicon diode sensors mounted on

one of the plate, must remain below 8 K. When the sorb reaches its maximum capacity

12
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or is under increased heatload, desorption begins leading to what we call “the crash”.

During the crash, the helium is released and the pressure inside the chamber rises. In

these conditions, thermal cycling to room temperature is necessary to regenerate the sorb.

Sorb performance deteriorates with time and we typically replace the sorbs every six

months. A sick sorb is easy to diagnose as it leads to shorter runtimes of the experiment

and instant crashes after turning the helium buffer gas on and off more than once within

the day. There is also some preliminary evidence that specific chemical species deteriorate

the sorb performance dramatically after a few runs, these are fluorobenzene[20] and

methanol [18].

The warm-up can take place naturally, where the temperature rises up after turning off

the cryostat. To speed-up the process, we usually keep introducing buffer gas at 5-10

sccm, while the dry pump valve is on.

2.3.2 Temperature diagnostics

Silicon diode thermometers (DT670, Lakeshore) are positioned at various critical

points of the apparatus as temperature diagnostics. For diagnosing the cryogenics, ther-

mometers are placed at: the 1st stage of the cold head, 2nd stage of the cold head,

cryosorb plates, top and bottom radiation shield, the cell and at the cryogenic amplifier.

A combination of the temperature readings between the cell with buffer gas on and off

and the sorb plates can be very sensitive probes to the overall health of the experiment

and can be very useful for day-to-day monitoring. This is a very straightforward way to

optimize heat loads and fix unexpected issues especially when installing new components.

13



Experimental Apparatus Chapter 2

2.4 Sample introduction

Depending on the molecular species under study, there are various sample introduc-

tion methods compatible with cryogenic buffer gas cells: capillary injection, deposition

on glasswool, pulsed valves with multiple inputs.

2.4.1 The capillary input manifold

As seen in Figure 2.4, liquid samples with high vapor pressure can be injected at

specific sample rates ( 1-10 µL/sec) and transferred into the cell via a stainless steel

capillary and standard high pressure liquid chromatography fittings. This method is

described in detail in Ref.[17]. It has currently been replaced by the glasswool deposition

method.

Figure 2.4: ((left) Schematic of the capillary input manifold. Figure was adopted
from [17]. (right) Image of capillary injection setup. The sample is deposited inside a
syringe placed in a syringe pump station. Standard liquid chromatography capillaries
and fittings are used to transfer the sample from the syringe within the heated copper
tube and then into the cell as molecules in the gas phase.

14
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2.4.2 Glasswool deposition method

The heated capillary method, used in previous experiments [17], caused signal fluctu-

ations. As a result, the signal amplitude of our microwave signals would vary randomly

over time as a result of events that also caused temperature spikes on the experiment’s

temperature log, as the ones seen at the bottom graph of Figure 2.5. We soon figured out

the these spikes were caused by random vaporization events and the solution involved

incorporating a material with high surface area and high heat capacity for smoother

vaporization.

Figure 2.5: Temperature logs of the experiment before and after the use of glasswool.
Poor sample reproducibility could be monitored by spurious temperature spikes(top).
After introducing glasswool, the spikes are gone.

In gas chromatography, the liquid samples are also injected and being vaporized before

analysis. According to [21, 22], in some cases the aerosol enters the chromatographic col-

umn without being fully vaporized leading to poor sample transfer and non-reproducible

results, with the main reason being rapid temperature changes at the point of injection.

15
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In our case, hot droplets failing to vaporize on time falling onto the the 6K surface

and leading to uncontrolled vaporization events could also be the cause of the spikes and

high signal fluctuation. The chromatography community solved this by using injection

liners with packing materials, such as glasswool. Glasswool has high surface area and

high heat capacity. It can minimize the temperature drop while ensuring the sample has

enough time to be vaporized gently. [22, 23, 24, 25]

As seen in Figure 2.7, we initially packed glasswool at the tip of the copper tube

where the liquid exited the capillary. Heaters were also added closer to the tip of the

capillary and the glasswool. As seen in the bottom of Figure 2.5, adding glasswool solved

the spikes issue and resulted in more effective and gentle evaporization. It is also a much

simpler design since it does not require the use of capillary tubes to transfer the sample.

The liquid sample is directly deposited onto the glasswool inside a small volume separated

from the cell via a valve (Edwards SP10K Speedivalve). Alternatively, it can be injected

via a septum, without breaking vacuum, as seen in Figure 2.7. The amount of molecules

entering the cell can be monitored via their heatload effect to the cell temperature and

be easily controlled by adjusting the speedivalve. This way, we are able to introduce as

many molecules we want per unit time, with the only limitation being the cryogenics and

the thermalization rate (cold helium density).

16
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Figure 2.6: Schematic of sample introduction design with and without the glasswool
packing material. The design was inspired by the gas chromatography liners. For the
initial design, we loosely packed glasswool at the front of the copper tube and added
heater close to the exit of the stainless capillary tube.

Figure 2.7: Image of glasswool-KF sample introduction setup. Sample can also be
introduced through injection via a septum without breaking vacuum

17
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2.4.3 Multiple and pulsed sample introduction

With the development of the next generation of buffer gas cell with larger volume, we

wanted to study reactions or clusters formed inside the cell. For these experiments, we

designed a new flange with four different sample inputs. Each of them is independently

pumped and heated to keep reactants separate till they are introduced into the buffer

gas cell. The four-input setup is compatible with any of the other sources such as the

capillary, glasswool or a standard Parker 9 series pulsed valve. For the setup seen in

Figure 2.8 used for the dimer formation experiments, explained in detail in following

chapters, we used a Parker 9 series pulsed valve.

The next generation of this setup is a double-input angled version, as seen in Figures ??.

The two copper tubes, loaded with different samples, enter the cell at an angle of 12 °for

increased interaction volume between two reactants. This input is built and coupled to

the standard buffer gas cell for measuring induced enantiomeric excess upon chiral dimer

formation, as described more in detail in the Future Directions chapter.
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Figure 2.8: Four-input sample introduction setup. Each input has an independent
vacuum interlock and heating system (brass sleeve) to keep reactants separate till they
are introduced into the buffer gas cell. This setup was used for the low temperature
dimer formation kinetic experiments.
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Figure 2.9: Double-input angled sample introduction setup for larger cross-section
between two reactants entering the buffer gas cell. This input was built for the pro-
posed chiral imprinting experiment described more in detail in the Future Directions
chapter.

Figure 2.10: Double-input angled sample introduction setup coupled to the buffer gas
cell for chiral analysis.
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2.5 Electronics

The electronics for operating a microwave spectrometer in a cryogenic buffer gas cell

perform three main operations: (1) TTL control, (2) production and manipulation of

microwave sources, and (3) digitization and rapid data acquisition.

Figure 2.11: Microwave electronic circuit diagram for performing microwave spec-
troscopy in a buffer gas cell. Main components such as microwave sources, synthesiz-
ers, mixers and amplifiers are shown by their standard symbols.

A simplified schematic of the microwave circuit is presented in Figure 2.11, and spe-

cific details of all parts are included in Table 2.1. The spectrometer can be operated

in two frequency regimes 11-18 GHz and 18-26 GHz. The circuit configuration for both

cases is the same but each frequency range requires the equivalent microwave components

rated for that frequency range. These ranges were chosen for three main reasons: cost-

effectiveness, size and convenience. In this frequency range, most polyatomic molecules

display hundreds of transitions, while the microwave components such as the horn an-

tennas are small in size (order of five-ten centimeters) and can easily fit to the buffer gas

cell. Electronic components such as amplifiers and cables are also much more affordable

and outweigh the advantages of working at higher frequencies.
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Table 2.1: Table of standard components used for microwave spectroscopy experiments
in a buffer gas cell.

Component Part details
Arbitrary waveform generator Siglent SDG6052X 250 MHz

TTL pulse generator
Doyle Event Generator (DEG)
custom-built

Event delay generator SRS 4 channel delay generator, DG645
Synthesizer Local oscillator Hewlett-Packard-8673D
Cryogenic Amplifier, 6-20 GHz Low Noise Factory, LNF-LNC6 20C
Cryogenic Amplifier, 15-29 GHz Low Noise Factory, LNF-LNC15 29B
Protection switch Analog Devices, HMC547ALC3, DC-28 GHz
Drive Amplifier, 12-18 GHz Mercury systems power amplifier LL1218-32-T325
Drive Amplifier, 18-26 GHz Mercury systems power amplifier L1826-32-T325
Data acquisition card Keysight U1084A
Gain horn antenna, 12-18 GHz Pasternak (PE9854/SF-20)
Gain horn antenna, 18-26 GHz Pasternak (PE9852/2F-20)

Other amplifiers
Narda-MITEQ Amplifier JS4-00102600-30-10P,
Analog Devices HMC962LC4

The overall timing of the experiment is controlled by a homemade programmable

transistor-transistor logic (TTL) pulse generator, triggering the generation of a chirp

pulse from the Arbitrary Waveform Generator (AWG). The AWG triggers a delay pulse

generator which further controls the timings of the power amplifiers and the cryogenic

protection switch. A typical timing diagram of a microwave spectroscopy experiment is

shown in Figure 2.12, highlighting the timing sequence of main events. During excitation

of the microwave chirped pulse, that typically lasts 1-4 µseconds, a safety switch remains

on for 0.5 µseconds before and after for protecting the sensitive detection electronics.

Broadband microwave pulses are generated by mixing the chirp from the AWG with the

output of a tunable synthesizer (10-26 GHz range). Upon mixing, the upconverted chirp,

at the desired frequency, is further amplified in room temperature and broadcasted by a

horn antenna. The microwave molecular signal emitted following excitation is collected

by a receiver horn antenna. It passes through the protection switch and is amplified by a
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cryogenic low noise amplifier (LNA) and a series of room temperature amplifiers before

getting downconverted. During downconversion, the microwave signal is mixed down

with the same output of a tunable synthesizer to lower frequencies and fed into a high

speed acquisition card. Many individual FIDs are combined in the time-domain prior to

the Fourier transform that produces the spectrum. A typical experiment consists of 15

averages each of which consists of the sum of 30000 waveforms. This is possible due to

the continuous nature of the buffer gas cooling method allowing for data acquisition as

fast as every 30 µseconds. This allows for higher data acquisition speed than experiments

with pulsed sources with repetition rates of 10 Hz. [17]

Figure 2.12: A typical timing diagram of a microwave spectroscopy experiment. Dur-
ing excitation of the microwave chirped pulse that typically lasts 1-4 µseconds, a
safety switch protects the sensitive detection electronics. Following the excitation,
the molecules emit a coherent molecular signal, called free induction decay. It usually
lasts 2-12 µseconds and its duration is transition-dependent and buffer gas density-de-
pendent. This pulse sequency limits the repetition rate to a typical experimental to
roughly 50 KHz.
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Chapter 3

Chirality detection with microwave

three-wave mixing

This chapter describes in more detail, the work in reference, “Assignment-free chirality

detection in unknown samples via microwave three-wave mixing (2022). G. Koumari-

anou, I. Wang, L. Satterthwaite, D. Patterson. Commun Chem 5, 31.”

3.1 Introduction to chirality

Chiral molecules can exist in two versions that are non-superimposable mirror images

of one another, called enantiomers. It is impossible to transform one enantiomer into the

other without breaking a chemical bond. Chirality is also described as the property of

handedness, since we can refer to the two versions as the right-handed version and the

left-handed one.

A very important chirality measurement is the percent of enantiomeric excess (% of

ee), which describes the ratio between the right and left versions. This a a key property

since chiral biomolecules such as DNA, proteins, amino acids exist only in one version in
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living organisms. Enantiomeric excess is a unique signature of biological activity. There-

fore, it is quintessential for answering open questions about the origins of life, looking

for life as we know it on other planets and design methods to accelerate the synthesis of

chiral pharmaceuticals. Developing new analytical methods for reliably measuring enan-

tiomeric excess and determining the absolute configuration in samples such as real-life

complex mixtures and pharmaceuticals is of great importance. Drug development relies

heavily on the design of asymmetric synthetic methods to produce one of the enantiomers

to minimize drug side effects, while measuring enantiomeric excess in planetary samples

can provide invaluable insights on life.2

3.2 Measuring chirality using electric dipole

interactions

It is generally true that one can distinguish a chiral object via interacting with another

chiral object. In the case of Absorption Circular Dichroism, circularly polarized light,

which is chiral light, interacts differently with the two enantiomers of a chiral molecule.

The interaction with the magnetic field leads to a chiral discriminating response, but the

signal is weak since it is proportional to the size of the molecule in comparison with the

pitch of the helix of the light which is usually at the UV-VIS region, within the elctric

dipole approximation.

Microwave three-wave mixing (M3WM) is a chirality detection method based on

electric-dipole interactions, with an underlying mechanism different than common meth-

ods such as Circular Dichroism (CD), Vibrational Circular Dichroism (CD) and Raman

Optical Activity (ROA). It exclusively uses electric-dipole allowed interactions leading

to much stronger chiral response within the electric dipole approximation. This is also
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related to one of the most common questions about M3WM, which is how does it mea-

sure enantiomeric excess without circularly polarized light. A thorough perspective on

this was described by A.F Ordonez el al. [26] using the idea of chiral setups, which are

experimental setups with defined handedness to describe how electric-dipole methods are

able to measure chirality in isotropic molecular samples. The handedness of the setup

acts as the second chiral object needed to probe the chirality of the molecules. Other

popular electric-dipole methods are 1) Photoelectron Circular Dichroism (PECD), 2)

Photoexcitation Circular Dichroism (PXCD) and 3) Photoexcitation Photoelectron Cir-

cular Dichroism (PXECD). A.F Ordonez el al. discuss thoroughly the similarities on the

theory behind these methods, with a main emphasis on PECD, which has been studied

more extensively both theoretically and experimentally[27, 28] than M3WM.[26]

Chirality detection using microwave spectroscopy

Microwave spectroscopy probes rotational transitions which are the most accurate

spectroscopic measurements of chemical structure. There are three types of rotational

transitions seen in microwave spectra, the a-, b-, c-type that are associated with the three

rotational axes A, B, and C in three dimensions.

The majority of chiral molecules are completely asymmetric (C1) and their rotational

spectrum can be described by the asymmetric top Hamiltonian. Chiral molecules of C1

symmetry have non-zero dipole moments along A,B and C axes which means that they

display all three types of rotational transitions.

In 2012, Eizi Hirota proposed theoretically a new enantiospecific spectroscopic method

based on a triple resonance experiment between rotational levels.[29] He suggested an

excitation scheme that combines an a-type, b-type and c-type rotational transition to

differentiate between enantiomers and measure enantiomeric excess. This experiment,

now known as Microwave Three-Wave Mixing (M3WM), was later realized experimentally

by Patterson el al.[30] using enantiopure samples of 1,2-propanediol.
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Microwave Three-Wave Mixing (M3WM) [30, 2] is a polarization and phase sensitive

method. The three transitions form a closed loop (or triangle) like the one shown in

Figure 3.1. We refer to the first excitation pulse as the drive pulse and the second

excitation pulse as the twist pulse. The detected molecular coherent signal produced is

the listen pulse. The drive and listen pulses are linearly-polarized and perpendicular to

one another. The listen pulse, which is the coherent molecular signal, is detected as a

free-induction decay (FID) with polarization that is mutually orthogonal to the first two

orthogonal fields and differs by π radians for the two enantiomers. This scheme forms a

chiral setup as the ones described previously by Ordonez et al.[26]

Figure 3.1: Pulse sequence and energy level schematic of a M3WM experiment. The
drive transition is π/2 pulse, followed by the twist π pulse. The rotational signal is
obtained as a free-induction decay (FID) mutually orthogonal to the first two orthog-
onal fields and with a phase difference of π between the two enantiomers.

The transition matrix elements for the rotational transitions associated with each of

those axes are proportional to ⟨Ψ1|µa|Ψ2⟩, ⟨Ψ1|µb|Ψ2⟩, ⟨Ψ1|µc|Ψ2⟩ where µa, µb and µc

are the corresponding dipole moments.[31]. In the example shown in Figure 3.1, the drive

is π/2 pulse a-type transition that creates a coherent superposition between states |a⟩

and |b⟩. The twist pulse is π pulse b-type transition that employs a coherence transfer

between states |b⟩ and |c⟩. The listen pulse is the c-type transition connecting |b⟩ and
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|c⟩ that has a phase difference of π due to the sign of the dipole triple product. The sign

of any of two electric dipole components is arbitrary but the sign of the triple product

|µaµbµc| is independent of axis selection and changes sign under spatial inversion. This

quantity can be used for chiral discrimination since it is opposite for enantiomers of the

same chiral molecule and zero for a non chiral molecule.

From all rotational transitions of a given molecule, most of them do not have a pair

of other two transitions at the right frequencies in our range to be able to form the

closed 3WM triangles. For example, a chiral triangle for 1,2 propanediol consists of

the |211⟩ −→ |221⟩ transition at 14795.72 MHz, the |221⟩ −→ |210⟩ at 100.5 MHz and the

|220⟩ −→ |211⟩ at 14896.22 MHz. To determine the 3WM transitions for a new molecule,

calculated transitions from a simulated spectrum are sorted and checked for this frequency

requirement between a-, b- and c-type transitions.

The relationship between the triple dipole product and the induced listen field with

polarization P can be understood better via the following equation in the weak field limit

[6, 32]:

P̂listen(t) ∝ ee · |µaµbµc| · cos ( 2πvt+
π

2

µaµbµc

|µaµbµc|
) (3.1)

where ee stands for enantiomeric excess, µa, µb, µc are the permanent dipole compo-

nents, v is the listen frequency. The signal amplitude is proportional to the enantiomeric

excess (ee). The signal is zero for any molecules with zero dipole moment along any of

the three rotational axes and the net signal is zero for racemic mixtures. Signal can be

calibrated to known ee, to get specific ee information. The phase of the induced signal

changes sign with enantiomer and its amplitude is a quantitative measurement of enan-

tiomeric excess. This signal is also of comparable order of magnitude as conventional

Fourier transform microwave spectroscopy (FTMW). [6]
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There is a second type of chirality, known as axial chirality. These molecules exhibit

C2 symmetry which is the symmetry of a threaded rod seen in molecules such as hydrogen

peroxide (H2O2) and ethanol (CH3CH2OH). The three-wave mixing scheme can’t be

employed to C2 molecules because the dipole moment along their main symmetry axis is

zero by definition.

Other M3WM experiments

Even though M3WM was first demonstrated using buffer gas cooled molecules as the

cold molecular source, it has also been shown in molecular beam setups.

Shubert et al. [4, 5] measured M3WM on two different conformers of carvone and

4-carvomenthenol determining enantiomeric excess and absolute configuration. The ap-

paratus used was a conventional CP-FTWM spectrometer with minor modifications. In

2015, Lobsinger el al. [3], reported a new modification on the CP-FTWM spectrometer

using four antennas instead of the RF electrode. In this way, one could take advantage

of larger frequency ranges but also better optimization control of the chiral signal. The

molecule under study was solketal.

Domingos et al. [6] expanded the M3WM capabilities to menthone, which is a chiral

molecule with two stereogenic centers and one of the main component of peppermint

essential oil. They demonstrated M3WM for menthone and isomenthone chiral species

in the commercially available sample of the oil and calculated ee based on calibrating

with enantiopure samples.

A different direction towards exploring M3WM capabilities into purifying chiral sam-

ples was shown by Eibenberger el al.[33] and Perez el al.[34] in a buffer gas cell and

molecular beam setup, respectively. To achieve enantiomer-specific population transfer,

an additional microwave pulse at the same frequency as the listen is applied. This pulse

must be orthogonal and phase coherent to the drive and the twist. The phase of the

third pulse is varied between −π and π and at certain phase, one of the enantiomers is
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selectively transferred to a specific state. A fourth transition connected to the state was

used as the readout.

Recently, Moon et al.[35] from Missouri University of Science and Technology con-

structed a working microwave three-wave mixing (M3WM) experiment with multiple

arbitrary waveform generators. They demonstrated three-wave mixing for carvone and

are planning to expand the method for studying nuclear quadrupole coupling effects in

chiral molecules.
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3.3 Assignment-free chirality detection in unknown

samples

3.3.1 Introduction

Despite the broad applications of chiral molecules in the pharmaceutical, food, agri-

culture, and fragrances industry, a general method for detecting and measuring enan-

tiomeric excess remains elusive. While notable progress has been made towards detection

of slight enantiomeric excess on the 0.4% level [36], detection of enantiomeric excess in

unknown complex samples has proven challenging. Chromatography has long been the

go-to method for enantiomeric analysis among synthetic chemists, however, as detection is

based on chemical interactions, it cannot be generalized to unknown samples. Mass spec-

trometry and Nuclear Magnetic resonance (NMR) rely on chiral derivitization reagents

and can be sensitive to contaminants[37, 38, 39, 40, 41]. For unknown multi-component

mixtures, polarimetry can be inconclusive, as the calculation of specific rotation requires

knowledge of concentration and it is often referenced to neat samples[42, 43, 44].

Spectroscopic methods such as vibrational, photoelectron circular dichroism[45, 46,

47, 48, 49], and microwave spectroscopy [50, 51, 52, 53, 54, 55, 56, 57, 58] can be mixture

compatible and provide highly accurate information on species identity. So far, these

methods have been limited by spectral assignment; prior to any chirality experiment, the

spectrum of the molecule had first to be collected and fully assigned.

Spectral assignment is the process of extracting information out of a spectrum by

assigning its transitions. For a rotational spectrum, it involves the determination of A, B,

C rotational constants, centrifugal distortion constants and more subtle effects depending

on the molecular species. An assigned microwave spectrum provides extremely accurate

information on the molecular structure at the conformer, isotopomer, diastereomer level.
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However, it is a challenging and time-consuming process even for trained spectroscopists,

even though there are active efforts to automate and simplify the assignment process

[59, 60, 61, 62]. That is one of the main reason that microwave spectroscopy, even

though information-rich, is not a method widely used for chemical analysis.

In this work, we demonstrate a generalized assignment-free version of microwave

three-wave mixing (M3WM)[30, 2, 6] that can identify chiral species in enantiomeric

excess in unknown complex samples. We achieve this by exploiting our high sensitivity

and employing broadband excitation pulses to search experimentally for transitions in a

three-level system, along with implementation of careful cancellation schemes to ensure

that signals from species not in enantiomeric excess are subtracted. The resulting spectra,

referred to here as “three-wave mixing spectra”, can provide direct proof on the existence

of chiral species in enantiomeric excess and can be used for the study of previously

hard-to-analyze samples: unassigned species and unknown complex mixtures. While

the samples used in this work were not prepared by an outside team and were thus

strictly speaking ‘known’ to our team, M3WM and proof of enantiomeric excess was

demonstrated on these samples with no sample-dependent settings.

Broadband three-wave mixing

Our broadband assignment-free three-wave mixing uses broadband microwave and

RF excitation combined with careful cancellation schemes. Polarization and phase con-

trollability for broadband pulses are achieved with an updated experimental setup and

microwave circuit (discussed more in detail under Methods). While knowing the exact

phase of the relevant component of each chirp is challenging, the repeatability of this

phase is excellent, as it must be in all chirp pulse microwave three wave mixing experi-

ments, and it can be accurately reversed by changing the phase of the signal coming from

the arbitrary waveform generators. The resulting three-wave mixing spectra include nu-

merous transitions from each chiral molecule that is present in enantiomeric excess. Each
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of those transitions stem from a M3WM excitation scheme, an example of which is shown

in Figure 3.2(b). It is a three-level system of rotational energy levels that are connected

via an a-type transition, a b-type transition, and a c-type transition, along each of three

rotational axes. Two of these transitions are typically in the GHz frequency range, and

the third transition is on the order of 100 MHz. Following the notation in [30], the

stimulated microwave transition (with frequency ∼10 GHz) is referred to as the “drive”

transition and the stimulated RF transition (with frequency ∼100 MHz) is referred to as

the “twist” transition. The molecular ensemble emits radiation coherently at the “listen”

frequency, which is detected and plotted as a spectrum. Previous M3WM experiments

were limited to assigned, known species, required prior knowledge of the transitions, and

reported enantiomeric excess based on a single excitation scheme like the one shown in

Figure 3.2(b)[63, 64, 65, 30, 2].

3.3.2 Experimental

Buffer gas cell design for chiral detection

Molecules flow continuously through a copper tube heated at 40◦ C into the buffer gas

cell held at 5-7 K. A schematic of the apparatus is shown in Figure 3.2. Microwave horns

are oriented with polarizations of x̂ and ŷ for excitation and detection, respectively. For

this experiment, we used the microwave circuit for frequencies between 10-19 GHz. Two

equally spaced copper electrodes are attached to the cell through 1” sapphire insulators

to produce an electric field in ẑ direction. As in traditional M3WM, the “drive” and

“listen” microwave horns are placed at 90◦. For additional polarization control while

maintaining the cold environment inside the cell, sapphire windows (4 inches diameter)

were added on two sides of the cell and microwave absorber foam was placed on the

outside, as shown in Figure 3.2(a). We observed that covering the inside of the buffer
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gas cell with microwave absorber significantly increased the gas temperature.
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Figure 3.2: Three-wave mixing spectra in a buffer gas cell (a) Cut-away of
the buffer gas cell used for acquiring three-wave mixing spectra. Arrows colored in
red, blue, and green indicate the polarization of the drive, twist, and listen pulses.
The back and bottom side of the cell have sapphire windows covered on the outside
with microwave absorbers. (b) A typical M3WM excitation scheme for β-pinene.The
three transitions are polarized perpendicular to one another and form a triangle that
consists of an a-type, a b-type, and c-type transition.

The sample input consists of three main parts: a copper tube, a diaphragm valve,

and a nipple loosely packed with glasswool. Depositing the sample on glasswool results

in even evaporation and significantly reduces signal fluctuations over time, leading to

highly repeatable measurements.

There were a few challenges to consider while designing a broadband three-wave mix-

ing microwave experiment. In Table 3.1, I summarize the main requirements necessary

for the broadband three-wave mixing experiment. To observe three-wave mixing signals

with broadband fields, we had to increase experiment’s reproducibility and sensitivity

while maintaining the cold cryogenic environment. We also had to translate the polar-
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ization and phase control needed from single frequency to the full microwave spectrum.

Table 3.1: Summary of requirements for the broadband microwave three-wave mixing
experiment with the associated parts from the apparatus.

Requirements
Higher sensitivity for broadband excitation Sample Introduction, Electronics
Cell temperature to 5 K (base) Vacuum, Cryogenics
Signal stability over experimental time Sample introduction
Polarization control Hardware
Phase control Electronics, Timing

Updating the sample introduction

Using broadband fields instead of resonant transitions for detection requires increased

sensitivity and higher signal repeatability. Microwave three-wave mixing is a differential

experiment, in which we do a measurement with phase ϕ = 0 and one with phase ϕ = π

and subtract the two measurements to get the value of enantiomeric excess. For this

reason, shot-to-shot repeatability is important. The heated capillary method, used in

previous experiments [17] resulted in random signal fluctuations that lead to false positive

signals upon subtraction. The solution, which is further explained in the Experimental

chapter, involved depositing the sample onto glaswool, which is a material with high

surface area and high heat capacity.

Data acquisition

All spectra were collected with similar conditions to demonstrate the applicability of

the method to a wide variety of species without selective optimization. A 4µs long 35MHz

broadband microwave pulse is used as the “drive” pulse followed by 2µs long RF twist

pulse with a frequency chirp of 60-105 MHz. The “twist” pulse is overlapped with the

drive pulse by 1µs. The resultant coherent molecular signal (or “free induction decay”

(FID)) following the double excitation is collected by a second orthogonally polarized horn
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and digitized to form the spectra measured such as in figure 3.10(b). Three-wave mixing

spectra combine a non-linear detection method (M3WM) with broadband excitation.

Since we necessarily don’t know transition dipole moments for unknown species, we

operate at a pulse strength which is significantly underpowered for typical transitions.

This results in typical signals that are 2-10 times weaker than typical M3WM signals

under conditions optimized for maximum signal. These conditions were chosen to provide

observable signal while not overdriving transitions, which would typically lead to larger

false positives from non-chiral spectral lines.

For standard microwave experiments, the repetition rate and resolution of the exper-

iment is a function of buffer gas density and chirp conditions. The FID lifetime is set by

collisions inside the cell. FID lifetime varies dependent on molecular size and transition.

Chemicals Commercial (R)-(-)-1,2 -propanediol (96% purity) , anhydrous benzyl

alcohol (99.8% purity), (1R)-(-)-myrtenal (98% purity), (1R)-(-)-fenchone (98% purity),

(R)-(-)-carvone (98% purity), (-)-β-pinene (99% purity) were purchased from Sigma-

Aldrich.

Elimination of unwanted signals

The most vital part of the experiment is to ensure that all non-zero signals stem from

chiral species in enantiomeric excess. The distinction between the properties of real vs

false non-chiral signals is presented in Figure 3.3. The real three-wave mixing signals

stem for the three-level excitation schemes, have specific linear polarization and change

sign with phase. The false signals are one photon rotational transitions, are emitted at

all polarizations and do not change sign with phase. The 1D signals are at least 1000x

stronger than the non-linear 3WM excitations.

We used three different methods to successfully eliminate all non-chiral signals: a) Po-

larization control, b) Fast and symmetric subtractions, c) an updated microwave circuit
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design which rapidly and simultaneously changes the sign of the “drive” and “twist”

pulses ensuring phase controllability and accurate reversibility for broadband chirps.

Figure 3.3: Summary of the differences between real and false signals on the broad-
band microwave three-wave mixing experiment. Non-perfect polarization and phase
conditions lead to false positive signals that survive cancellation that do not stem
from chiral species in enantiomeric excess.
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Controlling Microwave Scattering

A significant issue we encountered during the initial troubleshooting for the broad-

band three-wave mixing is that rotational transitions which were not part of three-wave

mixing triangles appeared at the spectra as “false” M3WM signals. We realized that

they were potentially caused by microwave scattering from the cell walls.

Figure 3.4: Controlling microwave scattering for polarization control. Red arrows
show the ideal path of the microwaves inside the cell, from the drive horn to the
spherical mirror and lastly to the detection horn. However, in reality, a significant
portion of the microwaves travel all around the cell, scatter from the copper walls and
can acquire random polarization that causes false positive signals to the broadband
3WM experiment. Sapphire windows were added on two sides of the cell and mi-
crowave absorber foam was placed on the outside to solve this issue while maintaining
the cold environment inside the cell.

As shown on the left of Figure 3.4, polarization would be ideally preserved along

the path of the microwaves from the drive horn to the spherical mirror to the listen

horn which is placed at 90◦. However, this is not the case. The microwaves travel all

around the cell, scatter from the copper walls and then acquire random direction and

polarization. In some cases, the polarization acquired is accidentally the right one and

passes through the perpendicular listen horn. To test the theory, we placed microwave
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absorbers (Laird Technologies, EMI Absorber PN 4106, RFRET 0.50”) inside the cell,

as shown in Figure 3.5. These absorbers, which are similar to foam used for acoustic

insulation, are widely used in the microwave community. The false positives significantly

decreased after placing the absorbers. However, after a few months we realized that

placing the absorbers inside the cell, increased the gas temperature. For additional

polarization control while maintaining the cold environment inside the cell, sapphire

windows (4 inches diameter) were added on two sides of the cell and microwave absorber

foam was placed on the outside, as shown in on the right of Figure 3.4. This way, the

microwaves that are not going through the preferred path and scatter all around the cell,

end up passing through the window and getting absorbed.

Figure 3.5: (Left) Image of the the buffer gas cell for chiral detection, showing the
spherical mirror, the chiral electrode and the listen and drive horns place at opposite
polarizations. (Right) Image of the the buffer gas cell for chiral detection covered with
microwave absorbers for better broadband polarization control.

Ensuring symmetric data acquisition

A key component of the success of non-linear microwave spectroscopy in a buffer gas

cell is its high spectral acquisition velocity[17]. Each data point of the three-wave mixing

spectrum consists of 2.5 × 106 averages. The calm, controlled environment of the buffer

gas cell enables careful subtractions between measurements of opposite twist phase every
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few hundreds of µs for each data point of the spectrum.

This is important since we noticed that any “asymmetries” in the electronics or the

data acquisition process can cause non-chiral signals to leak through. To solve this issue,

we used a two-channel arbitrary waveform generator with very low time jitter (Siglent

SDG6052X) to generate the “drive” and “twist” pulse. The timing window between each

measurement and each experimental cycle was long enough (80 µs) to prevent any signal

cross-talk between measurements. A 9400 series Quantum Composer was also used to

precisely control the timing between the two chirp pulses of each experimental cycle to

ensure careful subtraction. It is not clear that a similar experiment could be conducted

in an apparatus with pulsed valves where shot-to-shot variability is often significant and

each measurement had to be taken with ms time resolution.
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Figure 3.6: Schematic of the pulse sequence for the microwave three-wave mixing
experiment. Microwave three-wave mixing is a differential experiment, in which we
do a measurement with phase ϕ = 0 and one with phase ϕ = π and subtract the two
measurements to get the value of enantiomeric excess. While running the experiment,
we realized it is extremely important for these two measurements to be identical in
everything but the opposite phase to ensure only chiral signals survive the subtraction.
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Updated microwave electronics

The broadband three-wave mixing experiment uses our standard microwave circuit,

described in the Experimental apparatus chapter, with a few additions for accommodat-

ing the clean and very careful subtraction necessary for the broadband phase control.
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Figure 3.7: Comparison of microwave circuit design. (a) Schematic of the
standard microwave circuit for microwave spectroscopy. (b) Schematic of the new
circuit design for acquiring three-wave mixing spectra. The twist electrodes have
been added for clarity. The upconversion and downconversion step are done with
different local oscillators LO1 and LO2. Their beat note, 2 KHz in this work, is mixed
with the twist to eliminate all non-M3WM signals.

An updated microwave circuit design ensures high phase coherence between the twist

and drive pulses by mixing the twist pulse with the beat note between the upconversion
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and downconversion steps. Figure 3.7 shows a comparison between the conventional cir-

cuit for microwave spectroscopy and the updated design. In the new design, two different

local oscillators, LO1 and LO2, are used for the upconversion and the downconversion

step and their beat frequency is mixed with the twist pulse. Specifically, mixer (M3) was

added to the circuit taking LO1 and LO2 as inputs (the frequency difference between

them was set to 2 KHz). This beat note is AC-coupled and amplified, then fed into mixer

(M4) where it is combined with the twist pulse. The offset local oscillators cause any

1D (non chiral) signals to alternate phase with the 2 KHz beat note between the two

local oscillators, and thus average to zero. The phase of the twist also alternates phase

with the 2 KHz beat note between the two local oscillators, and so the M3WM signal

survives and averages to a non zero value. This signal is recorded alternatively with a

generated twist phase of ϕ = 0 and a twist phase of ϕ = π, and signals from these two

configurations are further subtracted before the spectrum is assembled. This final step

removes small (< 30 dB) bleedthrough of 1D signals resulting from imperfect mixing

in the twist generation (M4). The new circuit design should improve the statistics of

enantiomeric excess determination for single frequency M3WM experiments as well. The

full electronics diagram with the updated microwave circuit integrated into our standard

electronics circuit is shown in Figure 3.8.

The timings of the experiment are controlled by TTL pulses generated by the home-

made programmable TTL pulse generator (Doyle Event Generator, DEG). For the broad-

band three-wave mixing circuit, the DEG and a 9400 series pulse generator Quantum

Composer triggers the AWG that marks the beginning of the experiment.

A single trigger is used to generate the two consecutive “drive” chirp and “twist” RF

pulses, as seen in blue and orange respectively in Figure 3.8. The enantiomeric excess

measurement results from the careful subtraction of the two listen pulses, shown in yellow.

The Quantum Composer sets the precise timing necessary between the two chirp pulses.
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Figure 3.8: Schematic of the microwave electronics for the broadband three-wave
mixing experiment.

The AWG then triggers the delay generator which in turn triggers the cryogenic amplifier

and the protection switch. The U1084A data acquisition card is triggered separately by

the DEG and collects the data.
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3.3.3 Results

M3WM spectra are designed to detect species in enantiomeric excess. Figure 3.9

shows the comparison between the M3WM spectrum of an enantiopure sample of (R)-

1,2-propanediol, shown in blue, plotted against the M3WM spectrum of a racemic sample

of 1,2-propanediol, in red. The M3WM signal of enantiopure (R)-1,2-propanediol shows

three noticeable signals corresponding to the lowest and the third-lowest in energy (0.88

kJ/mol) conformer[66]. In contrast, these three-wave mixing signals are not present in

the spectrum of the racemic sample, in red, which has been shifted by -15 (a.u) on the

y-axis for clarity. The details of the methods used to eliminate non-chiral signals are

described in detail below.

Both spectra were recorded in the range between 14500-15100 MHz with a He buffer

gas flow of 10 sccm, at 7 K. Each spectrum is assembled from 72 individual spectral

segments, with 22.5 MHz local oscillator steps between them and acquired with a 35

MHz wide drive pulse and a twist pulse range of 80-105 MHz for a total integration time

of 1 h. The detailed list of the M3WM transitions is given in Table 3.2.

Table 3.2: Three-wave mixing transitions for conformer 1 and conformer 3 of 1,2-propanediol.
Species J’ Ka’ Kc’ J” Ka” Kc” Frequency/MHz Transition type

2 2 1 2 1 1 14795.79 c
conf. 1 2 2 0 2 2 1 100.48 a

2 2 0 2 1 1 14896.19 b

2 2 1 2 1 1 14797.7162 c
conf. 3 2 2 0 2 2 1 95.1130 a

2 2 0 2 1 1 14892.8290 b
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Figure 3.9: Three-wave mixing spectra of enantiopure vs racemic samples. (blue)
Three-wave mixing spectrum of enantiopure (R)-1,2-propanediol. The three noticeable
three-wave mixing signals belong to the two lowest energy conformers of 1,2-propane-
diol. (red) Three-wave mixing spectrum of racemic 1,2-propanediol. An offset of -15
(a.u) on the y-axis has been added to the racemic spectrum for clarity to show that
no signal survives subtraction as expected.
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M3WM spectra of chiral and non-chiral species. Figure 3.10 highlights the

difference between microwave spectra and three-wave mixing spectra. Figure 3.10(a)

shows the microwave spectrum of a mixture of a chiral molecule ((R)-myrtenal) and a

non-chiral molecule (benzyl alcohol), compared to spectra of the individual components.

In this frequency range, numerous rotational transitions from both species are present.

Figure 3.10(b) shows the three-wave mixing spectrum of the same mixture, taken under

similar conditions. Three-wave mixing spectra are non-zero only for chiral molecules

in enantiomeric excess. Only transitions from enantiopure R-myrtenal are observed, as

transitions from the non-chiral benzyl alcohol do not survive subtraction. It is noticeable

that the transitions in the three-wave mixing spectrum are significantly fewer in number

than the lines in the microwave spectrum of myrtenal, which is expected as not all

transitions can participate in a M3WM chirality detection scheme, like the one showed

in Figure 3.2(b).

Both spectra were recorded at 7 K, from 13000-18250 MHz and a He buffer gas flow of

10 sccm. The M3WM spectrum is assembled from 485 individual spectral segments, with

22.5 MHz local oscillator steps between them and acquired with a 35 MHz broadband

drive pulse and an RF pulse with a range of 60-105 MHz for a total integration time of

3.5 h. The detailed list of the M3WM transitions is given in Table 3.3.
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Figure 3.10: Comparison between microwave spectra and three-wave mixing
spectra. (a) Top in light blue, microwave spectrum of the mixture of (R)-myrtenal
(chiral) and benzyl alcohol (non-chiral). Amplitudes are multiplied by a factor of 10
for better visibility. Inverted, in dark purple and pink, the microwave spectra of the
individual species, benzyl alcohol and myrtenal respectively. (b) Three-wave mixing
spectrum of the mixture of (R)-myrtenal and benzyl alcohol. Each transition belongs
to a chiral species in enantiomeric excess. In pink, only transitions from enantiopure
(R)-myrtenal survive cancellation.
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Table 3.3: Three-wave mixing transitions, corresponding to Figure 3.10
J’ Ka’ Kc’ J” Ka” Kc” Frequency/MHz Transition type

8 0 8 7 1 7 13661.859 b
1 7 1 7 7 0 7 69.641 c

8 0 8 7 0 7 13731.500 a

8 0 8 7 1 7 13661.858 b
2 8 1 8 8 0 8 38.086 c

8 1 8 7 1 7 13699.944 a

10 3 7 9 4 5 13833.895 c
3 9 4 5 9 4 6 88.331 a

10 3 7 9 4 6 13921.807 b

6 3 4 5 2 3 14337.090 b
4 6 3 3 6 3 4 93.689 a

6 3 3 5 2 3 14430.779 c

6 3 3 5 2 4 14901.544 b
5 6 3 3 6 3 4 93.669 a

6 3 4 5 2 4 14807.855 c

10 1 9 9 2 8 17398.517 b
6 10 2 9 10 1 9 248.754 c

10 2 9 9 2 8 17647.271 a

7 4 4 6 3 3 17904.473 b
7 6 3 3 6 3 4 93.628 a

7 4 4 6 3 4 17998.102 c

7 4 3 6 3 4 18010.125 b
8 6 3 3 6 3 4 93.628 a

7 4 3 6 3 3 17916.497 c

13 4 9 12 5 7 17895.985 c
9 12 5 7 12 5 8 74.228 a

13 4 9 12 5 8 17970.215 b
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M3WM spectrum of multi-component mixtures. Three-wave mixing spectra

can provide useful chirality information of multi-component mixtures without any prior

chemical processing, separation, or spectral assignment. This capability is relevant to

asymmetric synthesis and chemical analysis of complex real life samples. In Figure 3.11,

we show the three-wave mixing spectrum for a mixture of terpenes. Terpenes are natu-

rally occurring chiral building blocks that have been used for decades as starting materials

for the synthesis of natural products and active ingredients in pharmaceuticals, due to

their abundance and low cost[67, 68, 69].

All transitions in Figure 3.11 belong to enantiopure (-)-β-pinene, (R)-fenchone, and

(R)-carvone. The inset zooms into the transition around 16492 MHz which consists of

two separate M3WM signals: a β-pinene M3WM signal at 16491.7 MHz and a second one

from fenchone at 16492.5 MHz. For such mixtures, even polarimetry measurements can

be inconclusive, as the sum of the angles for multiple components can cancel each other

out. Equal amounts of neat (-)-β-pinene, (S)-carvone, and (R)-fenchone would have a

total specific rotation [a]D20 of +7 the sum of each component, which carries significantly

less chemical information than a spectrum. On the contrary, the three-wave mixing

spectrum of such mixture, as seen in Figure 3.11, shows distinct transitions for each

separate species. If microwave spectra of the species are available, even if unassigned,

then no additional measurements are required to determine the exact identity of the

species. For readily available chiral building blocks like the ones used here, species were

easily and accurately identified. The spectrum of the mixture was recorded in the range

between 16200-18000 MHz with a He buffer gas flow of 10 sccm, at 7 K. Each of the

150 spectral segments was recorded with a drive pulse of 35 MHz bandwidth. The total

acquisition time was 2 h. Two separate twist ranges of 65-85MHz and 85-105MHz were

used for increased RF power to assure transitions of less polar species are sufficiently

driven. The detailed list of the M3WM transitions is given below.

50



Chirality detection with microwave three-wave mixing Chapter 3

Table 3.4: hree-wave mixing transitions for mixture of terpenes, corresponding to Figure 3.11

Species J’ Ka’ Kc’ J” Ka” Kc” Frequency/MHz Transition
type

7 1 7 6 0 6 16491.73 b
β-pinene 6 1 6 6 0 6 66.310 c

7 1 7 6 1 6 16425.42 a

7 0 7 6 1 6 16392.042 b
β-pinene 6 1 6 6 0 6 66.26 c

7 0 7 6 0 6 16458.30 a

8 2 7 7 1 6 16492.52 b
fenchone 8 2 7 8 1 7 26.660 c

8 1 7 7 1 6 16465.87 a

15 1 15 14 0 14 17856.79 b
carvone 15 1 15 15 0 15 90.71 c

15 0 15 14 0 14 17766.08 a

15 0 15 14 1 14 17641.1531 b
carvone 15 1 15 15 0 15 90.4015 c

15 1 15 14 1 14 17731.5545 a
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Figure 3.11: Enantiopure (-)--pinene, (R)-fenchone, and (R)-carvone were identified
within the mixture with a narrow scan between 16,300–18,000 MHz and two twist
ranges from 65 to 85 MHz and 85 to 105MHz.The inset zooms into the transition
around 16492 MHz which consists of two M3WM signals: a -pinene M3WM signal at
16,491.7 MHz and one from fenchone at 16492.5 MHz.
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3.3.4 Discussion

Three-wave mixing spectra can be recorded for any sample that contains molecules

that are vaporizable and have non-zero electric dipole moments across all rotational

axes. Microwave spectroscopy is mixture, solvent, isomer, and isotopologue compatible

meaning that no chemical processing is necessary prior to analysis[6, 3, 4]. Figures 3.12

show a variety of molecules that display three-wave mixing spectra.

Chiral information can be extracted on-the-spot as only transitions from species that

are chiral and in enantiomeric excess survive cancellation. As shown in Figures 3.10 and

3.9 signals from racemic samples or non-chiral molecules average to zero.

A promising application would be the direct chiral detection of the raw constituents of

one pot asymmetric synthesis reactions, similar to ones by [70, 71]. Inside this flask,

there are: reactants, solvents, products, by-products, and catalysts. Even though large

polyatomic molecules like catalysts can’t be easily seen, a comparison between the three-

wave mixing spectrum before and after the reaction can identify any new chiral products,

in enantiomeric excess produced, as in figure 3.11. Even molecules very similar in struc-

ture like terpenes isomers can be unambiguously identified with microwave spectroscopy.

Since any separation or purification of the sample is unnecessary for analysis, our method

can act as a tool for the general search of chiral catalysts. Unlike polarimetry, once the

spectra are acquired the exact transitions can be used to unambiguously identify the

species produced.

Microwave three-wave mixing works best for strongly polar molecules as the matrix ele-

ments for rotational transitions depend linearly on the magnitude of the dipole moments

across the A, B, and C rotational axes[30]. In this work, beta-pinene with dipole moments

of |µa| = 0.43, |µb| = 0.58, |µc| = 0.11 Debye was the least polar molecule under study

[72]. Even though enantiopure samples were used for all experiments, three-wave mixing
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signals scale linearly with enantiomeric excess (ee), thus signals from species of enantiop-

urity above 30 percent should be sufficiently above noise level to be detected. This could

be improved with straightforward electronics updates. The determination of the exact

percentage of enantiomeric excess and absolute configuration from microwave three-wave

mixing spectra could be performed similarly to other M3WM experiments[63] given that

there are available samples of known enantiomeric excess for calibration. Without such

a calibration sample, the method cannot determine the absolute configuration - that

is, whether R− or S− is in excess - as this relies on absolute knowledge of the dipole

moments for each enantiomer, which is not defined for an unknown sample.[5]

An important parameter of the experiment is the frequency range of the twist pulse.

We know from experience that most molecules display transitions between 60-110 MHz so

we chose to use this range for the “twist” pulse during all data acquisition. However, for

a more complete analysis of unknown samples additional frequency ranges can be easily

explored. We have encountered no chiral molecule without three-wave mixing transitions

with a twist between 25-250 MHz, which is the range of our current RF amplifier: our

method is thus expected to detect any common vaporizable small chiral molecule. Addi-

tionally, as molecules grow in size, their microwave spectra get more congested and they

should typically exhibit richer M3WM spectra.

Three-wave mixing spectra of unknown samples are useful as preliminary scans for chiral

species in enantiomeric excess. Given that the method does not require prior chemical

knowledge of the sample for determination of the rotational transitions or any optimiza-

tion for probing different species (as shown in Figure 4), it can be directly applied to

unknown samples. However, further analysis is needed for identifying each species of

an unknown mixture. To determine the identity of the species one needs to search for

the transitions in available spectral libraries like splatalogue[73], CDMS[74], or published

experimental and calculated spectra. For more exotic species, it is possible to perform
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the experiment in reverse, going from broadband fields to resonant to identify all tran-

sitions of the three-level system. Then, double resonance experiments similar to the one

performed by M.A.M Drumel et al.[75] can be conducted to determine the rotational

constants and the structure of the unidentified species.

In summary, we have introduced a generalized version of M3WM that includes the capa-

bility of acquiring microwave three-wave mixing spectra in unassigned samples. M3WM

spectra can provide direct evidence on enantiomeric excess on-the-spot without the need

of prior spectral assignment via the combination of broadband excitation and careful

signal cancellation. Our new method can be applied to particularly hard-to-analyze sam-

ples like unknown multi-component mixtures and hard-to-assign species and provides

new methods for ultrasensitive phase-coherent spectroscopic detection.

Three-wave mixing spectra combine a non-linear detection method (M3WM) with

broadband excitation. Even though we aimed for the highest sensitivity possible, we had

to run quite underpowered given the broad fields, while keeping excitation via higher or-

der harmonics in our chirp upconversion circuit minimal for better cancellation. Adding

more chirp power (using amplifiers) increased the signal of enantiopure species but in-

troduced non-linear components to the chirp that led to non-M3WM signals surviving

cancellation. On the other hand, increasing the duration of the chirp was a cleaner way

to increase the signal. Another factor that limited the overall sensitivity was that we did

not want to introduce any asymmetries in the data acquisition process which limited our

data acquisition velocity. Thus, optimal conditions for broadband M3WM involved the

combination of controllability over phase and polarization with long and linear chirps.

55



Chirality detection with microwave three-wave mixing Chapter 3

Figure 3.12: List of molecules for which we have demonstrated broadband three-wave mixing.
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Chapter 4

Stray electric fields in the buffer gas

cell

This chapter will describe the effects of stray electric fields, observed in the buffer gas

cell apparatus. These fields pose significant challenges to signal optimization and trou-

bleshooting since they introduce DC Stark splittings in our rotational transitions. I

describe the experimental conditions under which these effects were observed, present

diagnostic data and introduce the “Spontelectric effect” which is our current best hy-

pothesis on the underlying cause of such effects. These electric fields, caused by a combi-

nation of molecular ice and wall effects compromise current resolution and sensitivity of

the instrument, directly limiting the capabilities of future chiral detection and precision

experiments.
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4.1 Observation of stray electric fields in the buffer

gas cell

The presence of stray electric fields in the buffer gas cell became most evident while

conducting the microwave three-wave mixing (M3WM) experiments, discussed in the pre-

vious chapter. During optimization of the transitions that participated in the three-level

excitation schemes, we noticed line splittings from the Stark effect that posed significant

challenges to signal optimization and troubleshooting of the weak chiral signals.

Figure 4.1: Signal progression over time, highlighting the effects of stray electric fields
in the buffer gas cell. Polarizable and non-polarizable transitions are marked as P and
NP, respectively. The red arrows point at the same plots at times t. Polarizable lines
are split or completely obliterated due to DC Stark. This posed great challenges in
experimental troubleshooting and signal optimization.
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As seen in Figure 4.1, while optimizing the 14896.22 MHz line (one of the lines of

the M3WM excitation scheme for 1,2 propanediol), we would observe shortened FID

ringdowns indicative of line broadening resulting in an overall decrease of the signal

amplitude at the center frequency. The rest of the three lines belong to different 1,2

propanediol conformers. We mark the chiral lines as P, from Polarizable, as they are

part of three-level excitation schemes used for M3WM. The rest of the lines that cannot

form M3WM schemes, we mark as NP, from Non-Polarizable. We noticed that the

M3WM transitions appeared to be more sensitive to the effect than the rest of the lines,

which hinted the presence of electric fields and the DC Stark effect. The fields would get

worse over a few hours and were repeatedly observed between runs. No difference was

observed between different buffer gas flows and the effect was present for various species

including 1,2 propanediol, fenchone, α- and β-pinene, carvone and solketal.

According to the Stark effect, a particle carrying an electric dipole moment will

experience a splitting of its energy levels when subjected to an external electric field,

described by the Stark term, where E denotes the external electric fields and µel is the

electric dipole moment:

Hstark = −E⃗µ⃗el (4.1)

Solving equation 4.1 for the 2nd order energy correction gives the perturbative energy

term 4.2, for energy states m and n:

E(2)
n =

∑
m̸=n

|⟨m0|Hstark|n0⟩|2

E
(0)
n − E

(0)
m

(4.2)

Based on 4.2, M3WM transitions are indeed more sensitive to the DC Stark effect

since two of the three energy levels are connected via an RF transition[30], thus they

become more susceptible than transitions between levels with energy separations at the
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microwave regime.
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Figure 4.2: (left) Signal time progression of center frequency amplitude for a M3WM
chiral transition (red) and a non-chiral one(blue). (right) The chiral (red square)
and non-chiral transition (blue square) in the frequency domain at early times (top)
and later times (bottom). The red transition is significantly more affected by the
stray fields than the blue. The DC Stark shifts are fitted to 1000 V/m and 1400
V/m DC Stark shifts shown in grey, for the data points at 20 min and 120 mins of
experimental time. The shifts were calculated using the PGOPHER package. The
labels are associated with transitions that could or could not be used in a M3WM
chiral detection scheme and not to an actual chiral detection measurement.

Figure 4.2 highlights the different observed effects of stray electric fields when com-

paring non-chiral and chiral (M3WM) rotational transitions. The labels are associated

with transitions that could or could not be used in a M3WM chiral detection scheme

(and not to a chiral detection measurement). On the left, we see the time progression

of center frequency amplitude for both lines. Chiral transition (red) amplitude decreases

with time, while the non-chiral one (blue) remains comparatively stable. To understand

this, we look at the frequency domain of each transition at early times (20 minutes) and

later times (120 mins). The chiral line is broadened and split by DC Stark, while the
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non-chiral amplitude remains constant. We fit the splitting to DC Stark shifts at different

electric field values generated by PGOPHER microwave software simulation package. A

field of 1000 V/m and 1400 V/m is the best fit and shown in grey. Figure 4.3 shows the

DC Stark splitting from 1400 V/m, from data with higher signal-to-noise.

Figure 4.3: Comparison of experimental data of a 1,2-propanediol chiral line with
simulated DC Stark shift equal to 1400 V/m. The field-free center frequency f0 is at
14896.22 MHz
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Finding the source: Ferroelectric Ice

Molecules enter the cell in the gas phase, thermalize via collisions with the cold gas

and then diffuse into the cell walls and freeze. After a few hours of runtime, molecular

ice covers the walls as well as the inner peripheral of the aperture, as illustrated by the

CAD rendering of the cell in Figure 4.4. In some rare cases, as seen on the experimental

images of Figure 4.4, thick ice would form on the sapphire window located at the cell’s

side plate.

For the past year, we have made some progress towards understanding the source

of stray electrics fields and experimenting with different ways to eliminate them. By

carefully studying which parameters of the experiment are the most sensitive to the

stray electric fields, we believe that the electric fields main source are the molecules.

Without flowing more molecules into the cell, the fields do not deteriorate over time.
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Figure 4.4: (left) CAD image of the buffer gas cell covered in molecular ice.(right)
Experimental images of ice on cell’s windows.
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4.2 Spontelectrics: Effects of spontaneous polariza-

tion of cryo-deposited films in the buffer gas cell

There is extensive literature on solid ice films of polar molecules such as water that

display ferroelectric behavior [76, 77]. One of the most famous examples of cryogenic

ferroelectric ice is the case of Ice XI, one of the 17 solid phases of water. There have been

numerous studies connecting electric fields measured on Ice XI substrates and planet

formation [78, 79, 80]. There are also studies of Ice XI deposited on metal surfaces

showing that orientationally disordered crystalline films are formed that can create large

depolarization fields across the film [81, 82]. These studies lead me into considering the

“Spontelectric Effect”, which we believe explains the cause of stray electric fields in the

buffer gas cell.

According to the “Spontelectric Effect”, when polyatomic molecules are deposited on

low temperature surfaces, they can freeze in different orientations that can produce a net

macroscopic polarization, which can be the source of electric fields. This effect was first

discovered by Prof. Field, from Aarhus University in Denmark in 2009. The spontelectric

effect can also be summarized as the result of polar cold molecular deposition on cold

surfaces creating a surface potential which is a function of the thickness of the film and the

deposition temperature. The magnitude of the electric fields increase as the deposition

temperature decreases and when the number of monolayers increases. Spontelectrics is

an effect of dipole ordering in the bulk rather than a surface-adsorbate effect [83, 84].
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The main relevant observed properties of spontelectrics are summarized below. The

stray electric fields in the buffer gas cell seem to share very similar behavior to these

properties:

• Gas-phase deposition of a spontelectric material on a metal surface would sponta-

neously produce a potential across the surface of the film.

• The potential can be either negative or positive depending on the material proper-

ties of the film.

• The field scales linearly with the thickness of the film.

• Field magnitude depends strongly on deposition temperature. At certain high

temperatures, the spontelectric effect is not observed.

• The spontelectric effect can be stable over a period of a few hours.

Spontelectric materials display similarities with ferroelectric ones such as polarization

effects created by dipole ordering and a Curie point. By analogy with ferromagnetism, the

critical temperature at which the dipole alignment disappears is referred to as the Curie

point. For example, the Curie point for isoprene deposited at 40K is 82 K. Typically,

minimum thickness of 50-100 monolayers are needed for this effect to be observable. The

discriminating factor is the lack of thermal hysteresis for spontelectrics. Cooling below

the Curie point does not re-introduce the potential as seen in ferroelectrics, but above

the Curie point the fields disappear. Spontelectric materials that have been observed

so far include: nitrous oxide (N2O), carbon monoxide (CO), toluene, freon 11-13, 2,5-

dihydrofuran, ethyl formate, methyl formate, isoprene, isopentane, propane and saturated

monohydroxy alcohols. [85, 83, 76]
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The solution

Our current most effective method for temporary field annihilation utilizes a laser

as a source of ions and electrons. When a focused beam of a 532 nm nanosecond laser

is shone upon a spot on any copper metal surface of the cell, we observe a temporary

damping of the stray fields, as seen in Figure 4.5. If the laser beam hits the surface

consistently at a repetition rate of 0.8-1 Hz, we can cancel out part of the existent fields

and delay the effect for an extended period of time. We believe that the laser acts

similarly to an anti-static gun producing ions or electrons that coat the ice temporarily.

Some spontelectric experiments have also observed that irradiating the surface with an

electron beam of opposite voltage polarity or significantly higher electron flux can remove

the spontelectric field.[84]

At this point, we have preliminary evidence showing that the electric fields have

negative polarity but it is still unclear which particles help with field cancellation. A more

robust and simpler solution is definitely needed for the spectrometer to be fit for high-

resolution precision experiments and the chirality detection of larger, more polarizable

molecules.
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Figure 4.5: Signal amplitude over time, highlighting the effects of laser irradiation
for the annihiliation of stray-electric fields. A few pulses of a 532 nm focused laser
on the metal surface of the cell cancel out part of the electric fields. By fitting the
spectrum of the data points between 0-50 mins of runtime and after laser irradiation
to simulated DC Stark shifts, we calculate that laser annihilates about 50 percent of
the induced fields.
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4.3 Discussion and current solutions

One of the challenges towards conclusively proving that spontelectric fields are indeed

the source for the effect observed in the buffer gas cell is the different size and nature

between the buffer gas cell apparatus experiments and the electron beam apparatus ex-

periments used in Aarhus University. Field at al. use synchrotron radiation (h ASTRID)

that enters a photoionisation source containing argon at a pressure of typically 10−4

mbar. Photoelectrons are irradiated onto the condensed solid films at temperatures of

38K and above. The electron beam current is approximately 200 fA. The surfaces are

prepared under ultra high vacuum conditions. [84, 86]

As described in detail in this thesis, buffer gas experiments are not operating at ultra

high vacuum (UHV) and do not involve clean surfaces. The three-dimensional non-flat

setup is also not designed for controlled chemical deposition. We believe that the electric

field in the cell is not-uniform, which makes its characterization and complete elimination

challenging. Microwave spectroscopy can be used as a probe of DC-Stark which is an

indirect method of electric field determination, however it is not as straightforward as a

direct voltage measurement.

Current and future efforts are focused on discovering a better solution for permanent

field cancellation. A promising idea inspired by other spontelectric experiments in the

literature is the dilution of the molecular parent gas with a non-dipolar gas to disrupt the

cold temperature metal deposition. Some promising candidates are nitrous oxide (N2O),

which has been extensively studied for its spontelectric effect and creates a positive

surface potential, carbon dioxide (CO2) or a noble gas such as Argon.[87] The gas can

be introduced before the molecules and form a non-polar ice blanket or as a mixture.

Another direction would be taking advantage of the Curie point and phase transition

of different gases in the mixture. Unfortunately, the Curie point for most small polar
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molecules is above 80 K, which is a significant heatload for an active cryogenic experiment.

An interesting way around it, would be taking advantage of the phase transition of a gas

like methane that occurs at 20K [88]. By mixing our polar mixture with methane, we

could potentially alter the dipole orientation of the solid ice.
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Chapter 5

Studying parity-violation effects in

chiral molecules with microwave

spectroscopy

This chapter describes in more detail, the work in reference,“ Sub-Hz differential ro-

tational spectroscopy of enantiomers (2021). L.Satterthwaite, G. Koumarianou, D.

Sorensen, D. Patterson. Symmetry, 14(1), 28.”

I discuss our results in demonstrating for the first time differential precision microwave

spectroscopy towards studying parity violation effects in chiral molecules. The experi-

ment was conducted in a cryogenic buffer gas cell coupled to a microwave Fabry-Perot

resonator. Differential frequency measurements were taken between alternating samples

of (R)-1,2-propanediol and (S)-1,2-propanediol near 15 GHz.

Our results allowed us to probe subtle molecular structural effects and systematics at the

10−10 level. Using a buffer gas cell apparatus produces much more controlled and repeat-

able spectroscopic data compared to standard pulsed-jet molecular beam methods. The

dominant systematic effects at this level are discussed along with future improvements
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and considerations for choosing molecular candidates.

5.1 Measuring parity violation effects in chiral molecules

5.1.1 Background

The electroweak nuclear force, one of the fundamental forces, is chiral and it can

manifest as parity violating effects in atoms and molecules because of the exchange

of virtual Z0 bosons between electrons and nuclei, a mechanism precisely described by

standard electroweak theory. This is theoretically proposed to lift degeneracy and lead

to small energy differences between the states of the two mirror image versions of a

chiral molecule.[89] These effects have been experimentally observed in atoms but no

experiment has yet achieved the sensitivity to observe it in molecules. [90, 91, 92, 93, 94]

The scientific motivation behind such challenging experiment lies towards understanding

the origins of homochirality in nature and its connection to the origins of life.[95, 96, 97]

Nature displays the unique property of homochirality which describes the phenomenon

seen in nature’s main building blocks such as proteins, amino-acids and sugars, only

naturally existing in one of the two enantiomeric forms. This exclusive preference is a

key characteristic of life but its cause remains an unanswered fundamental question.

Parity-violation effects are calculated to be at the 10−20 level for molecules consisting

of light atoms such as carbon, oxygen or nitrogen found in most biomolecules that are

naturally abundant.[98] These precision levels are far beyond current experimental capa-

bilities. Theory predicts that parity-violating energy shifts scale with ∼ Z5, where Z is

the nuclear charge of the heaviest atom in the molecule.[99]. Thus, ideal candidates are

chiral molecules with very heavy atoms close to the chiral center, yielding shifts ideally

on the order of ∆pvν/ν = 10−15 or lower.[100, 101]The magnitude of the shifts exhibited
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by transitions within a single electronic state is a fraction of the total electronic energy

and is roughly proportional to the transition frequency.[102]Such shifts are calculated

to be at the Hz to mHz level for transitions at ∼30 THz and approximately a factor of

1000 smaller for microwave transitions around 20 GHz, which is where our experiment

operates [103, 104].

Blanchard el al. have proposed a series of NMR experiments to measure the nuclear-

spin-dependent parity-nonconserving contributions to the molecular J-coupling Hamilto-

nian. They calculate the PNC coupling to be between µHz and mHz and are planning to

begin experiments with diatomics such as H19F rather than chiral molecules.[105, 106]

High-resolution infrared spectroscopy has been the most promising method so far

and has been implemented before to study weak fundamental effects.[107, 108] Table 5.1

describes selected previous efforts.

Chardonnet et al. has achieved the most promising effort yet with the molecule CHF-

ClBr, with fractional precision of ∆ν/ν = 5e− 14 and absolute uncertainty of |∆ν| ≲ 8

Hz. The French group has proposed since then a new experiment with a buffer gas cell

apparatus aiming for two orders of magnitude sensitivity improvement[109, 103, 110].

They will be introducing the molecules within a buffer gas cell as the means of cooling

before detection through a Ramsey interferometer, as seen in Figure 5.1. Our main goal

for this experiment is a complimentary effort to the French approach. We are using

microwave systems that are much more precise, stable and easy-to-use than tabletop

infrared systems to explore the systematics at different levels of precision. This is the

first precision differential measurement done in molecules in a buffer gas cell.
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Table 5.1: Comparison of this work to selected previous efforts, and one proposed
measurement.

Molecule Uncertainty Fractional precision Method Author
camphor 300 kHz 1.25e-8 ro-vibrational Arimondo et

al [111]

CHClFBr 8 Hz 2.5e-13 vibrational M. Ziskind et
al [112]

iron complex 45 kHz 1.2e-14 Mössbauer A.S. Lahamer
et al [113]

undetermined,
heavy

0.1 Hz 1e-15 (proposed) IR-Ramsey
I/M

A. Cournol et
al [110]

1,2-
propanediol

0.72 Hz 9.7e-11 rotational present work

73



Studying parity-violation effects in chiral molecules with microwave spectroscopy Chapter 5

Figure 5.1: Schematic of the proposed French experiment to measure parity-violating
effects in chiral molecules. Cold molecules are produced via buffer gas cooling before
detection through a Ramsey interferometer. Figure taken from Ref. [110]
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5.1.2 Buffer gas cells vs molecular beams

Molecular beams have been the state-of-the art methods for high-resolution gas-phase

microwave spectroscopy. The supersonic expansion allows for high densities at small

volume, which is ideal for time-resolved experiments using focused laser beams.

For precision measurements, buffer gas cooling provides a few advantages. Because of

the nature of the expansion, the shot-to-shot repeatability of a supersonic jet is low due

to fluctuations in pressure and temperature. In a supersonic beam, the gas experiences

many collisions near the exit aperture. The cooling mechanism of buffer gas cooling is

fundamentally different. Thermalization occurs via collisions between a mixture of hot

molecules and cold inert gas flowing continuously into the cell. A buffer gas beam of

cold molecules forms when buffer gas and thermalized molecules escape via an orifice

into a high vacuum region. These conditions are calmer, thus much more controlled and

repeatable.

In the case that the molecular beam is parallel to the microwave propagation[114],

each transition is split into a Doppler doublet. Doppler shifts are proportional to the

velocity of the beam which is in the order of 600-1200 m/s for supersonic jets. The

combination of high velocity, which limits interrogation time, with the appearance of

doppler doublets, due to apparatus geometry, can significantly limit the overall sensitivity

of the measurement. Buffer gas beams are much slower and continuous, thus allow for

high spectral acquisition velocity exhibiting superior resolution and sensitivity. [115]
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5.2 Experimental

5.2.1 Apparatus and Methods

The experiment was conducted in the larger 2nd generation buffer gas cell shown

in Figure 6.1, described more in detail in the Experimental Apparatus chapter. The

additional volume allows for longer free induction decays (FIDS) and thus capabilities

for higher resolution. The smaller buffer gas cell routinely produced linewidths of 40-

60 KHz, but in the larger cell we achieved resolution of 22 KHz with lots of room for

improvement. A custom-built tunable plano-concave Fabry-Perot cavity[116, 117], the

design and construction of which was led by Lincoln Satterthwaite and Daniel Sorensen,

was coupled to the cell.

During the experiment, we were alternating between flowing (R)-1,2-propanediol and

(S)-1,2-propanediol samples into the buffer gas cell via two identical ball valves. Samples

were deposited on glasswool for gentle evaporation. Each time high signal-to-noise spectra

of the |303⟩ − |212⟩ transition at 14716.9476 MHz were recorded.

The resulting free induction decays were fit to a decaying exponential function, and

the frequency of this fit function was used as the center frequency of the line under

observation. The envelope of the fit is used as an in-situ pressure measurement, allowing

for pressure shift corrections as described below. A typical free induction decay and fit

is shown in figure 5.3.
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Figure 5.2: Top view of the larger second generation buffer gas cell. Within the
cell, we have placed a Fabry-Perot cavity. The cavity is tuned via a screwdriver that
is inserted via vaccum interlocks at three adjustment points. The two enantiomeric
forms of 1,2 propanediol (shown as red and blue) are alternately introduced via a tube
with fixed impedance.
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Figure 5.3: A typical free induction decay of R-1,2 propanediol. The FID is fit to the
decaying exponential f(t) = A0e

−t/τ cos (f0t+ ϕ). f0 is the intermediate frequency of
the transition being probed, and τ provides an in-situ measurement of the pressure.
Bottom panel is an expanded view of top panel.
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5.2.2 Cavity characteristics

Two 20 cm diameter copper mirrors are mounted 18 cm apart. One of the mirrors

is a flat surface and the other has has a spherical concave cutout with a 23.5 cm radius

of curvature. The cavity is held and can be tuned at 6 K reducing reflective losses

within the cavity . The 19th TEM00 Gaussian-Hermite mode was used for the current

measurements. Microwaves are coupled into the cavity from a WR62 waveguide through

a sub-wavelength 0.5 cm diameter circular aperture in the concave mirror. Microwaves

are coupled out through an array of circular sub-wavelength apertures in the planar

mirror, designed to transmit radiation proportional to the Gaussian intensity profile of

the TEM00 resonant modes of the cavity. An unloaded Q factor of up to 1.4 × 105 was

measured, although the planar mirror was modified for improved signal and tunability

yielding operational Q factors of approximately 3× 104. Our molecular signals typically

exhibit Q ≈ 5× 105.

Circulating power in an off-resonant cavity can pull a molecular resonance towards

the cavity resonance [118, 119, 120]. To explore this, we detuned our cavity by 200 kHz,

and saw a pull of ∆f0 = 30 Hz. The ringdown of the cavity is recorded with every signal

acquisition plotted in figure 5.4, and the cavity frequency remained unchanged at the

1 kHz level over the course of the 2.5 hours of measurement, which corresponds to a

pulling of approximately 0.15 Hz. However, because this is a differential measurement,

the relevant figure is the shot-to-shot cavity stability.
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5.3 Results

For our precision measurement, we measured the |303⟩ − |212⟩ rotational transition

of 1,2 propanediol at 14716.9476 MHz. This is a differential measurement for which we

alternated samples of (R)-1,2-propanediol and (S)-1,2-propanediol. In Figure 5.4, we

show the residuals of the repeated frequency measurements for (R)-1,2-propanediol (blue

squares) and (S)-1,2-propanediol (red squares). The top panel shows raw differential

precision data and the bottom panel shows the corrected data after pressure shift sys-

tematic is subtracted. The red and blue rectangles indicate the frequency spread within

each enantiopure sample.
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Figure 5.4: Repeated measurements of f0 of (R)-1,2-propanediol (blue squares) and
(S)-1,2-propanediol (red squares). Top: uncorrected measurements. Bottom: Pressure
shift corrected measurements. The measured precision is (0.08 ± 0.72) Hz for the
differential measurement of two enantiomers of the chiral molecule, 1,2-propanediol
using microwave spectroscopy.
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The molecular transition and timing of the cryogenic run were selected based of

our knowledge of the spontelectric effect within the buffer gas cell, which was another

systematic we were aware of. Stray electric fields in the buffer gas cell and Spontelectrics

are discussed more in detail in the previous Chapter and under the systematics section

below.

Small (∼few Hz) corrections to these frequency were made by using the exponential

decay coefficient as an in-situ pressure measurement. Table 1 summarizes the systematic

error budget. We report precision of (0.08 ± 0.72) Hz for the differential measurement

of two enantiomers of the chiral molecule, 1,2-propanediol. This tight limit is realized in

about 2.5 hours of data acquisition.
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5.4 Systematics

The main goal of this experiment was the exploration of systematics at a certain

level of precision for a differential precision measurement in a buffer gas cell. We en-

countered frequency drifts from a) Pressure effects and, b) Stray electric fields. Both

these effects would be expected to exist in a microwave and in an infrared (vibrational)

spectroscopic search for parity violation. Because of the similar absolute magnitude and

smaller absolute uncertainty of a microwave measurement, a microwave measurement is

more sensitive to these systematic effects than a higher frequency measurement. Table 5.2

provides an overview of the effects and their magnitude that they will be described below.

Systematic effect Error budget (Hz)
uncorrected (0.61 ± 0.93)
DC stark shift < 0.5 (see discussion)
pressure shift (0.53 ± 0.24)
amplitude shift < 0.1 (see discussion)
statistical error (0.08± 0.72)

Table 5.2: Experimental error budget for the differential precision measurement of
(R)- and (S)-1,2-propanediol.

5.4.1 DC Stark shifts

The frequency f0 varies with time, and we have strong evidence that this shift arises

from slowly varying electric fields within the cell. This shift was small (≤ 0.5 Hz) in the

data run shown in Figure 5.4, and we did not correct for it. However, after many hours

of running, the drift can accelerate to ∼100 Hz/hour. Even in this regime, the effect of

this drift on our differential spectroscopy is largely mitigated by switching enantiomers

rapidly compared to any change in the dynamics of this effect, and subtracting the drift

from our measured frequencies. Figure 5.5 highlights the effect of those Stark shifts over
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a longer time period, on an earlier experimental run. Subtracting the smoothly varying

drift resulted in a net differential measurement error of less than 2 Hz even on runs where

the Stark shift varied by ∼200 Hz over the course of the run.
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Figure 5.5: Repeated measurements of f0 of R-1,2 propanediol showing the drift of
f0 over time. Although the uncorrected data shows a significant uncontrolled shift
of ∼200 Hz, residual measurements of f0 show a standard deviation of ∼2 Hz when
the overall drift and measured pressure shifts are subtracted. The data used for our
primary result, taken early in a cryogenic run, showed a drift about 100 times smaller
than what is shown here.

We first became aware of this effect while studying transitions with anomolously high

Stark shifts involved in microwave three-wave mixing [121], where lineshapes consistent

with the presence of a strong DC field appeared. This effect has been observed in polar-

izable transitions of 1,2-propanediol, fenchone, and a number of other chiral molecules.

The effect is much stronger in highly polarizable transitions (transitions with large Stark
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shifts), and can be partially, although not completely, mitigated by introducing free elec-

trons into the chamber via laser ablation. We believe these free charges drift towards

charge patches on the icy walls, much like in an anti-static gun such as those used to

eliminate static charges from vinyl records.

We surmise that these fields are produced by the spontelectric effect [83, 122]. Ac-

cording to spontelectrics, gas-phase polar molecules deposited on to a cryogenic surface

tend to align dipoles with already deposited molecules, yielding a net polarization which

results in a strong, non-uniform electric field. These fields can be positive or negative

depending on the molecular species, and grow linearly with film thickness [123, 124].

Though our experimental conditions are quite different than the the conditions under

which these effects were first observed, this growing net polarization seems to be consis-

tent with the observed drift of the center frequency of our line. It takes roughly an hour of

flowing sample into the buffer gas cell for this effect to become the dominant systematic

effect. In our apparatus, the distribution of the monolayers is almost certainly nonuni-

form, thus the dc field is highly anisotropic, so we can only provide a rough estimate of

the order of the electric fields. Stark shifts for various observed transitions were simulated

using the PGOPHER[125] package, putting an upper bound on the spontelectric field at

1500 V/m.

5.4.2 Pressure shifts

We use the ringdown times of the free induction decay signals as in-situ measurements

of the local pressure at each data point. The buffer gas environment is a dynamic one,

in which cold buffer gas but also room-temperature molecules enter the cell at each

given moment. Even though we assume that our spectroscopic signals mostly stem from

properly thermalized molecules, there are changes in the buffer gas pressure that matter
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at certain levels of precision. We observed small (∼2%) uncontrolled fluctuations in the

ringdown time, and thus the pressure. To understand the importance of the effect, we

purposefully decreased the helium buffer gas pressure by 30%. This change shifted the

raw uncorrected frequencies by 35± 5 Hz but after corrections, the spread was less than

3 Hz.

5.4.3 Sample introduction and purity effects

We also studied the effect of purity and sample delivery between the two enantiomeric

samples as potential systematics. The 1,2-propanediol samples were “96% pure”, and

purchased from Sigma-Aldrich. One can imagine that an impurity - and even a non-

polar impurity, which is invisible to our microwave spectrometer - might induce a shift.

For example, if one enantiomeric sample contained a more volatile contaminant, it could

affect the flux of molecules and induce pressure shifts. We did observe a variation in signal

amplitude in the order of 5% between S- and R- enantiomers. Again, to investigate this

further we purposefuly introduced a surplus of one of the samples by 200% and studied its

effects. This level of adjustment induced no observable shift in the measured f0 (∆f0 < 2

Hz). Using a conservative model where contaminants comprise 10% of the total molecular

flux into the cell, we thus limit the hypothetical shift from such an effect to < 0.1 Hz.

5.5 Discussion

We present the first differential precision measurement using microwave spectroscopy

towards measuring parity-violating effects in chiral molecules. We measure the rotational

transitions of the two enantiomeric samples of the chiral molecule 1,2-propanediol and

confirm that the two enantiomers are structurally identical at the 10−10 level. While

this limit is orders of magnitude below the ∆pvν/ν = 10−19 required to measure the PV
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shift of such light molecule, it is the most precise measurement done with microwave

spectroscopy to date and already shed additional insights to systematics towards higher

precision.

5.5.1 Improving Resolution

The sensitivity to parity violation is determined by the precision of distinguishing

between two line centers. Since systematic effects are directly related to linewidth, it is

beneficial to reach the highest resolution possible. Higher resolution translates to free

induction decays with ringdowns as long as 200 microseconds with low signal amplitudes

that can affect the statistical uncertainty of the measured center frequency.[108, 126]

The spectral resolution of this experiment was 22 kHz and it was limited by collisional

broadening inside the buffer gas environment. A straightforward improvement would be

to separate the thermalization and detection region of the experiment. This can be

achieved with the use of a collimated buffer gas beam. [127, 128, 129, 130]. Cold buffer

gas, either helium or neon, can be introduced into a smaller cell with an opening at the

other end. Inside the smaller cell, thermalization takes place and the cold molecules

exiting the aperture at the back form a diffuse buffer gas beam. The molecules from the

buffer gas beam can be further collimated ensuring only the center of the beam enters

the cavity, which is the detection region. Preliminary results using a buffer gas beam

show that we can achieve resolutions down to 3 KHz using Ne buffer gas.

We believe that this improvement will directly address the two dominant systematics

discussed above. Separating thermalization and detection should decrease the effect of

pressure shifts to the actual measurement. Also, DC Stark shifts caused my spontelectric

fields should decrease significantly since less quantity of molecules would be introduced

into the cavity and subsequently freeze on the walls.
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5.5.2 Choosing molecular candidates

The quest of the ideal molecular candidate is one of the most challenging parts of

measuring parity-violation effects in chiral molecules. As mentioned in the first section,

the PV energy difference scales as ∼ Z5, where Z is the nuclear charge of the heavi-

est atom in the molecule. For our first measurement of differential precision, we used

1,2-propanediol which is too light to produce PV shifts that can be measured within

experimental capabilities of the next decade.

One of the main challenges about selecting potential candidates is the limited se-

lection of commercially available chiral molecules that fulfill the requirements needed.

Measuring parity violation effects is demanding not only precision-wise but also a chal-

lenge of asymmetric chemical synthesis. Exotic candidates such as GeHFClBr or SeOFCl

or chiral oxorhenium complexes that are methyltrioxorhenium (MTO) derivatives are

commonly suggested, however the synthesis and availability of these candidates in both

enantiomeric forms still remains elusive.[131, 89] The molecular candidates need to:

- Display a parity-violation frequency difference within reasonable experimental precision

capabilities which is at the 0.1-10 Hz precision level. This requires at least one heavy

atom near the chiral center.

- Be available in both stable enantiomeric forms, ideally commercially. High purity and

overall % of enantiopurity is important for sensitivity purposes and impurities-related

systematics.

- Have high enough vapor pressure to produce large enough densities for spectroscopic

measurements in the gas-phase.

- Be polar and display molecular transitions at specific frequency regimes. An advantage

of microwave spectroscopy is that once a molecule is chiral and polar, it is detectable
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with increased sensitivity within the standard 10-22 GHz microwave setups. However,

this is not the case for vibrational spectroscopy experiments using laser systems. For

these efforts, the molecular candidates need to display vibrational transitions at the

very narrow stable range of their laser systems which is usually at 30 THz.

- Be cost-efficient. Current experimental needs for characterizing exotic molecules in-

clude acquiring high-sensitivity spectra for assignment and lots of experimental time

spent in troubleshooting and understanding systematics. This sets the sample require-

ments at approximately tens of grams per measurement, which can be very costly and

time-consuming if the sample is not commercially synthesized.

Some commercially available candidates that I singled out are shown in Figure 5.6

and described below. These have a few of the requirements such as availability in both

enantiomeric forms but they are not cost-efficient.

• (p-Toluenesulfinyl)ferrocene is available in both enantiomeric forms from Strem

Chemicals. Ferrocene-type chiral molecules could be an interesting direction since

they are known to exhibit high vapor pressure. It retails for $670 per gram.

• 6,6’-Dibromo-1,1’-bi-2-naphthol is available in both enantiomeric forms from

Strem Chemicals and Sigma-Aldrich at $253 for 2g. This molecule is chiral due to

its geometry in 3D and does not display the traditional stereogenic carbon center.

It is similar to rotor-like chiral molecules recently studied by the French group

containing Ruthenium[132]
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Figure 5.6: Commercially available promising candidates for measuring par-
ity-violating effects in chiral molecules. (Left)p-Toluenesulfinyl)ferrocene.
(Right)6,6’-Dibromo-1,1’-bi-2-naphthol
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Chapter 6

Low temperature dimer formation

In this chapter, I will be describing our experimental results on low temperature dimer

formation in a buffer gas cell. For these experiments, we are using the buffer gas environ-

ment not only as a cooling medium but also as a science medium, testing its capabilities

for cold chemistry studies.

These results became possible due to two main upgrades on the main apparatus: a)

the construction of the larger buffer gas cell and, 2) the multiple-input sample introduc-

tion. Van der Waals clusters have been studied for decades using supersonic molecular

beams. This method precludes the observation of the formation of the cluster, as the

clusters form in the uncontrolled, rapidly changing environment just after the orifice of

the pulsed valve. Our separate inputs allow for independent introduction of the reactants

ensuring dimerization takes place inside the buffer gas cell under cold conditions and not

prior to that. This way, we are able to extract kinetic rates of formation.

For the first experiment, we formed dimers of ethanol-ethanol, ethanol-methanol

and ethanol-water at 10 K. Time profiles of the concentration of reagents in the cell

yielded gas-phase reaction rate constants of kMe−g = 2.8±1.4×10−13 cm3·molecule−1s−1

and kMe−t = 1.6 ± 0.8 × 10−13 cm3·molecule−1s−1 for the pseudo second-order ethanol-
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methanol dimerization reaction at 10 K. The relaxation cross section between the gauche

and trans conformers of ethanol was also measured using the same technique. Ther-

modynamic relaxation between conformers of ethanol over time allowed for selection of

conformer stoichiometry in the ethanol-methanol dimerization reaction, but no change

in the ratio of dimer conformers was observed with changing ethanol monomer stoi-

chiometry. These results have been submitted for publication to the Journal of Physical

Chemistry A.

“Low-temperature gas-phase kinetics of ethanol-methanol heterodimer formation (2023).

L.Satterthwaite, G. Koumarianou, P. B. Carroll, R. Sedlik, I. Wang, M. McCarthy, D.

Patterson. J. Phys. Chem. A (Submitted).”

Following up these results, we also performed a study of the real-time formation of

the water dimer and seven of its isotopologues. Quantum tunneling plays a major role

in cold chemistry kinetics especially in the water molecule, but it is quite unexplored

how specific tunneling motions affect the dynamics. Large kinetic isotope effects and

reaction rate trends reveal the impact of symmetry and specific tunneling mechanisms in

hydrogen dimer bond formation and present a deconstructed image of the rich dynamics

of the water dimer. This is a fresh approach on understanding low temperature kinetics

via quantum effects in water and other van der Waals complexes, without the cost and

sample limitations present in current state-of-the art methods like CRESU.
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6.1 Low-temperature kinetics of ethanol-methanol and

ethanol-water heterodimer formation

6.1.1 Gas-phase monomer + monomer → dimer formation

Cold gas-phase van der Waals clusters have been studied extensively for the past

decades using molecular beams. The highly collisional environment of a supersonic expan-

sion creates the right conditions for the formation of various sizes of clusters near the exit

aperture. By varying the backing pressure of the expansion, the type of noble gas used

and the concentration of the sample diluted in the seeded gas, one can produce and study

a variety of cluster sizes from dimers to hexamers and decamers.[133, 134, 135, 136, 137]

Microwave spectroscopy has been an essential tool for the quantitative determination

of the structure of small clusters [138, 139, 140, 141, 142]. The rotational resolved spectra

allow for structural studies of several cluster conformations and their isotopes. However,

using supersonic jets is limited to only studying the already formed clusters excluding all

information about formation.

The state-of-the art method for studying kinetics and reaction dynamics in the gas

phase is the Cinétique de Réaction en Ecoulement Supersonique Uniforme (CRESU)

method. This method uses a Laval nozzle to create cold, uniform, high flux beam of

molecules entrained in a carrier gas. The CRESU method has provided rich insights on

the kinetics of formation of many open and closed shell species at known temperature

and pressure conditions. [143, 144, 145] Even though the CRESU methods has been

coupled with broadband microwave spectroscopy and has the capabilities of studying

conformer- and isotopologue-specific kinetics, it has some limitations. Laval nozzles re-

quire vast amounts of carrier gas and molecular sample to maintain the expansion with

good concentration, typically of order 3×103m3h−1 of carrier gas and <1% sample[146].
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Such high sample consumption precludes the use of certain samples and makes a full

isotopic and conformation study very costly.

Here, we present the results of a conformational kinetic study of the formation of

ethanol-methanol dimers in a cryogenic buffer gas cell. The different cooling mechanism

used in buffer gas cooling allows the study of the formation process of thermalized cold

monomers into dimers and the underlying kinetic mechanisms such as hydrogen bonding

at low temperatures. We use two separate inputs to introduce the different monomers

and take advantage of the conformational relaxation previously observed in buffer gas

environments to select the lowest energy conformer for reaction.[147].

The methanol-ethanol dimer is a great candidate for such demonstration. The trans

ethanol conformation is the ground state followed by the quasi-degenerate gauche+ and

gauche- conformers at 56 K and 61 K above the ground state respectively (which is

equivalent to roughly 40 cm−1).[148] Methanol only has a single conformation. By de-

laying the introduction of the second reactant, which is methanol, till ethanol is fully

thermalized to its ground state conformer we study the effects of conformation to low

temperature dimerization towards different reaction channels based on resulting dimer

conformation. Finneran el al. characterized and provided experimental rotational con-

stants for the lower energy conformations of the dimers such as methanol-trans-ethanol

(Me-T) and methanol-gauche-ethanol (Me-G). [149, 150] The two conformations have an

energy difference of 150 cm−1 which is equivalent to 215 K. We provide rate constants

and collisions cross sections for these reactions. We also performed the same experiments

to ethanol-ethanol and ethanol-water dimers.
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6.1.2 Apparatus and Experimental Methods

Experimental design

The apparatus used is the 45 cm × 25 cm × 27 cm buffer gas cell shown in Figure 6.1

and explained further in detail in the Experimental Setup chapter. We used a simple horn

configuration with two horns facing one another operating at 10-18 GHz. The signal was

fed into a low-noise cryogenic amplifier and into our standard microwave circuit. Cold

helium buffer gas was continuously flowed at 10 SCCM, resulting in a steady-state helium

density of roughly nHe = 1014cm−3.

0
 (cm)
 10


Figure 6.1: Buffer gas cell apparatus for dimer formation. Valve 1 (red) was backed by
ethanol, and valve 2 (green) was backed by methanol. Horns were located to provide
best overlap with the expanding gas cloud.
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For ensuring separation of the molecular samples until they react within the buffer

gas cell environment, two separate but identical sample input manifolds were employed.

Each manifold consisted of a 4 inches copper tube connected to a Parker series 9 pulsed

valve operating at 0.8 Hz. Each valve is backed by samples of ethanol (48 Torr) and

methanol (102 Torr) respectively at room temperature. No carrier gas was used.

The repetition rate of the valve was optimized for obtaining the maximum signal-to-

noise ratios while keeping heatloads to the minimum. The delay between the valves was

set to values between 0 and 40 ms, as shown in Figure 6.2, with ethanol leading for the

conformational relaxation study. The data were collected at different times since the first

valve opening time at τ − (Twindow/2) up to time τ +(Twindow/2). This allowed for a time

domain picture of signal amplitudes for each species in the buffer gas cell at a given time.
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time (seconds)

molecular signal
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methanol valve

ethanol valve τ

Figure 6.2: Timing diagram for the experiment. The delay between the first valve and
the center of the data collection window is τ . The delay between the ethanol valve and
methanol valve is adjusted to chage the effective stoichiometery of the dimer-forming
reaction. The colors on the bottom trace correspond to the timing trace of the same
color, with the green trace being dimer signal.

96



Low temperature dimer formation Chapter 6

Valve Controller Box

The Parker Series 9 Pulse valves were controlled by a custom built relay box. The

relay box is a dual channel switching box that consists of four switches, a power supply,

and two solid state relays. It takes one TTL input per channel. If the TTL input is more

than 3V then the relay connects a Bel Power MBC201-1T30G 30V DC power supply to

the output of that channel. Additionally, a manual switch can be flipped to get a 30V

output without TTL input. The primary use of this is to fire a Parker Series 9 Pulse

valve with a TTL signal, which allows for precise pulse valve timing and control.

Density Calibration for rate constant derivation

In order to extract rate constants out of the experimental reaction rates measured, we

need to calibrate between the raw voltage of the experiment and the density of molecules

in the cell at a given time. For calibration, we performed a direct absorption measurement

for the methanol |20⟩ - |3−1⟩ transition at 12178.58 MHz. Methanol has an absorption

cross section of roughly 10−11 cm2 and a dipole moment of 1.4 D.[151] The in-cell peak

density was determined to be 2×1012 cm−3 for methanol, and about 5×109 cm−3 for all

dimer species. These values were used along with the reaction rates calculated from the

linear fit of the rise time of the dimer signal to extract the rate constant for each dimer

formation.

The value for density derived from absorption was checked by measuring valve reser-

voir depletion over time. The pulsed valve was backed with a 20 µL sample of methanol,

and the depletion of the reservoir as a function of number of valve pulses was measured

by plotting signal amplitude over an hour of runtime, or 2880 valve pulses, as shown in

Figure 6.3. From the known quantity of methanol backing the valve, and know number

of valve pulses, a number of ethanol molecules per pulse was extracted. The ratio of
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the number of molecules per pulse to the volume of the buffer gas cell yields a ceiling

of molecule density in the cell, 2.3 ± 1 × 1012 cm−3, which agrees with the absorption

measurement.
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Figure 6.3: For calibration purposes, a known amount of sample was introduced
into the cell for a known amount of time (pulse valve pulse duration) to calculate
molecule density. The pulsed valve was backed with a 20 L sample of methanol, and
the depletion of the reservoir as a function of number of valve pulses was measured
by plotting signal amplitude over an hour of runtime. The ratio of the number of
molecules per pulse to the volume of the buffer gas cell yields a ceiling of molecule
density in the cell, 2.3±1×1012 cm−3, which agrees with the absorption measurement.
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6.1.3 Results

Dimer formation in the cell

Figure 6.4 shows time-domain data of dimer formation inside the cryogenic buffer gas

cell. In the top panel, we show the traces of all the monomers including ethanol g+ and

g-, trans-ethanol and methanol. Peak monomer signals peak approximately between 0-20

ms. At the bottom panel, we show the traces of the ME-g and ME-t dimers formed inside

the buffer gas cell. ME-g stands for methanol binding to gauche-ethanol as the hydrogen

bond donor and ME-t stands for methanol binding to trans-ethanol as the hydrogen bond

donor. The dimer traces peak at 20 ms and later. This is proof that the formation takes

place inside the buffer gas cell.

In Figure 6.4, the temporal profile of the rising side of the curves was linearly fit and

the slope was used to calculate the reaction rate or the d[dimer]
dt

part of the rate equation:

d[dimer]

dt
= k × [methanol][ethanol] (6.1)

where k is the rate constant, and [methanol] and [ethanol] are the concentration of

the monomers in units of cm−3. The methanol concentration was directly calculated from

our calibration. The concentration of ethanol was calculated to be 3.5×1011 cm−3, based

on µa dipole moment of 1.264 D and a partition function of 0.014 measured at the |101⟩-

|000⟩ transition. Combining these three quantities, we extract a rate constant of kMe−g =

2.8± 1.4× 10−13 cm3·molecule−1s−1 for the formation of ME-t and k = 1.6± 0.8× 10−13

cm3·molecule−1s−1 for ME-g.
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Figure 6.4: Time profile of relative populations of A) ethanol and methanol monomers
and B) two lowest energy methanol-ethanol dimers. The dimer traces peak at 20 ms
and later, proving that dimer formation takes place inside the buffer gas cell. The
rising side of the dimer data is used to extract dimer formation reaction rates, while
fits from the decaying side give diffusion rate information for processes inside the
buffer gas cell. Fit parameters for diffusion are shown in Table 6.1
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Table 6.1 shows experimentally derived diffusion decay times for all monomer and

dimer species. These values were used to calculate diffusion and relaxation cross sections.

Quantity symbol value unit
τdecay τD,MeOH 6.5 ms

τD,t−EtOH 14.1 ms
τD,g−EtOH 10.0 ms
τD,ME−g 26.7 ms
τD,ME−t 30.7 ms

diffusion cross section σD,MeOH 2.94× 10−15 cm2

σD,t-EtOH 3.2× 10−15 cm2

σD,g-EtOH 3.2× 10−15 cm2

σD,dimer 8.13× 10−15 cm2

relaxation cross section σc,gt 2.3× 10−17 cm2

Table 6.1: Table of fit parameters and derived quantities for the exponentially decaying
parts of the time domain data seen in Figure 6.4. τ is extracted from the decaying
part of the traces and was used to calculate the rest of the parameters.

Cross section calculations

The loss rate of the molecules in the cell is dominated by diffusion. From the time-

domain data, we can also extract diffusion cross sections by fitting the decaying part of

the molecular time traces to a decaying exponential and use a simple diffusion model

described more in detail by Drayna et al.[152]

For a helium flow f of 10 sccm (42 × 1017 s−1) and cell aperture A = 2 cm2, we can

calculate the helium thermal velocity and helium density at 7 K given equations 6.2 and

6.3.

uHe =

√
8kBT

πmHe

(6.2)

nHe =
4f

AuHe

(6.3)
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Assuming that the gas in the buffer gas cell is dilute so nHe + nmolecule ≈ nHe, we

can use 6.2 and the reduced mass of the helium-molecule complex for each monomer and

dimer to calculate the reduced thermal velocities for each species. Using the diffusion

times from the experimental fitted decay times, shown in Table 6.1, we use equation 6.4

to calculate diffusion cross sections for methanol, trans-ethanol, gauche-ethanol and the

ME-t-1 dimer. The calculated values can be found in Table 6.1.

σD =
9π uHe−molecule τdecay

16 nHe L2
(6.4)

We can also extract the conformational relaxation cross section of ethanol from the

gauche+/gauche- species to trans-ethanol, which is the energetically lowest conforma-

tional state. By using the experimental values for the time-dependent population in the

excited conformational state and ground conformation state, we can use equation 6.5 to

calculate the cross section.

Ntrans(0) Ngauche(t)

Ngauche(0) Ntrans(t)
= e−2nHeσCuHe (6.5)

The decay time τFID of the free induction decay signals can be used to calculate

helium-monomer and helium-dimer colissional cross sections, from equation 6.6. We cal-

culate collisional cross section values of approximately 2 × 10−14 cm2 for both monomers

and dimers.

1

τFID

= nHeσCuHe−molecule (6.6)
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Conformer-selected dimer formation

Figure 6.5 shows our conformer-selective formation data. Ethanol trans and gauche

conformers are separated by 59 K. In room temperature, this means that all three con-

formations occur in equal amounts, however in the cryogenic buffer gas cell environment,

ethanol gauche relaxes to ethanol trans. We have calculated this relaxation cross section

to be 2.3 × 10−17 cm2, from the data shown in Figure 6.4. As seen at the top of Figure

6.5, some of the gauche ethanol population relaxes into trans ethanol. The trans/gauche

ratio increases over time as more molecules get thermalized.

We introduce methanol at different times so it is exposed to different stoichiometry

of ethanol conformations. This way we can study the effect of conformation to the

dimerization process. As shown at the bottom of Figure 6.5, we monitor trans/gauche

ratio of the monomer and the ME-g/Me-t dimer ratio, where g and t stand for gauche and

trans ethanol monomer respectively. No change in the dimer formation ratio is observed.

This result suggests that conformation is not preserved during the dimerization process.
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Figure 6.5: A) time-domain plot of reactants. The gauche ethanol trace represents
the sum of g+ and g- conformer densities, as these conformers are quasi degenerate.
Data is fit to the theoretical diffusion model described in section 3. B) As the ratio
of gauche and trans ethanol monomer changes, the ratio ME-g and ME-t does not
change.
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6.1.4 Conclusion

We introduce a new method on directly observing and studying the formation of small

gas-phase dimers via microwave spectroscopy in a controlled cryogenic environment. We

extract gas phase reaction constants for the ethanol-methanol dimerization at 8 K and

study the effect of conformation at such low temperature reactions. Thermodynamic

relaxation between conformers of ethanol over time allowed for selection of conformer

stoichiometry in the ethanol-methanol dimerization reaction, but no change in the ratio

of dimer conformers was observed. This result suggests that conformation is not preserved

during such process.
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6.2 Kinetic Signatures of Quantum Tunneling in Wa-

ter Dimer Formation

This experiment started as a follow-up idea to the ethanol dimers. Water is one of

the most interesting small molecules as it as a prototypical model of the hydrogen bond

but also displays very rich quantum tunneling dynamics that might dominate in low

temperatures. For this low temperature kinetic study, we measured kinetic traces over

time for water and seven of its isotopologues and extracted reaction rate values and rate

constants. Measuring different isotopologues allowed us to explore specific insights on

how the tunneling motions participate in the dynamics of the water dimer formation.

6.2.1 Quantum tunneling and cold chemistry

Over the past forty years, there have been extensive studies on elementary gas-phase

chemical reactions at low temperatures, establishing the field of cold chemistry kinetics.

The dominant contribution has been the CRESU (Cinétique de Réaction en Ecoulement

Supersonique Uniforme) method. Using a Laval nozzle, absolute rate constants can be

directly extracted at various temperatures and pressures.[146, 153, 154, 144, 143, 155]

Those studies have shown that cold reactions exhibit non-Arrhenius behavior mani-

festing as unexpectedly high reaction rates at low temperatures.[156, 157]This effect has

been attributed to a suite of nuclear quantum effects (NQEs), such as zero-point energy

and specifically to quantum tunneling.[158, 159, 153, 154, 160] However, there have been

no studies providing any insights on how specific tunneling motions affect the reaction

dynamics.

The water dimer is an excellent candidate for studying NQEs in this context.[161, 162]

It is the prototypical hydrogen-bonded cluster with extensive experimental and theoret-
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ical tunneling information available.[163, 164, 165, 166, 167, 168, 169] Cold reactions

occuring via van der Waals intermediates have been shown to be particularly enhanced

by quantum tunneling.[158, 170, 171]

Water dimers are important elements in understanding the bulk properties of water

and are of great interest to atmospheric research [172]. Low-temperature spectroscopic

studies of water complexes and their isotopologues have been conducted with infrared

and microwave spectroscopy in molecular beams [173, 174, 175, 176, 177, 10], cryogenic

rare gas matrices [178, 179] and helium nanodroplets.[178, 179]Until now, such studies

have been limited to structural and spectroscopic information solely including type and

magnitude of tunnelling splittings. Recent breakthroughs in computational approaches

[180, 181, 182, 183, 184] provide a detailed overview of tunneling potential surface land-

scapes but the dynamic role of tunneling remains unexplored.

To understand the role of tunneling for the formation of the water dimer at low tem-

peratures and further examine the relationship between tunneling effects and complexa-

tion, we performed an isotopic study of real-time water dimer formation in a cryogenic

buffer gas cell at 10 K. Isotopologues are uniquely sensitive to quantum tunneling effects

since substitution of specific hydrogen atoms with deuterium can selectively suppress

specific motions, allowing for the deconstruction of the dynamics into simpler decoupled

processes.

Isotopic studies using our microwave spectrometer are straightforward and can be

easily performed for any species that can be buffer-gas cooled. Each isotopomer has a

well-understood and distinct microwave spectrum, and data acquisition can be performed

simultaneously for many species, similarly to our previous work [185, 186]. Our method

provides an excellent complement to the kinetic data from the CRESU experiments

[153, 154, 144, 143, 155] that have cost and sample limitations for performing isotopic

studies.
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Here, we introduce water monomers into a cryogenic buffer gas cell. Via isotopologue-

specific microwave transitions, we monitor the population of both monomers and dimers

in real-time. We extract experimental rate constants and kinetic isotope effect (KIE)

ratios at 10 K. KIEs are key measurements for elucidating mechanisms and testing nu-

merical simulations.[187] We present data for the water dimer and seven of its isotopo-

logues and show how different quantum tunneling processes control the low-temperature

dimer formation kinetics. To our knowledge, this is the first observation of water dimer

isotopologue formation in a controlled cryogenic environment and a new approach to

obtain kinetic cluster data and insights into tunneling processes. The three most domi-

nant tunneling mechanisms for the water dimer are shown in figure 6.6. In each dimer,

one water molecule acts at the hydrogen-bond donor and the other one acts as the the

hydrogen-bond acceptor. In Methyl-Amine type of tunneling (or Acceptor Switching),

the two acceptor hydrogens interchange causing rotational level splittings of 200 GHz.

This is the only tunneling mechanism that does not break the hydrogen bond and is

present in all dimer isotopomers [173]. The second most prevalent type of tunneling

motion in the water dimer is Donor-Acceptor Interchange. Here, the acceptor and donor

monomers interchange roles [188]. This causes splittings at the 10 GHz - 22 GHz level

depending on the isotopomer in question [173]. In water dimers where H2O or D2O is the

proton donor, Proton Donor Interchange tunneling mechanism is present. In this case,

the hydrogen or deuterium within the proton donor switches positions in a more complex

motion known as bifurcation [173].These motion causes rotational splittings that are less

than 1.8 GHz [178].
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Figure 6.6: Qualitative schematic of the three tunneling processes of the water dimer.
Hydrogen atoms (white) are substituted by deuterium atoms (green) to represent dif-
ferent isotopologues. Different isotopologues exhibit different tunneling pathways due
to change in symmetry. The symmetry of HDO · · ·HDO allows for Acceptor-Donor
Interchange but not for interchanging protons within its donor (birfucation). The
opposite case is true for HDO · · ·D2O.
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6.2.2 Apparatus and Experimental Methods

The experimental setup for dimer formation in a buffer gas cell has been described in

detail in the Experimental Apparatus chapter and the previous section. The monomers

are introduced via two separate but identical heated pulsed valves, ensuring dimer for-

mation takes place inside the cell. Cold helium buffer gas is continuously flowed into the

cell at 4 SCCM, which produces a helium density of 1014 molecules · cm−3 inside the cell

[185]. The helium buffer gas plays a double role: it thermalizes the water molecules to 7

K via collisions and acts as the third body absorbing the excess kinetic energy required

for dimer formation at low temperatures.

For acquiring kinetic data, we collect time-domain spectroscopic data from time zero, up

to 80 ms after each monomer valve has fired, as in [185]. Both valves remain open for 7

msecs. Data for the H2O · · ·DOD dimer and its D2O monomer are shown in Figure 6.7.

We record time-dependent densities for the eight water dimer isotopomers shown in Table

6.2. To ensure reliable comparison between the kinetics of each isotopomer species, we

monitor the same |101⟩ - |000⟩ transition for all species. This transition lies within 11-18

GHz range for the seven species, but it is out of the range of our instrument for two of

the total isotopomers: D2O · · · HOH and D2O · · · HOD, therefore no kinetic data were

acquired of these species.[173]

At the same time, we monitor the |313⟩ - |220⟩ D2O transition at 10919.227 MHz

and the |221⟩ - |220⟩ HDO transition at 10278.25 MHz.[189] The signal strength on these

transitions is a useful proxy for extracting concentrations, but is not appropriate for

quantitative density measurements because these monomer lines are lines that belong to

non-properly thermalized species at 150 K. Accurate temperature profiles within the cell

would be required to calibrate these signal strengths to absolute densities, which are in

turn a requirement for calculating rate constants for the isotopomer species. Instead,
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we chose to use the already reported value of the rate constant for the water dimer

available by CRESU experiments. Bourgalais el al. measured a rate constant of 9.9 ×

10−10 cm3 molecule−1 s−1 at 22.5 K for the water dimer, which we then extrapolated to

10 K using their proposed approximate formula that the rate constant k is proportional

to T−1/6.[143]

6.2.3 Results

Figure 6.7 shows the real-time formation of the H2O · · ·DOD dimer inside the buffer

gas cell. The two monomers were introduced from two separate valve inputs. The

dimer signal (orange) appears 15 ms after the monomer signal (blue) confirming that

dimerization occurs inside the cell under cryogenic conditions. We collect similar data

for the seven other isotopomers shown in Table 6.2.

The equation describing the relative reaction rates is

d[dimer]

dt
= k ∗ [monomer][monomer]

Where k is the rate constant. The reaction rate, d[dimer]
dt

for each species is extracted

by performing a linear fit on the rising part of the spectroscopic time data, describing the

cold dimer formation. An exponential decay was fit to the decreasing signal portion of

the signal versus time data, to extract decay times and study conformational relaxation

between the dimers. No evidence of conformational relaxation was observed between the

dimers after they are formed.

Table 6.3 shows water dimer isotopologue structures sorted by measured rate con-

stants and Kinetic Isotope Effect (KIE) ratios. Rate constants are calibrated using the

measured CRESU value for water dimer formation at extrapolated to 10 K. KIE is defined

as the ratio of the rate constant of the isotopomer species divided by the rate constant of
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Figure 6.7: Formation of D2O · · ·HOH at 10 K. Time-domain spectroscopic data of
D2O monomer (blue) and the D2O · · ·HOH dimer (orange) formed at later times
in cryogenic conditions. The rising side of the dimer trace describes its formation
kinetics. The decay is governed by diffusion dynamics inside the buffer gas cell.

the water dimer, kmixed

k(H2O)2

. On the right side for the table, we include the type of tunneling

mechanism present for each dimer.

We observe that the four mixed isotopologues containing HDO display the slowest

rates, with (HDO)2 forming 72 times slower than (H2O)2 and 40 times slower than

H2O · · ·DOD that has the same number of deuterium atoms. The large (2-72) KIEs

suggest that quantum tunnelling plays a significant role in the formation kinetics.

We compare the trends in the reaction rate data with the type and number of tunneling

mechanisms of each species. This way, we can deconstruct the water dimer dynamics
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Donor Acceptor Dimer Transition

HDO + DOH → HDO · · · DOH 13120.12 MHz
DHO + HOH → DHO · · · HOH 11810.30 MHz
DHO + DOD → DHO · · · DOD 11296.38 MHz
H2O + DOH → H2O · · · DOH 12239.00 MHz
D2O + DOH → D2O · · · DOH 11349.75 MHz
H2O + DOD → H2O · · · DOD 11785.31 MHz
D2O + DOD → D2O · · · DOD 12036.27 MHz
H2O + HOH → H2O · · · HOH 12321.00 MHz

Table 6.2: List of the eight isotopologues of the water dimer formed inside the buffer
gas cell with corresponding microwave transitions. In our notation, the first monomer
always refers to hydrogen-bond donor and the latter one to the hydrogen-bond accep-
tor.

into contributions of individual tunneling motions.

We observe that lowering the symmetry removes tunneling permutations, since H and D

are not equivalent. (HDO)2 cannot bifurcate (proton donor interchange) while the two

isomers of H2O · · ·DOH and D2O · · ·DOH cannot tunnel between donor and acceptor

(donor-acceptor interchange). The (H2O)2, (D2O)2 dimers possess all three tunneling

mechanisms.[180]

Dimers with HDO monomers form significantly slower than the rest. The trend goes

with (HDO)2 being the slowest, followed by dimers with HDO as an acceptor and then

the dimers with HDO as the hydrogen bond donor, being the fastest mixed isotopologues.

Higher symmetry of the product leads to faster formation rates.

One can also compare any species, one substitution at a time. Starting from the water

dimer, we see that substituting one hydrogen of the donor H2O · · ·DOH with D, decreases

the rate a factor of 3.5, while substituting one hydrogen of the acceptor HDO · · ·HOH

causes a 20-fold decrease. This trend persists when comparing more species as well:

H2O · · ·DOD (85) with HDO · · ·DOD (13) and H2O · · ·DOH (43) and the D2O · · ·DOD

equivalent substitutions.

Donor-acceptor interchange and proton donor interchange both disrupt the hydrogen
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bond, thus slowing down dimer formation compared to species such as H2O · · ·DOH and

D2O · · ·DOH that only display the methyl amine type. However, in species with higher

symmetry, especially in the acceptor, faster formation as seen for the H2O · · ·DOD case

might be the result of more complex , currently unexplored theoretically, mechanisms

such as coupling between pathways. No obvious trend was observed for the number of

available tunneling states or the number of deuterium atoms.

Table 6.3: Water dimer isotopologue experimental rate constants and Kinetic Iso-
tope Effects (KIEs) at 10 K as a function of the three main water dimer tunneling
pathways. By selectively substituting specific atoms, we deconstruct low temperature
water dimerization into contributions of individual tunneling motions.
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6.2.4 Conclusion

We present a spectroscopic low-temperature kinetic study of the water dimer and

seven of its isotopologues formed in real-time inside a cryogenic buffer gas cell. We

extract dimer formation rates and calculate the kinetic isotope effects for all species.

This is a new approach on studying the kinetics via a quantum tunneling lens, providing

specific insights on how tunneling motions participate in the dynamics. Formation rate

trends show a dependance on the symmetry and tunneling pathways of the hydrogen

bond acceptor or donor atoms. The broad isotopic study allows for deconstruction of

the water dimer dynamics to the effects of individual tunneling motions, providing a new

approach on studying low temperature quantum effects in water and other van der Waals

complexes. This method offers a solution that compliments the challenges encountered

by performing isotopic studies using the CRESU method, allowing for new directions in

studying low temperature kinetics.
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Future Directions

7.1 Towards the observation of chiral imprinting via

M3WM

It would be very interesting to combine our recent results of dimer formation inside the

buffer gas cell and the chiral detection capabilities of the three-wave mixing experiments

by forming dimers from chiral monomers in the cell. This way, we could try to measure

induced enantiomeric excess as a result of dimerization.

For instance, if we use one valve to introduce a chiral molecule such as 1,2-butanediol

in enantiomeric excess and the second valve to introduce a chiral molecule such as 1,2-

propanediol as a racemate we could observe chiral recognition effects, via the schematic

shown in Figure 7.1. Chiral recognition due to van der Waals interaction leads to differ-

ences in the energetics of homochiral and heterochiral dimers. Many studies in vibrational

and microwave spectroscopy have measured such differences but there has not yet been

a direct chirality measurement to such system.[190, 191, 192, 193] For a system such as

the 1,2-propanediol-1,2 butanediol one, we could expect that due to chiral recognition
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effects either the homodimer or the heterodimer will be preferentially produced at 6 K.

As a result, the species started in racemic form will eventually acquire small enantiomeric

excess due to dimerization effects. Then, we can use M3WM to observe that induced

excess in the cell.

For this experiment, we have successfully coupled a multiple input source for dimer

formation with the three-wave mixing buffer gas cell, as shown in Figure 7.2 The two

inputs enter the cell in an angled manner (12 degrees) for increased interaction volume.

Two chiral molecules, one in enantiopure form and one in racemic form will be introduced

at the same time but through different inputs inside the buffer gas cell. Dimer formation

from chiral monomers would lead to the formation of RR, RS, SS and SR diastereomers.

In chiral recognition cases, RR or RS dimer could be favored energetically between 0.5-

2 kJ/mol. We believe for energy differences above 500 K, there will be preferential

production of the favored species at 7K. Then, the species starting as a racemate would

be consumed unevenly resulting to a non-zero induced enantiomeric excess that we are

planning to measure using microwave three-wave mixing.
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Figure 7.1: Two chiral molecules, one in enantiopure form and one in racemic form
will be introduced at the same time but through different inputs inside the buffer
gas cell. Dimer formation from chiral monomers would lead to the formation of RR,
RS, SS and SR diastereomers. In chiral recognition cases, RR or RS dimer could be
favored energetically between 0.5-2 kJ/mol. We believe for energy differences above
500 K, there will be preferential production of the favored species at 7K. Then, the
species starting as a racemate would be consumed unevenly resulting to a non-zero
induced enantiomeric excess that we areplanning to measure using microwave three-
-wave mixing.
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Figure 7.2: CAD design of the experimental apparatus for measuring induced enan-
tiomeric excess from dimer formation inside the buffer gas cell. We have coupled the
multiple input source for dimer formation along with the buffer gas cell design opti-
mized for microwave three-wave mixing experiments. The two inputs enter the cell in
an angled manner (12 degrees) for increased interaction volume.
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7.2 Studying Radical species in the buffer gas cell

Two-thirds of the neutral species detected in cold environments, such as the interstel-

lar medium and dark clouds, are open-shell radicals. Radical species are highly reactive

due to their unpaired electrons. The past decades, many small molecular radical species

have been identified to play key roles in the synthetic pathways to complex organic

molecules in such environments.[194, 195]

Many molecule + radical reactions have no activation barrier to form products. These

types of reactions have been studied extensively the past years and provide great frame-

works for studying the fundamentals of cold chemistry. In all of those experiments, the

radical species are ions and not neutrals. Mass spectrometry has been routinely used as a

diagnostics tool for synthetic chemists. The resulting ion fragments, which can be closed

shell ionized molecules, or radical cations/anions provide clues for the mechanism of a

reaction. However, for each fragmentation reaction there is the equivalent neutral radical

produced that is invisible to the ion detector that could provide much more conclusive

mechanistic insights.

This chapter describes our preliminary efforts in studying neutral radical species in

a cryogenic buffer gas cell. This capability can open up many interesting future studies

such as:

1. the exploration of the kinetics of radical + molecule reactions in the gas phase such

as terpene oxidation by OH radicals in the troposphere.

2. the study of barrierless radical reactions relevant to astrochemistry at 10 K, such

as vinyl cyanide and the β-cyanovinyl radical (HCCHCN, β-CV) forming pyridine.

[196]

3. the investigation of interstellar molecule formation such as the production of ben-
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zonitrile from the benzene + CN radical.[195]

4. exploring capabilities of neutral radicals as sensitive probes for effects such as for-

bidden transitions or parity-violation studies.

Microwave spectroscopy has been used extensively for identifying radical species and

study their structure [197, 198, 199]. Our goal is to combine this capability with the

advantages of buffer gas cooling. We are interested in exploring the kinetics of radical +

molecule reaction in the gas phase, similar to our dimer formation experiments. Also, we

were particularly interested in producing and detecting chiral radicals in the gas-phase,

providing the first tool that can measure % enantiomeric excess in those species.

7.2.1 Experimental design

One of the main challenge of radical studies in the buffer gas cell is the production

of radical species in high enough densities for spectroscopic detection. Radical species

in molecular beam experiments are usually produced via discharge or pyrolysis. We

attempted both methods and present preliminary results.

Radical pyrolysis setup

The main design for the pyrolysis setup was inspired by the pyrolysis source used by

Zwier et al.[197, 198] For the first prototype, we focused on adapting a simple version of

the design to the requirements of our apparatus that operates under cryogenic conditions.

As seen in Figure 7.3, our standard copper tube goes into an induction coil for heating

before the cell aperture. Inside the copper tube, there is a 4” inch quartz tubing and at

the edge of the tube, near the exit, there is a 2” cast iron sleeve. The choice of materials

is very important, and very informative videos of how each material reacts to inductive

heating can be found at Himmerlwerk’s website [200]. Cast iron was selected for our

121



Future Directions Chapter 7

heating sleeve because it is magnetic and heating via induction takes place much more

rapidly than it occurs in copper. This way we can heat up the sleeve up to 1500 K while

minimizing heatloads which is one of the main concerns of running a pyrolysis source

by the cryogenic cell at 6 K. Quartz was selected for its chemical inertness to minimize

radicals reacting with the tube walls. The steel sleeve was doubly wrapped with high

temperature wrap sleeving (Mica/Silicone rubber blend, 6811A21, McMaster) that can

withstand temperatures up to 1500 K. For additional temperature shielding, the coil was

placed inside an aluminum cylindrical radiation shield that was further wrapped with

ceramic fiber tape (87575K88, McMaster). Alumina oxide ceramic fiber has the lowest

heat-flow rate of all the ceramic fiber materials. Thermal crayons 230-730 ◦C were used

for initial testing and troubleshooting. A type K thermocouple was used to monitor the

temperature of the experiment while in vacuum.
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Figure 7.3: Custom-built cryogenic-friendly pyrolysis setup. The copper tube goes
into an induction coil for heating before the cell aperture. Inside the copper tube,
there is a 4” inch quartz tubing and at the edge of the tube, near the exit, there is a
2” cast iron sleeve. The steel sleeve was doubly wrapped with high temperature wrap
sleeving that can withstand temperatures up to 1500 K. For additional temperature
shielding, the coil was placed inside an aluminum cylindrical radiation shield that was
further wrapped with ceramic fiber tape. A type K thermocouple was used to monitor
the temperature of the experiment while in vacuum.
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Pyrolysis results and discussion

During our first attempts with the pyrolysis setup, we tried to detect 2-furanyloxy

or phenoxy radicals, which are two radical species with well documented microwave

transitions at certain pyrolysis temperatures. [198, 197]

We attempted to produce 2-furanyloxy with 2-methoxyfuran as the precursor, aiming

to see the product around 620 K which was within the setup’s pyrolysis capabilities. We

also attempted to see phenoxy radical from phenyl allyl ether (PAE) which should show

optimal radical signal at 850 K. Both efforts did not succeed. In both cases, the difference

in spectra with pyrolysis on and pyrolysis off did not produce any conclusive data.

Figure 7.4: Pyrolysis reaction of 2-methoxyfuran producing 2-furanyloxy and methyl radicals.

It is entirely possible that the species were present but we did not have the sensitivity

to detect them. Radical species, because of their unpaired electron, exhibit Zeeman

splittings due to Earth’s magnetic field which raise the sensitivity requirements necessary

for detection. Higher sensitivity is also needed for a second reason, the concentration of

the radicals produced is much lower (≤ 1 percent) than standard samples.

Figure 7.5 points towards potential issues of the current design that could further im-

proved. There are always issues with working with solid precursors, which get vaporized

but end up freezing on the walls or the coldest part of the tube. Also, as seen on the right,

after an experiment we noticed that the quartz tube was burnt on the side closer to the

coil, away from the aperture. Both clues suggest issues with temperature homogeneity.

It is unclear if radical species produced at one side of the tube, would actually survive
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all the way to the cell.

The current setup took 15 mins to reach 715 K and was held there continuously. A

future design with a gated power supply that can apply high temperature in a pulsed

manner for milliseconds or seconds could potentially produce high density radicals that

survive and reach the buffer gas cell. A pulsed valve could also be coupled to the setup. A

few challenges with that are that Parker 9 series valves can only withstand temperatures

up to 355 K max and struggle to produce large enough gas sample densities from solid

samples.

Figure 7.5: (left) Solid sample of cinnamyl alcohol deposited on the surface before
entering the buffer gas cell. (right) Quartz tube after running the pyrolysis setup.
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7.2.2 Pulsed discharge setup

We also attempted to produce radical species using a pulsed discharge setup, initially

designed by the McCarthy Group (Harvard-Smithsonian Center for Astrophysics). Pre-

cursor sample in the gas-phase is being introduced through a Parker 9 series valve, passes

through a copper disc, electrically insulated by G10/Delrin parts and sleeve, as seen in

Figure 7.6. Delrin is a type of plastic that is an excellent high voltage insulator. Heaters

are attached at two places for uniform heating. The Parker 9 Series valve can withstand

maximum temperatures up to 80°C. The copper disc is connected to a DC voltage supply

that can operate up to 2000 V in both polarities.

Figure 7.6: Pulsed discharge design for radical production. Precursor sample in the
gas-phase is being introduced through a Parker 9 series valve, which passes through
a copper disc that is electrically insulated from the rest of the valve. The copper disc
is connected to a DC voltage supply and can operate up to 2000 V in both polarities.

With this setup, we successfully detected cyclopropenylidene (C3H2) and OH radicals.

Methyl acetylene was used as a precursor for the cyclopropenylidene radical and water

was used as the precursor for the OH radical. The setup was operated at -2100 V. As

seen in Figure 7.7, we saw the J = 7/2, F = 3 → F = 3 and F = 4 → F = 4

hyperfine transitions of OH radical with center frequencies at 13434.62 MHz and 13441.36
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MHz, respectively.[201] However, we still have not been able to detect larger resonance-

stabilized radicals such as phenoxy in the buffer gas cell but the OH and (C3H2) radical

measurements prove that buffer gas cell conditions can be used for radical studies.
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Figure 7.7: (top) Experimental microwave transitions of buffer-gas cooled OH radicals.
These are the J = 7/2, F = 3 → F = 3 and F = 4 → F = 4 hyperfine transitions.
The structure is caused by Earth’s magnetic field.(bottom) Zoomed-in portion of top
figure, magnetic structure of the transition is highlighted.
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7.2.3 Formation of gas-phase chiral radicals

Chiral radicals are molecules with an unpaired electron and a stereogenic center. Even

though chiral radical compounds are common intermediates in asymmetric synthetic

mechanistic pathways [202], there is very limited literature on experimental studies and

properties of chiral radicals. Dreiling et al. studied the production of the bromocamphor

radical via dissociative electron detachment[203, 96]. However, most spectroscopic ex-

perimental efforts feature resonance-stabilized radicals, and as a result there is currently

no established method for producing high density chiral radical species for spectroscopic

detection or any microwave spectroscopy study of such species.

Given our previously successful efforts in producing OH radicals and our double-input

capabilities, one way to produce chiral species is OH radical initiated terpene oxidation.

For example, as seen in [204, 205] the first step of β- or α-pinene oxidation with OH radical

results in chiral radical species. Another possible route could be using bromocamphor or

bromo-1,2-propanediol as starting materials and use an ablation setup to break the C-Br

bond, where the unpaired electron and stereogenic carbon are at different carbon atoms.
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7.3 Singlet-oxygen barrierless photooxidations

in a buffer gas cell

Singlet oxygen (1O2) is an important intermediate in many photochemical and photo-

biological processes and is one of the products of UV photolysis of O3 in the atmosphere.[206,

207, 208] Due to its high reactivity, 1O2 could be a interesting potential candidate for

studying cold chemistry reactions under cold conditions that have chemical or biological

significance. Some great examples are the barrierless reactions of 1O2 with biomolecules

such as guanine and histidine or biological precursors such as aniline.[209, 210]. 1O2

could also be used for studying for the first time, key chemical reactions such as the

Diels–Alder and ene ones at cold conditions. [211]

Similar to the dimer formation experiments, the two reactants will be introduced

inside the cell via two separate inputs. This means that the first experimental requirement

is the design and testing of a robust method for the production and detection of singlet

oxygen (1O2) that can be integrated to the buffer gas cell. In this section, I discuss our

preliminary attempts for such process.

7.3.1 Preliminary production and detection setup

There are two main methods for the gas-phase generation of (1O2), a) via a microwave

discharge of (3O2) and b) via the quenching of the triplet state of sensitizers, as seen in

Eq. 7.1.[212, 208, 213] More specifically, we explored the idea behind using sensitizers

while synthesizing endoperoxides, as seen in Figure 7.8. Endoperoxides can be easily

transported and introduced into the cell and then release (1O2) upon gently heating

around 30-60 °C.
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3Sens+ 3O2 →1 Sens+ 1O2 (7.1)

Figure 7.8: Endoperoxide reaction scheme for singlet oxygen precursor.

The synthetic scheme was adapted from Refs.[212, 214] and it was chosen because it

is a one-pot simple synthetic route that only requires light, oxygen gas, and a sensitizer.

Common sensitizers are dyes such as tetraphenylporphyrin (TPP), rose bengal (RB), and

methylene blue (MB). In our case, we used methylene blue:

In a round bottom flash, we added 5mL of dichloromethane (DCM), 0.15mL of

1,4-Dimethylnaphthalene (1,4DMN) and 2mg of methylene blue (MB). The flask was

sealed with a rubber septum. The mixture was placed in an ice bath with the solution

exposed to a 625 watt quartz-iodine lamp. We bubble O2 via long lore lock needle plug

into the septum at 4psi for 24 hours. Another needle was used to prevent overpressuring

the flask while adding O2 gas. As the product starts forming, the solution changes color

from bright blue (color of MB) to teal-green blue color. Final endoperoxide product

formation was confirmed by NMR spectroscopy.

The detection setup was based on singlet oxygen 1O2 luminescence at 1270 nm [215].

The setup can be seen in Figure 7.9. A mixture of the unpurified product (after DCM

was evaporated for safety reasons) was dissolved in acetone and injected into the vacuum

setup. After pumping all acetone, we apply heat via a heat gun while monitoring the
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pressure inside the vessel and the output of Ge photodiode (PDA30B2, 800-1800 nm,

Thorlabs). While heating up to 40 °C, we see a DC voltage increase out of the photodiode

(right part of Figure 7.9), confirming the method was successful in producing amounts of

singlet oxygen after gentle heating of the endoperoxide. Next steps would be to optimize

density and integrate the detection setup to the buffer gas cell.

Figure 7.9: (left)1O2 Detection setup for luminiscense at 1270 nm. (right) Signal
monitoring out of Ge photodiode, showing a voltage increase upon heating the en-
doperoxide sample.
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[7] Maŕıa Mar Quesada-Moreno, Anna Krin, and Melanie Schnell. Analysis of thyme
essential oils using gas-phase broadband rotational spectroscopy. Physical Chem-
istry Chemical Physics, 21(48):26569–26579, 2019.

[8] Garrett K Drayna, Christian Hallas, Kenneth Wang, Sergio R Domingos, Sandra
Eibenberger, John M Doyle, and David Patterson. Direct time-domain observa-
tion of conformational relaxation in gas-phase cold collisions. Angewandte Chemie
International Edition, 55(16):4957–4961, 2016.

133



BIBLIOGRAPHY

[9] Weixing Li, Cristóbal Pérez, Amanda L Steber, Melanie Schnell, Dingding Lv,
Guanjun Wang, Xiaoqing Zeng, and Mingfei Zhou. Evolution of solute–water inter-
actions in the benzaldehyde-(h2o) 1–6 clusters by rotational spectroscopy. Journal
of the American Chemical Society, 2023.
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[34] Cristóbal Pérez, Amanda L Steber, Sérgio R Domingos, Anna Krin, David Schmitz,
and Melanie Schnell. Coherent enantiomer-selective population enrichment using
tailored microwave fields. Angewandte Chemie International Edition, 56(41):12512–
12517, 2017.

[35] Nicole T Moon, Klaus Woelk, and Garry S Grubbs. Construction and demon-
stration of a 6–18 ghz microwave three-wave mixing experiment using multiple
synchronized arbitrary waveform generators. Symmetry, 14(5):848, 2022.

[36] A Comby, E Bloch, CMM Bond, D Descamps, J Miles, S Petit, S Rozen, JB Green-
wood, V Blanchet, and Y Mairesse. Real-time determination of enantiomeric and
isomeric content using photoelectron elliptical dichroism. Nature communications,
9(1):1–14, 2018.

[37] Jessica S Creamer, Maria F Mora, and Peter A Willis. Enhanced resolution of
chiral amino acids with capillary electrophoresis for biosignature detection in ex-
traterrestrial samples. Analytical chemistry, 89(2):1329–1337, 2017.

[38] Maria F Mora, Florian Kehl, Eric Tavares da Costa, Nathan Bramall, and Pe-
ter A Willis. Fully automated microchip electrophoresis analyzer for potential life
detection missions. Analytical Chemistry, 92(19):12959–12966, 2020.

[39] Yanchuan Zhao and Timothy M Swager. Simultaneous chirality sensing of multiple
amines by 19f nmr. Journal of the American Chemical Society, 137(9):3221–3224,
2015.

[40] Mohammad M Rafiee Fanood, N Bhargava Ram, C Stefan Lehmann, Ivan Powis,
and Maurice HM Janssen. Enantiomer-specific analysis of multi-component mix-
tures by correlated electron imaging–ion mass spectrometry. Nature communica-
tions, 6(1):1–8, 2015.

[41] Márcio S Silva. Recent advances in multinuclear nmr spectroscopy for chiral recog-
nition of organic compounds. Molecules, 22(2):247, 2017.

[42] Dimitris Sofikitis, Lykourgos Bougas, Georgios E Katsoprinakis, Alexandros K
Spiliotis, Benoit Loppinet, and T Peter Rakitzis. Evanescent-wave and ambient chi-
ral sensing by signal-reversing cavity ringdown polarimetry. Nature, 514(7520):76–
79, 2014.

136



BIBLIOGRAPHY

[43] Jim C Visschers, Oleg Tretiak, Dmitry Budker, and Lykourgos Bougas.
Continuous-wave cavity ring-down polarimetry. The Journal of chemical physics,
152(16):164202, 2020.

[44] AK Spiliotis, M Xygkis, E Klironomou, E Kardamaki, GK Boulogiannis, GE Kat-
soprinakis, D Sofikitis, and TP Rakitzis. Gas-phase optical activity measurements
using a compact cavity ringdown polarimeter. Laser Physics, 30(7):075602, 2020.

[45] Antoine Comby, Caoimhe MM Bond, Etienne Bloch, Dominique Descamps, Bap-
tiste Fabre, Stephane Petit, Yann Mairesse, Jason B Greenwood, and Valérie
Blanchet. Using photoelectron elliptical dichroism (peeld) to determine real-time
variation of enantiomeric excess. Chirality, 32(10):1225–1233, 2020.

[46] Hassan Ganjitabar, Rim Hadidi, Gustavo A Garcia, Laurent Nahon, and Ivan
Powis. Vibrationally-resolved photoelectron spectroscopy and photoelectron cir-
cular dichroism of bicyclic monoterpene enantiomers. Journal of Molecular Spec-
troscopy, 353:11–19, 2018.

[47] Tao Wu, Guojie Li, Josef Kapitan, Jǐŕı Kessler, Yunjie Xu, and Petr Bouř. Two
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sous, Benôıt Darquié, et al. Toward detection of the molecular parity violation
in chiral ru (acac) 3 and os (acac) 3. The Journal of Physical Chemistry Letters,
13(42):10011–10017, 2022.

[133] Michael Thomas, Irene Suarez-Martinez, Li-Juan Yu, Amir Karton, Graham S
Chandler, Marc Robinson, Isabelle Cherchneff, Dahbia Talbi, and Dino Spag-
noli. Atomistic simulations of the aggregation of small aromatic molecules in
homogenous and heterogenous mixtures. Physical Chemistry Chemical Physics,
22(37):21005–21014, 2020.

[134] Mariyam Fatima, Amanda L Steber, Anja Poblotzki, Cristóbal Pérez, Sabrina Zinn,
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[142] Cristóbal Pérez, Daniel P Zaleski, Nathan A Seifert, Berhane Temelso, George C
Shields, Zbigniew Kisiel, and Brooks H Pate. Hydrogen bond cooperativity and
the three-dimensional structures of water nonamers and decamers. Angewandte
Chemie, 126(52):14596–14600, 2014.
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