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a b s t r a c t 

Porosity-based subgrid topography models often fail to capture the effects of subgrid-scale topographic features 

in the interior of coarse grid cells. Existing approaches that modify bottom roughness or a drag coefficient are in- 

adequate for macro-structures (large emergent or submerged obstacles) in subgrid-scale narrow twisted channels. 

Such structures partially block the cross-sectional area and provide enhanced topographic dissipation – effects 

that are not well represented by a drag coefficient that scales on a coarse-grid cell-averaged velocity and the 

cell volume. The relative alignment between mesh and flow further complicates this problem as it makes the 

subgrid model sensitive to mesh design. In the present study, three new approaches for simulating subgrid-scale 

macro-structures in narrow channels are proposed. The interior partial-blocking effect of structures is modeled 

as reduction of grid face-area. The sheltering of flow volumes around obstacles, which leads to topographic dis- 

sipation, is modeled by reducing the cell volume in the momentum equation (only). A mesh-shift procedure is 

designed to optimize mesh alignment for identifiable subgrid features. Combining the three subgrid methods 

improves the approximation of surface elevation and in-channel flow rate with a coarse-grid model. Tests are 

conducted for channelized flow using both synthetic domains and real marsh topography. The new methods 

reduce the overall mesh dependency of the subgrid model and provides stronger physical connection between 

effects of macro-structures and their geometry at coarse grid scales. 

1. Introduction 1 

Two-dimensional (2D) depth-integrated hydrodynamic models have 2 

been used to study salinity transport, evaluate hydrological modifica- 3 

tions, and help restoring ecosystems at shallow estuaries and coastal 4 

marshes (e.g., Inoue et al., 2008; Matte et al., 2017; Zacharias and Gi- 5 

anni, 2008 ). The model domains are often characterized by frequent 6 

wetting/drying and complex flow paths of various spatial scales, which 7 

requires careful selection of an appropriate grid resolution that re- 8 

solves important topographic features. Unfortunately, in practical ap- 9 

plications the grid resolution is often limited by the available compu- 10 

tational power. Modeling at coarse resolution (relative to the scales of 11 

smallest channels) leaves small-scale topographic features unresolved, 12 

leading to errors in modeled surface connectivity, inundation area, and 13 

flow rates ( Li and Hodges, 2018; 2019 ). 14 

To improve results for practical coarse-grid simulations, subgrid to- 15 

pography models have been previously proposed to represent the large- 16 

scale effects of subgrid-scale features. Such models have been devel- 17 

oped for efficient modeling of estuarine hydrodynamics (e.g. Wu et al., 18 

2016; Sehili et al., 2014 ) and urban flooding (e.g., Sanders et al., 2008; 19 

Guinot et al., 2017 ). One popular type of subgrid models parametrizes 20 

the high-resolution topography as a “porosity ” term similar to the ap- 21 
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proach for handling spatial hetereogeneity in groundwater models (e.g., 22 

Defina et al., 1994; Defina, 2000; Bates, 2000 ). Two types of porosi- 23 

ties have been identified and used in the prior literature: the volumetric 24 

porosity (fraction of cell volume occupied by water) and the areal poros- 25 

ity (fraction of cell face area occupied by water). The former is used to 26 

adjust cell storage and the latter is used to adjust conveyance (i.e., flow 27 

rate) through cell faces ( Sanders et al., 2008 ). Although porosity-based 28 

subgrid models can capture the changes of cell storage and flow con- 29 

veyance across the cell faces, they ignore the contribution from topo- 30 

graphic features in the interior of a coarse cell. For general topogra- 31 

phy with wetting/drying, Li and Hodges (2019) designed a combined 32 

volume-area subgrid model that automatically preserves high-resolution 33 

surface connectivity, thereby allowing more than 30 × grid coarsening 34 

while maintaining complex connectivity patterns. 35 

Arguably, the variability of structural scales in a marsh is fractal – 36 

from the winding of the channels themselves to the bank shapes and 37 

on down to the rocks, plants, stems, and leaves that affect fluid flow. 38 

We propose separating this structural space based on scales that can be 39 

modeled, scales that can be observed, and scales that are unknown. As 40 

a convenient set of equivalent definitions, a physical feature of length 41 

scale 𝓁 can be categorized as either (i) resolvable, (ii) macro-structure, 42 

or (iii) micro-structure. If we take a practical model grid scale as Δx 43 

(whereas topography data is available at a finer grid scale 𝛿x ), the re- 44 
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Fig. 1. A coarse grid cell containing four subgrid macro-structures ( Δ𝑥 ∕ 𝛿𝑥 = 4 ) 
whose effects must be represented on the Δx model grid. 

solvable features are those of 𝓁 ≥ Δx that can be directly represented in 45 

the model. The macro-structure features are those that are identifiable 46 

with available data between scales Δx > 𝓁 ≥ 𝛿x and could be resolved in 47 

the model if we had sufficient computational power. The micro-structure 48 

are features 𝓁 < 𝛿x that are relatively unknown and constitute “rough- 49 

ness ”. For example, airborne lidar data readily provides 𝛿x ∼1 m digi- 50 

tal terrain that identifies physical structures over the wide expanse of 51 

a coastal marsh, but it is typically impractical to model hydrodynam- 52 

ics with today’s computers at much less than a Δx ∼10 m grid scale. 53 

Arguably, smaller-scale features such as plant topology are identifiable 54 

through structure-from-motion and land-based 3D lidar, but such meth- 55 

ods are presently impractical over large areas and thus such features 56 

constitute micro-structure. The intersection of practical data collection 57 

scales and practical modeling scales set the boundaries between resolv- 58 

able, macro-, and micro-scale features ( Fig. 1 ). 59 

There are two major challenges associated with this conceptual 60 

model in a shallow 2D system: (i) upscaling of micro-structure drag, and 61 

(ii) upscaling of macro-structure flow effects. The two issues are closely 62 

related because the macro-structure channelizes flow and controls the 63 

subgrid spatial velocity distribution, which affects the micro-structure 64 

drag. The effects of micro-structures on an overlying shallow flow (at 65 

scale 𝛿x ) are reasonably modeled using bottom roughness (e.g., Man- 66 

ning’s n ) that in 2D relates the depth-integrated drag force to the bot- 67 

tom stress characterized by the depth-averaged velocity – where both 68 

are considered only over a subgrid area 𝛿x × 𝛿x . However, exact up- 69 

scaling of the drag force from the 𝛿x subgrid scale to the coarse-grid 70 

Δx scale requires the subgrid spatial velocity distribution, which is un- 71 

known. Approximate upscaling is typically accomplished by introducing 72 

calibration parameters ( Ozgen et al., 2015 ), assuming constant friction 73 

slope ( Volp et al., 2013; Wu et al., 2016; Shin, 2016 ), or assuming a uni- 74 

form flow direction at the 𝛿x scale ( Duan et al., 2017 ). Unfortunately, 75 

in a shallow coastal marsh (as investigated herein) the spatial hetero- 76 

geneity of subgrid channels cannot be adequately represented with the 77 

prior techniques. The underlying difficulty in this research area is that 78 

we do not have a comprehensive theory of fluid-structure interaction 79 

that provides the robustness of the kinetic energy/length scale relation- 80 

ship in turbulence modeling, e.g., as for plane jets and mixing layers in 81 

the ubiquitous 𝑘 − 𝜖 turbulence model ( Launder and Spalding, 1974 ). 82 

Thus, both the present and prior works rely on scalings that represent 83 

observable features and require the introduction of parameters that can- 84 

not be reduced to standard coefficients such as von Karman’s 𝜅 or the 85 

C 𝜇 , C 1 , and C 2 that are standardized and used in 𝑘 − 𝜖 subgrid models 86 

for a wide range of turbulence conditions. 87 

Macro-structures are not necessarily random roughness elements and 88 

hence their anisotropic distribution affects the flow within a coarse-grid 89 

cell. For example, consider Fig. 2 that shows three coarse-grid cells with 90 

uniform bathymetry that is confounded by emergent macro-structure. 91 

These imaginary configurations are designed such that the volumetric 92 

porosity of the macro-structures are identical. Furthermore, as there are 93 

Fig. 2. Theoretical arrangement of 12 emergent macro-structure elements in the 

interior of a coarse grid that would have significantly different flow effects. Light 

color represents the background topography and dark color represents emergent 

macro-structures. The three coarse grid cells have identical volumetric and areal 

porosities. 

no edge blockages the face areal porosities are also identical. Never- 94 

theless, it should be obvious that the different distributions of macro- 95 

structure will have significantly different effects on the overall flow 96 

through the coarse-grid cell. The cell in the left panel has an isotropic 97 

arrangement of the macro-structures, which generates similar resistance 98 

to incoming flow in both x and y directions. The middle panel is expected 99 

to have similar effects to the left panel for flow in the y direction, but 100 

has minimal resistance to flow in the x direction. Conversely, the right 101 

panel provides a preferential flow path in the y direction and slows flow 102 

in the x . An upscaling model needs to represent the anisotropic and het- 103 

erogeneous effects of these structures on the flow field. The real-world 104 

problem becomes even more complicated as the macro-structures are 105 

rarely vertically uniform but have different horizontal areas at different 106 

vertical levels. Thus, changes in the water level (i.e., wetting/drying) 107 

can change the effective shape, drag, and flow connectivity through the 108 

macro-structure. 109 

Prior subgrid models typically relate macro-structures to bottom 110 

stress and treat the coarse-grid drag coefficient C D as a calibration pa- 111 

rameter (e.g. Sanders et al., 2008; Ozgen et al., 2016a; 2016b; Bruwier 112 

et al., 2017; Guinot et al., 2017; 2018 ). However, an effective theoret- 113 

ical linkage between a drag coefficient and the arbitrary 2D geometry 114 

of the macro-structures remains to be found. On the most fundamen- 115 

tal level, if the size of a macro-structure is comparable to flow depth 116 

(the “low-submergence condition ”), its bottom stress cannot be repre- 117 

sented using Manning-type formulas ( Katul et al., 2002; Cea et al., 2014; 118 

Cheng, 2015 ). Although other theories have been suggested for estimat- 119 

ing drag coefficient – e.g., the use of turbulence mixing-layer theory 120 

( Casas et al., 2010 ) – a robust well-accepted alternative has not been 121 

found ( Powell, 2014 ). Furthermore, macro-structures induce a variety of 122 

phenomena via mechanisms other than drag – e.g., sidewall obstructions 123 

( Azinfar and Kells, 2009 ) and momentum dissipation due to reflection 124 

of positive waves ( Guinot et al., 2017 ) – that are not well-represented by 125 

a drag-law paradigm. Finally, it has been observed that the spatial het- 126 

erogeneity of macro-structures cannot be fully captured through global 127 

calibration with one or two simple parameters ( D’Alpaos and Defina, 128 

2007; Horritt and Bates, 2001 ) and the complexity of geometry over an 129 

entire marsh make it impossible to obtain sufficient flow data for opti- 130 

mized local adjustment of calibration parameters ( Li and Hodges, 2018 ). 131 

To address the challenges discussed above, the present work builds 132 

on the subgrid blocking algorithm of Li and Hodges (2019) , which 133 

preserves subgrid connectivity, and the porosity-based approaches of 134 

Sanders et al. (2008) ; Guinot et al. (2017) and Bruwier et al. (2017) , 135 

which apply anisotropy in the porosity to represent coarse-grid interior 136 

and face-based effects. Herein we focus on sidewall macro-structures 137 

in the narrow twisted channels of shallow coastal marshes, where two 138 

issues (other than drag) associated with subgrid macro-structures are 139 

identified: (i) grid alignment and (ii) topographic dissipation. As a brief 140 

overview, the former issue arises because subgrid methods depend on 141 

the relationship between mesh faces and the macro-structures such that 142 

shifting the mesh can alter the number of macro-structure sub-elements 143 

in a given coarse-grid cell. To use this property to our advantage, a 144 
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mesh-adjustment method is developed to rectilinearly shift the uniform 145 

coarse-grid mesh into an optimum placement that provides the min- 146 

imum number of cells that are “barely wet. ” The latter issue (topo- 147 

graphic dissipation) is addressed in a new approach to coarse-grid up- 148 

scaling of high-resolution topography (i.e., modifying formulation of the 149 

porosities) based on quantifications of the macro-structure geometry. 150 

The new methods are evaluated using both simple straight channels and 151 

real marsh channels. Compared to simple calibration using C D , the new 152 

geometry-based representation of macro-structures provides a stronger 153 

physical connection between flow and topography, albeit at the addi- 154 

tional complication of introducing a new parameter ( 𝛾, see Section 2 ). 155 

A brief background of the numerical model, existing issues with to- 156 

pographic dissipation and grid alignment are provided in Section 2 , to- 157 

gether with description of the new subgrid methods that handles these 158 

issues. Test cases and results are described in Section 3 . Discussions on 159 

model achievements, limitations and possible future directions are pro- 160 

vided in Section 4 . Our conclusions are presented in Section 5 . 161 

2. Methods 162 

2.1. Hydrodynamic model 163 

The present work builds on the subgrid method (SB) previ- 164 

ously developed and implemented in the FrehdC model, which is 165 

explained in detail in Li and Hodges (2019) and briefly below. 166 

The FrehdC model is the C-language version of the Fine Resolu- 167 

tion Environmental Hydrodynamic Model ( Frehd ), which was orig- 168 

inally programmed in Matlab. The latter model inherits works by 169 

Hodges et al. (2000) ; Hodges (2004) ; Rueda et al. (2007) ; Hodges and 170 

Rueda (2008) ; Wadzuk and Hodges (2009) ; Hodges (2014, 2015) ; Li and 171 

Hodges (2018) . The original Frehd code has been streamlined, paral- 172 

lelized, and reduced in options so that FrehdC efficiently solves the 2D 173 

depth-integrated free surface continuity equation, the momentum equa- 174 

tions, and the scalar transport equation. These equations can be written 175 

in the volume-integrated form as: 176 

𝜕 

𝜕𝑡 ∫Ω 𝜂𝑑Ω + ∫Γ 𝒖 ⋅ 𝒏 𝑑𝐴 = 0 (1) 

177 

∫𝑉 
(
𝜕 𝒖 

𝜕𝑡 
+ ( 𝒖 ⋅ 𝒏 ) 𝜕 𝒖 

𝜕 𝒙 

)
𝑑𝑉 = ∫Γ 𝑔 𝜂𝒏 𝑑𝐴 + ∫Γ 𝝉𝝂 ⋅ 𝒏 𝑑𝐴 + ∫Ω 𝝉𝒃 𝑑Ω (2) 

178 
𝜕 

𝜕𝑡 ∫𝑉 𝐶 𝑑𝑉 + ∫Γ( 𝒖 ⋅ 𝒏 ) 𝐶 𝑑𝐴 = ∫Γ 𝝉𝜿 ⋅ 𝒏 𝑑𝐴 (3) 

where 𝜂 is the free surface elevation, 𝒖 = [ 𝑢, 𝑣 ] 𝑇 are depth-averaged ve- 179 

locities, 𝒙 = [ 𝑥, 𝑦 ] 𝑇 are the corresponding Cartesian axes, n is the normal 180 

unit vector, 𝝉b is the bottom stress, 𝝉𝝂 is the viscous stress, C is scalar 181 

concentration, 𝝉𝜿 represents scalar diffusion, dV is an infinitesimal vol- 182 

ume inside the model domain ( Ω) and dA is an infinitesimal face area, 183 

which can be written as 𝑑𝐴 = ℎ (Γ) 𝑑Γ where h ( Γ) is the depth function 184 

along a volume boundary Γ. 185 

The bottom stress in Eq. (2) is modeled using: 186 

𝝉𝒃 = 

1 
2 
𝐶 𝐷 𝒖 |𝒖 | (4) 

187 

𝐶 𝐷 = 

𝑔 ̃𝑛 2 

�̄� 

1 
3 

(5) 

188 

�̄� = 

{ 

𝑉 

𝐴 𝑍 
, with SB method 

𝜂 − 𝑧 𝑏 , otherwise 
(6) 

where C D is the drag coefficient, �̃� is the constant Manning’s roughness 189 

coefficient ( ̃𝑛 = 0 . 03 in this study). If the subgrid model is activated, �̄� 190 

is the cell-averaged depth, V is the cell volume and A Z is the free surface 191 

area. Both V and A Z are computed from the high-resolution topography 192 

data as illustrated in Li and Hodges (2019) . If the subgrid model is turned 193 

off, then �̄� = 𝐻 = 𝜂 − 𝑧 𝑏 , where z b is the bottom elevation of a grid cell. 194 

Although physical viscosity and diffusion are important processes in a 195 

shallow marsh, they are predominantly determined by physics at the 196 

subgrid scale and are dominated by the numerical dissipation and diffu- 197 

sion in a coarse-resolution model ( Li and Hodges, 2018; 2019 ). As such, 198 

we focus our new methods on handling the critical issue of macro-scale 199 

effects of advection and reserve the study of macro-scale dissipation and 200 

diffusion as a subject for future research. 201 

In traditional structured-grid models without subgrid topography 202 

(e.g., Hodges et al., 2000 ), a grid cell is typically described by a uniform 203 

bottom elevation z b and grid sizes Δx , Δy , such that the horizontal water 204 

surface area at any free-surface elevation ( 𝜂) is Δx Δy , the cell volume 205 

is ( 𝜂 − 𝑧 𝑏 )Δ𝑥 Δ𝑦, and the cell face areas are ( 𝜂 − 𝑧 𝑏 )Δ𝑦 and ( 𝜂 − 𝑧 𝑏 )Δ𝑥 . 206 

Arguably, the next level of complexity for modeling topography with a 207 

structured grid is that invoked by our SB method, where the grid cell 208 

topography is described using four subgrid variables that are all discrete 209 

functions of 𝜂: cell volume V ( 𝜂), surface area A Z ( 𝜂), and side face areas 210 

A X ( 𝜂), A Y ( 𝜂). Similar to the artificial porosities used in other subgrid 211 

models (e.g., Ozgen et al., 2016a; Guinot et al., 2018 ), these variables 212 

are calculated from high-resolution topographic data over the range of 213 

possible values of 𝜂. 214 

Following Casulli (1990) , Casulli and Cattani (1994) , and Li and 215 

Hodges (2019) , Eqs. (1) and (2) can be written in discretized forms with 216 

embedded subgrid variables. For simplicity in exposition, these can be 217 

presented for the inviscid 1D case as: 218 

𝜂𝑛 +1 
𝑖 

( 𝐴 𝑍 ) 𝑛 𝑖 = 𝜂𝑛 
𝑖 
( 𝐴 𝑍 ) 𝑛 𝑖 + Δ𝑡 

( 

𝑢 𝑛 +1 
𝑖 − 1 2 

( 𝐴 𝑋 ) 𝑛 
𝑖 − 1 2 

− 𝑢 𝑛 +1 
𝑖 + 1 2 

( 𝐴 𝑋 ) 𝑛 
𝑖 + 1 2 

) 

(7) 

219 

𝑢 𝑛 +1 
𝑖 + 1 2 

= − 𝑔 Δ𝑡𝐾 

𝑛 

𝑖 + 1 2 

( 𝐴 𝑋 ) 𝑛 
𝑖 + 1 2 

( 𝜂𝑛 +1 
𝑖 +1 − 𝜂𝑛 +1 

𝑖 
) 

𝑉 𝑛 
𝑖 + 1 2 

+ 𝐾 

𝑛 

𝑖 + 1 2 
𝐸 𝑛 
𝑖 + 1 2 

(8) 

where i is the cell center index, 𝑖 + 

1 
2 indicates variables stored at cell 220 

faces, n represents the time level when appears as superscript (differ- 221 

ent from Manning’s �̃� ), K and E represent an inverse drag term and an 222 

explicit momentum source term that can be written as: 223 

𝐸 𝑛 
𝑖 + 1 2 

= 𝑢 𝑛 
𝑖 + 1 2 

− Δ𝑡𝑢 𝑛 
𝑖 + 1 2 

𝑢 𝑛 
𝑖 + 1 2 

− 𝑢 𝑛 
𝑢𝑝 

Δ𝑥 
(9) 

224 

𝐾 

𝑛 

𝑖 + 1 2 
= 

⎛ ⎜ ⎜ ⎜ ⎜ ⎝ 
1 + Δ𝑡 

𝐶 𝐷 ( 𝐴 𝑍 ) 𝑛 
𝑖 + 1 2 

√ 

( 𝑢 𝑛 
𝑖 + 1 2 

) 2 

2 𝑉 𝑛 
𝑖 + 1 2 

⎞ ⎟ ⎟ ⎟ ⎟ ⎠ 

−1 

(10) 

In Eq. (9) , the first-order upwind scheme is used for the advective sten- 225 

cil as higher-order stencils are restricted by insufficient grid resolution 226 

in narrow channels ( Li and Hodges, 2018 ). The variable 𝑢 𝑛 
𝑢𝑝 

is the ve- 227 

locity at an upwind face, which could be 𝑢 𝑛 
𝑖 − 1 2 

or 𝑢 𝑛 
𝑖 + 3 2 

depending on the 228 

flow direction. It should be noted that following Li and Hodges (2019) , 229 

the volumes in momentum ( Eqs. (8) , (10) ) are “staggered ”, i.e., they are 230 

defined at the cell faces. This leads to different volumes in x and y direc- 231 

tions ( 𝑉 
𝑖 + 1 2 ,𝑗 

versus 𝑉 
𝑖,𝑗+ 1 2 

) for a 2D stencil. For simplicity in notation, in 232 

the following sections we use 𝑉 𝑋 = 𝑉 
𝑖 + 1 2 ,𝑗 

and 𝑉 𝑌 = 𝑉 
𝑖,𝑗+ 1 2 

to represent 233 

the volumes in x , y directions for calculating momentum transport. This 234 

staggered volume approach does not affect mass conservation because 235 

the cell volume for calculating cell storage is still defined at a cell center. 236 

Following the standard semi-implicit approach (e.g., Casulli, 1990 ), 237 

Eq. (8) is substituted into Eq. (7) to generate a linear system for 𝜂𝑛 +1 . 238 

Back-substitution of the linear solution into Eq. (8) provides the up- 239 

dated 𝑢 𝑛 +1 . Subgrid variables are updated using 𝜂𝑛 +1 at each time step 240 

and hence are treated explicitly (e.g., 𝐴 

𝑛 
𝑋 

during the 𝑛 → 𝑛 + 1 solution 241 

step), which is consistent with the explicit treatment of Δz in Casulli and 242 

Cattani (1994) as discussed in Hodges (2004) . Scalar transport is simu- 243 

lated as advective (first-order upwind) and diffusive transport of scalar 244 

mass flux, which guarantees mass conservation. 245 
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Two features introduced in the Li and Hodges (2019) SB method 246 

and used herein are (i) a “block-checking ” algorithm that reconstructs 247 

the subgrid-scale water-blocking features that are smoothed during 248 

grid coarsening, and (ii) setting the bottom elevation of a coarse grid 249 

to be the minimum bottom elevations of all its subgrids. The block- 250 

checking algorithm eliminates extraneous flow paths that are created 251 

due to removal of blocking features in upscaling the grid. Using the 252 

minimum bottom elevation is a complementary function as it ensures 253 

that actual flow paths are not removed during upscaling. As a re- 254 

sult, the high-resolution connectivity patterns are preserved in Li and 255 

Hodges (2019) at a large grid-coarsening ratio ( 𝑟 = Δ𝑥 ∕ 𝛿𝑥 ≫ 1 ). Com- 256 

pared to structured-grid models that do not parameterize subgrid-scale 257 

topography, Li and Hodges (2019) showed the SB method provides a 258 

better approximation of surface elevation, inundation area, flow rate, 259 

and salinity at coarse grid resolution. The SB method is used as a base- 260 

line for improvement in the present work. 261 

2.2. Partial blocking and topographic dissipation 262 

2.2.1. Background 263 

The underlying hypothesis of the present work is that the SB sub- 264 

grid method, as discussed above, can be further improved by simulating 265 

the effects of interior macro-structures on the local flow field. Our con- 266 

tention is that one key feature missing in the SB (and other subgrid) 267 

method is the tendency of interior macro-structures to contract/expand 268 

cross-sectional areas of narrow channels. Such changes create shelter ar- 269 

eas (e.g., recirculation zones) in which flow decelerates, leading to an in- 270 

creased velocity gradient across the channel breadth. This phenomenon 271 

can be viewed as enhanced “topographic dispersion ” of momentum. By 272 

applying the SB method at coarse resolution, only one velocity is allowed 273 

to exist on each cell face ( Guinot et al., 2018 ), which implies any veloc- 274 

ity gradient in the cell interior will be smoothed, resulting “topographic 275 

dissipation ” – i.e., the integrated kinetic energy of the average velocity, 276 

�̄� 2 𝐴, is less than that implied by the velocity profile ∫u 2 dA . The concept 277 

of topographic dissipation is applicable beyond recirculation zones and 278 

will be a factor wherever there are substantial real-world velocity gradi- 279 

ents across a coarse-grid cell. Unless narrow channels are substantially 280 

wider than the coarse-grid scale, upscaling high-resolution topography 281 

will always lead to insufficient grid resolution across a channel breadth. 282 

Thus, the complex geometry of channel boundaries is an important com- 283 

ponent of the subgrid macro-structures that affect flow ( Horritt et al., 284 

2006 ). Twists and turns of channel boundaries as well as subgrid-scale 285 

sidewall obstacles (e.g., bridge piers or natural contraction/expansion 286 

of channels) lead to non-uniform velocity distributions and topographic 287 

dissipation. 288 

An example of flow at a highly-resolved grid cell that cannot be cor- 289 

rectly resolved at a coarse grid (an hence implies topographic dissipa- 290 

tion) is shown in Fig. 3 a, where a coarse 𝑟 = 100 mesh is overlapped with 291 

high-resolution simulation results in a straight channel with a sidewall 292 

obstacle (the macro-structure) that contracts cross-sectional area. A re- 293 

circulation zone is found downstream of the macro-structure where the 294 

channel width expands. The high velocities are observed around the 295 

channel centerlines and away from the macro-structure, low velocities 296 

are observed in the recirculation zone. The expected physical result is 297 

stronger momentum transport around the centerline (conveniently re- 298 

ferred to as the “advection zone ”) accompanied by weaker momentum 299 

transport in the recirculation zone and turbulent mixing at the interface 300 

of the two zones ( Han et al., 2017 ). For illustrative purposes, we can 301 

ignore the turbulent mixing layer and consider frictionless inviscid flow 302 

in two distinct zones (advection and recirculation zones) in a coarse grid 303 

cell, as shown in Fig. 3 b. Here we model the flow as only in the x di- 304 

rection. Recall that momentum equation ( Eq. (2) ) in x direction can be 305 

written in the form of the Newton’s second law: 306 

𝑎 𝑥 = 

∑
𝐹 𝑏𝑥 

𝜌𝑉 𝑋 
= 

∑(
𝐹 𝑏𝑥 

)
adv 

+ 

∑(
𝐹 𝑏𝑥 

)
rec 

𝜌
(
𝑉 𝑋( adv ) + 𝑉 𝑋( rec ) 

) (11) 

Fig. 3. (a) An example of velocity field and streamlines affected by the macro- 

structures. The simulation was performed at 𝛿𝑥 = 1 m, but the results are dis- 

played at a coarser grid resolution for clarity. Black lines represent a Δ𝑥 = 100 
m coarse grid. (b) Force balance for advection and diffusion zones in a coarse 

grid cell (similar to the center cell with sidewall obstacle in (a)) with two dif- 

ferent estimates of fluid deceleration, a x , and (a 𝑥 ) 𝑎𝑑𝑣 . Note that the dimensions 

and positions of the two zones are sketched for illustration purposes only. In a 

real channel, these depend on the geometry of the macro-structure as well as 

the flow field. The reaction forces are not labeled. 

where F bx is the barotropic force acting on volume V X in x direction 307 

and subscripts “adv ” and “rec ” indicate values in the advective and re- 308 

circulation zones, respectively. The recirculation zone generated due 309 

to the macro-structures has negligible mean velocity as the macro- 310 

structure exerts reaction forces against incoming flow thereby canceling 311 

the barotropic force, which is an argument similar to that used for the 312 

interior pressure term of Sanders et al. (2008) ; Ozgen et al. (2016a) . It 313 

is thus reasonable to neglect the barotropic force on the recirculation 314 

zone and rewrite the Newton’s law as: 315 

𝑎 𝑥 = 

∑(
𝐹 𝑏𝑥 

)
adv 

𝜌
(
𝑉 𝑋( adv ) + 𝑉 𝑋( rec ) 

) ≤ 

(
𝑎 𝑥 
)

adv 
= 

∑(
𝐹 𝑏𝑥 

)
adv 

𝜌𝑉 𝑋( adv ) 
(12) 

The above implies that topographic dissipation is caused by uni- 316 

formly distributing the force Σ( F bx ) adv over the volume of the entire 317 

coarse cell. Thus, a coarse cell with interior change of cross-sectional 318 

area can be characterized by considering the advection zone alone, and 319 

neglecting the recirculation zones that have minimal participation to 320 

the momentum transport. This effect can be achieved by replacing (e.g.) 321 

𝑉 𝑖 +1∕2 and ( 𝐴 𝑋 ) 𝑖 +1∕2 in momentum and continuity, Eqs. (7) and (8) by 322 

the advective volume and advective cross-sectional area. The former is 323 

used to constrain excessive topographic dissipation and the latter is used 324 

to represent a “partial blocking ” effects caused by the reaction forces. 325 

Unlike complete blocking of channel’s cross section, which has been 326 

handled in Li and Hodges (2019) , partial blocking does not completely 327 

eliminate surface connectivity but reduces channel conveyance as part 328 

of the cross section is blocked by the macro-structure. 329 



Z. Li and B.R. Hodges Advances in Water Resources xxx (xxxx) xxx 

ARTICLE IN PRESS 

JID: ADWR [m5GeSdc; November 13, 2019;16:4 ] 

2.2.2. Method: Effective volume and effective area 330 

To model effects of topographic dispersion (and counteract topo- 331 

graphic dissipation), we argue the net force in the x direction at a coarse- 332 

grid cell face is applied over an effective volume V X (eff) that is less than 333 

the full volume around the face, V X . A similar argument applies for V Y . 334 

The effective volume only includes regions where strong momentum 335 

fluxes are present, neglecting regions like recirculation zones where ve- 336 

locities are small. In the present study, we adopt the simplification made 337 

in Fig. 3 , where a coarse cell is split into distinct advection and recircu- 338 

lation zones. The effective volume equals the volume of the advection 339 

zone, V X (adv) . In x direction, the effective volume is calculated as: 340 

𝑉 𝑋( eff) = 

{ 

𝐴 𝑋( eff) Δ𝑥, if 𝐴 𝑋( eff) < 𝐴 𝑋 

𝑉 𝑋 , otherwise 
(13) 

where, A X (eff) is the effective area that represents reduction in 341 

the cross-sectional area caused by partial-blocking. According to 342 

Bruwier et al. (2017) , the effective area equals the minimum cross- 343 

sectional area across the grid cell, A X (min) . In the present study, we pro- 344 

pose A X (eff) ≥ A X (min) with the equality holds only when certain condi- 345 

tions are met (see §2.3 for detailed formulation). The effective volume 346 

is different from the original face volume V X only when A X (eff) < A X ; i.e., 347 

this approach assumes significant recirculation zones are generated only 348 

with severe contractions of the channel’s cross-sectional area (as the case 349 

shown in Fig. 3 ). The similar equation for V Y (eff) is readily deduced from 350 

the above. 351 

The use of Eq. (13) simulates topographic dispersion caused by 352 

increased transverse velocity gradients at channel contractions. How- 353 

ever, poorly-represented transverse velocity gradients also exists near 354 

the channel boundary walls, even without substantial channel contrac- 355 

tions. Simulations performed at coarse resolution inevitably smooth 356 

this velocity gradient, leading to further topographic dissipation. A 357 

possible consequence of neglecting this near-wall velocity gradient is 358 

that topographic dissipation might not be completely suppressed with 359 

Eq. (13) alone. To test this concept, we also evaluate an alternative for- 360 

mula for calculating face volumes based on minimum areas as: 361 

𝑉 𝑋( min ) = 

{ 

𝐴 𝑋( min ) Δ𝑥, if 𝐴 𝑋( min ) Δ𝑥 > 𝛼𝑉 𝑋 or 𝐴 𝑋( eff) < 𝐴 𝑋 

𝛼𝑉 𝑋 , otherwise 
(14) 

where 𝛼 is a model parameter. The idea for this formulation arises 362 

from the observation that topographic dissipation can be mathemati- 363 

cally countered by reducing the volumes in momentum Eq. (11) . Instead 364 

of using a smaller volume only at channel contractions – as implied by 365 

Eq. (13) , the (staggered) face volumes for all cells are replaced by the 366 

minimum volumes, V X (min) , calculated from Eq. (14) , which should pro- 367 

vide higher velocities and weaker dissipation than Eq. (13) . The 0 ≤ 𝛼 ≤ 1 368 

parameter in this approach sets a lower limit of V X (min) , which is neces- 369 

sary to avoid instabilities as V →0. The present study uses 𝛼 = 0 . 7 , which 370 

is obtained from a sensitivity study (results not shown). It should be 371 

noted that Eq. (14) is certainly not an ultimate solution to topographic 372 

dissipation. The use of minimum volume and 𝛼 are only considered a 373 

primitive attempt that shows the possibility of suppressing dissipation 374 

by reducing volume, but the exact amount of reduction remains further 375 

investigation (also discussed in Section 4.2 ). 376 

2.3. Effects of grid alignment 377 

2.3.1. Background 378 

Subgrid models are often sensitive to mesh design. If a macro- 379 

structure intersects with a cell face (or edge), its partial-blocking effect 380 

can be directly simulated using areal porosity ( Sanders et al., 2008 ). 381 

Specifically, the grid face area (or areal porosity) is reduced to model 382 

decrease in conveyance across the face. However, if the mesh is shifted 383 

such that the entire macro-structure is located in the cell interior then a 384 

face-based partial-blocking algorithm cannot capture the conveyance ef- 385 

fects ( Guinot et al., 2017 ). Grid alignment sensitivity means that a small 386 

shift of the mesh position over the high-resolution topography can cause 387 

a large change in the areal porosity ( A X , A Y ) and hence a change in the 388 

simulation results. We have found this to be the case with the base- 389 

line SB model of Li and Hodges (2019) applied to simulations in the 390 

Nueces River Delta (Texas, USA). Note that the drag coefficient cannot 391 

be used to compensate for misrepresentation of the cross-sectional flow 392 

area when the mesh is shifted. That is, the face flow area appears in both 393 

continuity ( Eq. (7) ) and the barotropic term of the momentum equation 394 

( Eq. 8 ), whereas the drag term appears only in the momentum equation 395 

( Eq. (8) ). Even if we were able to reproduce the same model outcomes 396 

as those with unshifted mesh by adjusting drag coefficient, it would 397 

certainly be through completely different mechanisms, i.e., getting the 398 

“right ” answer for wrong reasons – which has limited physical signif- 399 

icance ( Lane, 2005 ). Thus, shifting a mesh to move a macro-structure 400 

from the face to the interior requires some modification of (e.g.) A X 401 

and/or V X to compensate if we seek results that are (relatively) insensi- 402 

tive to the mesh alignment. 403 

To address issues of grid alignment, Bruwier et al. (2017) suggested 404 

using the minimum areas ( A X (min) and A Y (min) in x and y directions re- 405 

spectively) across a coarse cell to represent face areas (or areal porosi- 406 

ties). With their approach, reduction of face area and the associated 407 

change in the reaction force are always captured regardless of the lo- 408 

cation of macro-structures. Unfortunately, their method did not com- 409 

pletely remove mesh-dependency in twisted channels where grid lines 410 

are not aligned with channel directions. This effect is illustrated in Fig. 4 , 411 

where 𝑟 = 16 mesh is overlapped with 𝛿𝑥 = 1 m channel bathymetry. 412 

The white double arrow shows a cross section A C where x -flux passes 413 

through. Note that the cross-section does not equal the channel width be- 414 

cause mesh and channel boundaries are not aligned. The red arrows rep- 415 

resent the minimum face areas A X (min) within three coarse cells (named 416 

G1 - G3 ) as suggested by Bruwier et al. (2017) . It can be seen that for cell 417 

G1 where an interior macro-structure exists, the minimum area A X (min) 418 

represents a true contraction of channel’s cross-sectional area. For G2 419 

and G3 , however, using minimum areas leads to a decrease of chan- 420 

nel’s cross-sectional area, i.e., ( 𝐴 𝑋( min ) ) 𝐺2 + ( 𝐴 𝑋( min ) ) 𝐺3 < 𝐴 𝐶 . Thus, use 421 

of the minimum areas can cause false contractions and give biased es- 422 

timates of the actual flow areas for narrow channels, which leads to an 423 

underestimation of conveyance. 424 

Furthermore, grid alignment along an angled channel bound- 425 

ary – as commonly seen for natural river channels – often gener- 426 

ates coarse-grid cells that contain only a few wet subgrid elements. 427 

Bruwier et al. (2017) showed that such “barely-wet ” cells can be merged 428 

into their neighbor grids to reduce model error, but simply merging vol- 429 

umes and areas (or storage and areal porosity) neglects the spatial ar- 430 

rangements of macro-structures. If grid lines are not aligned with flow 431 

direction, numerical diffusion is also increased, which further reduces 432 

channel conveyance ( Hasan et al., 2012; Holleman et al., 2013; Li and 433 

Hodges, 2018; Westerink et al., 2008 ). 434 

2.3.2. Method: Correction on effective area 435 

To handle the issue with grid alignment, we extend the minimum 436 

area idea of Bruwier et al. (2017) by replacing face areas A X , A Y in 437 

Eqs. (7) and (8) with a more general concept of effective areas A X (eff) , 438 

A Y (eff) . The effective areas equal the minimum areas only if they are 439 

much smaller than typical cross-sectional areas at the coarse grid scale, 440 

(e.g., where an interior severe contraction of cross-section is detected). 441 

Otherwise the effective areas A X (eff) and A Y (eff) equal the areas A X , A Y 442 

provided by upscaling at cell faces, as in Li and Hodges (2019) . Formally, 443 

the effective area is computed for A X as: 444 

𝐴 𝑋( eff) = 

{ 

𝐴 𝑋( min ) , if 
(
𝐴 𝑋( med ) − 𝐴 𝑋( min ) 

)
> 𝛾

(
𝐴 𝑋( max ) − 𝐴 𝑋( med ) 

)
𝐴 𝑋 , otherwise 

(15) 

with a similar equation for A Y . In the above, 𝛾 is a model coefficient and 445 

the A X (med) , A X (max) , A X (min) are median, maximum and minimum cross- 446 

sectional areas in the staggered coarse-grid cell surrounding the face. 447 
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These terms are defined for a cell with a grid-coarsening ratio r (i.e., 448 

containing r subgrid cells in x direction), which has a set of r different 449 

cross-sectional areas { 𝐴 𝑋1 , 𝐴 𝑋2 , …𝐴 𝑋𝑟 } in the x direction. Formally, the 450 

coarse-grid cell statistics are: 451 

𝐴 𝑋( med ) = median 𝑟 
𝑖 =1 ( 𝐴 𝑋𝑖 ) 

𝐴 𝑋( max ) = max 𝑟 
𝑖 =1 ( 𝐴 𝑋𝑖 ) 

𝐴 𝑋( min ) = min 𝑟 
𝑖 =1 ( 𝐴 𝑋𝑖 ) (16) 

The median, minimum and maximum areas are shown in Fig. 4 for the 452 

example cells G1 and G3 . The coefficient 𝛾 > 0 in Eq. (15) determines 453 

when A X (min) can be identified as a true channel contraction. 454 

The present study uses 𝛾 = 2 , which identifies a contraction when the 455 

difference between median to minimum areas is twice the difference be- 456 

tween maximum to median areas. In effect, this occurs when there is a 457 

subgrid cross-sectional area that is substantially smaller than would be 458 

expected if the areas A Xi were uniformly distributed about the median. 459 

Coarse-grid cells G1 and G3 in Fig. 4 can be used as illustrative exam- 460 

ples. Cell G3 contains a section of (almost) straight channel boundary, 461 

but since the channel direction and grid lines are not aligned, the interior 462 

face areas A Xi show (nearly) linear variation along the x axis. Applying 463 

Eq. (15) with 𝛾 = 2 yields similar magnitudes for 𝐴 𝑋( med ) − 𝐴 𝑋( min ) and 464 

𝐴 𝑋( max ) − 𝐴 𝑋( med ) and results 𝐴 𝑋( eff) = 𝐴 𝑋 . This result indicates there is 465 

no severe contraction to generate partial blocking effects. For cell G1 , 466 

the A Xi values are the same for most cross sections because channel bank 467 

only takes a small region in the upper left corner. However, the existence 468 

of a sidewall obstacle leads to a small value for the minimum area, which 469 

provides 𝐴 𝑋( med ) − 𝐴 𝑋( min ) ≫ 2 
(
𝐴 𝑋( max ) − 𝐴 𝑋( med ) 

)
= 0 . That is, the con- 470 

traction area is substantially different than expected given the range of 471 

the cross-sectional areas on the high side of the median. The effective 472 

area in this case is set to the minimum area at the contraction location. 473 

The use of Eq. (15) successfully separates a true channel contraction 474 

caused by interior macro-structures ( G1 ) from a false contraction caused 475 

by misalignment between channel and grid lines ( G3 ). In Section 4 , the 476 

selection of 𝛾 = 2 and other possible statistical approaches to identifying 477 

contractions are discussed. 478 

2.3.3. Method: Mesh-shifting 479 

For coarse-grid cells containing only a few wet subgrid cells (re- 480 

ferred as “barely-wet ” or bw coarse-grid cells, shown as the white tri- 481 

angle in Fig. 4 ), a smaller time step is required to maintain stabil- 482 

ity if the numerical algorithm is strictly CFL limited ( Bruwier et al., 483 

2017 ). To completely eliminate bw cells and their time-step constraint, 484 

Bruwier et al. (2017) developed a cell-merging technique that merges 485 

the bw cells with their neighbor coarse-grid cells. A disadvantage of this 486 

approach is that it destroys information on the spatial arrangements of 487 

the interior macro-structures. Fortunately, FrehdC is generally stable for 488 

localized velocities exceeding the CFL condition as long as the high ve- 489 

locity cells do not dominate a large contiguous area of the computational 490 

domain ( Li and Hodges, 2018 ). Thus, for FrehdC an optimum mesh shift 491 

can be developed by minimizing the number of, rather than eliminating 492 

the area of, the bw cells. 493 

The coarse-grid bw cells are a result of the relationship between the 494 

coarse-grid mesh and the underlying fine-grid topography, which has a 495 

number of possible permutations. As illustrated in Fig. 5 , shifting the 496 

relationship between the coarse-grid mesh and the underlying fine-grid 497 

topography can result in different sets of bw cells. The coarse grid nec- 498 

essarily has some (0,0) origin whose position on the fine-grid is an ar- 499 

bitrary choice – i.e., any fine-grid cell could be chosen as the coarse- 500 

grid origin. It follows that a coarse-grid mesh with a coarsening ratio 501 

of 𝑟 = Δ𝑥 ∕ 𝛿𝑥 = Δ𝑦 ∕ 𝛿𝑦 has r unique positions along each of the x and y 502 

axes, providing r 2 unique coarse-fine mesh relationships. It is useful to 503 

define ( p , q ) as unique global indexes for the fine grid topography with 504 

𝑝 ∈
{
1 …𝑁 𝑓𝑥 

}
and 𝑞 ∈

{
1 …𝑁 𝑓𝑦 

}
where N fx and N fy are the number of 505 

fine-grid cells along the x and y axes. Let ( p 0 , q 0 ) be an arbitrary baseline 506 

origin of the coarse-grid mesh in the fine-grid topography. The possible 507 

Fig. 4. An illustration of channel’s representative cross-sectional area for x-flux, 
Q2 

A C (white double arrow), grid-based minimum areas A X (min) (red arrows), maxi- 

mum area A X (max) (cyan arrow), median area A X (med) (green arrow) and a barely 

wet grid cell (white triangle). Blue represents river channel and brown repre- 

sents land. The mesh shown is created with 𝑟 = 16 . Note that by using Eq. (15) , 

the effective area is less than the original face area only in cell G1 , which also 

leads to a corresponding decrease in effective volume. (For interpretation of 

the references to colour in this figure legend, the reader is referred to the web 

version of this article.) 

permutations of the coarse-grid mesh can be denoted as M 𝜁 , 𝜓 , where 508 

𝜁, 𝜓 = { 0 , 1 , …𝑟 − 1 } are shifts of the coarse-grid origin to ( 𝑝 0 − 𝜁, 𝑞 0 − 𝜓) . 509 

There are a number of possible ways to define what constitutes a bw 510 

cell and to quantify the cumulative effects of bw cells. For the present 511 

purposes, a general definition of a bw cell is a coarse-grid cell where the 512 

wetted surface area is a small fraction of the coarse-grid cell area, i.e., 513 

A Z < 𝛽Δx Δy , where 0 < 𝛽 < 1 is a cut-off fraction. The appropriate value 514 

of 𝛽 depends on the numerical model behavior when A Z ≪ Δx Δy , with 515 

𝛽 = 0 . 2 proving adequate for the tests herein. For FrehdC , the optimum 516 

coarse-fine mesh relationship is the M 𝜁 , 𝜓 with the smallest number of 517 

bw coarse-grid cells. 518 

It can be seen from Fig. 5 b that as 𝜁 and 𝜓 change, new bw cells 519 

are created while existing ones are removed. The mesh-shifting opti- 520 

mization guarantees that the total number of bw cells is minimized. 521 

The potential issues of creating new bw cells are discussed below in 522 

Section 4.3 . It should be noted that mesh-shifting and the concept of 523 

effective area/volume are two methods targeting two different prob- 524 

lems incurred during grid-coarsening. Mesh-shifting handles the issue 525 

of bw cells, which is purely due to misalignment between grid lines and 526 

channel boundaries. The effective area/volume are used to simulate ef- 527 

fects of interior macro-structures. Although grid alignment issue exists 528 

in determining effective area as well ( Section 2.3.1 ), it only affects de- 529 

tailed calculation procedures, not the overall strategy of parametrizing 530 

macro-structures. It will be shown in Section 3 that both mesh-shifting 531 

and effective area/volume are necessary in reducing model error and 532 

alleviating sensitivity of model performance to mesh design. 533 

Fig. 6 provides a flowchart illustrating the relationships between al- 534 

gorithms for mesh shifting, effective area, effective volume, the base- 535 

line SB approach, and the traditional roughness representation of mi- 536 

crostructure. Mesh-shifting is performed prior to grid-coarsening as a 537 

preprocessing step that optimizes the high-resolution topography. The 538 

upscaling (grid-coarsening) process provides different sets of subgrid 539 

variables for the different methods. Within the scope of the present 540 

study, the face volumes V X , V Y in Eqs. (7) –(10) are replaced by either 541 

V X (eff) , V Y (eff) or V X (min) , V Y (min) as two different approaches to model 542 

the effects of macro-structures and constrain topographic dissipation. 543 

The face areas A X , A Y are replaced with A X (eff) and A Y (eff) . The volume 544 

modifications do not affect mass conservation as volumes do not appear 545 
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Fig. 5. (a) The background bathymetry used in Fig. 4 with 𝑟 = 16 mesh, which is used as M 0,0 position. Two bw cells are marked. (b) Bathymetry of the same region 

shifted with 𝜁 = 5 , 𝜓 = 5 ( M 5,5 ). The two original bw cells are eliminated but a new one is created. 

Fig. 6. Flowchart illustrating the relations between different components of a complete subgrid method. 

in continuity ( Eq. (7) ). The area modifications may affect the result of 546 

the continuity equation, but they do not change the inherent mass con- 547 

servation in the method as the volume increment Δ𝜂A Z remains exactly 548 

balanced by the net fluxes through the faces. The test scenarios described 549 

in Section 3 are designed to examine model sensitivity to mesh-shifting, 550 

effective areas, and effective volumes as compared to the baseline SB 551 

case. 552 

3. Test cases and results 553 

3.1. Straight channel with sidewall obstacle 554 

The above modifications to the governing equations and mesh design 555 

are tested on two domains. The first domain is shown in Fig. 7 , where 556 

two 100 ×100 m square “lakes ” are connected with a straight channel 557 

of 20 m width. The bottom elevations of the channel and lakes are uni- 558 

form at 0 m. An object (e.g., bridge pier) with length D is placed on the 559 

sidewall of the channel as a subgrid macro-structure. Constant water 560 

levels of 0.3 m and 0.35 m are forced at 𝑥 = 0 m and 𝑥 = 600 m respec- 561 

tively. At steady-state, the solution has an overall surface gradient of 562 

8 . 33 × 10 −5 . A fine-grid simulation ( 𝑟 = 1 ) is executed with 0.25 m grid 563 

spacing, which is used as the “true solution ”. The subgrid simulations 564 

use coarse-grid spacing of Δ𝑥 = 20 m ( 𝑟 = 80 ). The mesh is intention- 565 

ally designed such that exactly one coarse-grid cell is placed across the 566 

channel width and the bridge pier does not intersect with grid faces. 567 

The following ( Table 1 ) includes tests of five model scenarios ex- 568 

ecuted in this study. The scenarios are created by selecting different 569 

treatments on macro-structures. The notation SB represents the baseline 570 

subgrid method described in Li and Hodges (2019) . The new effective 571 

subgrid area approach ( Eq. (15) ) is designated SB-A. The new effective 572 

volume approach ( Eq. (13) ) is named SB-V. Tests implementing both 573 

Table 1 

List of different test scenarios. 

Test scenario Reduce area Reduce volume Roughness upscaling 

SB No No No 

SB-A Yes ( Eq. (15) ) No No 

SB-V No Yes ( Eq. (13) ) No 

SB-VA Yes ( Eq. (15) ) Yes ( Eq. (13) ) No 

SB-V 𝛼A Yes ( Eq. (15) ) Yes ( Eq. (14) ) No 

SB Volp No No Yes ( Volp et al., 2013 ) 

new effective area and volume algorithms are designated SB-VA. Tests 574 

with effective area and volume algorithms for additional near-wall dis- 575 

sipation ( Eq. (14) ) are SB-V 𝛼A. For comparison with prior work, the 576 

roughness upscaling method of Volp et al. (2013) is applied with the 577 

baseline subgrid model and designated as SB Volp . 578 

The steady-state flow rate errors (computed as the difference of in- 579 

channel flow rate between test simulation at Δx and reference fine-grid 580 

simulation at 𝛿x , that is, 𝑄 𝑟 =80 − 𝑄 𝑟 =1 ) are shown in Fig. 8 . Taking flow 581 

towards − 𝑥 direction to be positive, it can be seen that for D ∈ {4, 6, 8, 582 

10, 12, 14} m, the SB-VA scenario minimizes flow rate error. By ignor- 583 

ing the macro-structure and its blocking effects, the SB simulation tends 584 

to overestimate flow rate, whereas taking minimal cross-sectional area 585 

alone (SB-A) underestimates flow rate because of topographic dissipa- 586 

tion. As D increases, the flow rate errors tend to increase for all scenarios, 587 

indicating that not all processes caused by the macro-structure are cap- 588 

tured by A eff and V eff. Such processes might include mass/momentum 589 

exchange between advection and recirculation zones ( Fig. 3 b) as well as 590 

upscaling of bottom roughness (discussed in §4 , below). Clearly, SB-VA 591 

is an improvement over the SB scenario that uses the subgrid method 592 
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Fig. 7. Top view of the outline of the straight channel computation domain. In 

the red ellipse is detailed view of regions near the bridge pier. (For interpretation 

of the references to colour in this figure legend, the reader is referred to the web 

version of this article.) 

Fig. 8. Steady-state flow rate error in the straight-channel domain ( Fig. 7 ) for 

various D and subgrid scenarios tested. Positive error indicates overestimation 

of flow rate. Negative error means underestimation. 

Fig. 9. Profiles of steady-state surface elevations in longitudinal direction of the 

straight channel for 𝐷 = 6 m and 𝐷 = 12 m. 

described in Li and Hodges (2019) . Results for the SB-V case (not shown) 593 

simply provide an amplification of the overestimation of the SB method. 594 

Fig. 9 shows the steady-state surface elevation profiles in the straight 595 

channel. Results for the subgrid scenarios are downscaled following 596 

Sanders and Schubert (2019) . A severe decline of surface elevation 597 

across the bridge pier can be found for the fine-grid simulations, which 598 

is caused by the blocking effects from the interior macro-structure. The 599 

SB scenarios predict constant surface slope along the entire channel be- 600 

cause the macro-structure is completely neglected. Both the SB-A and 601 

SB-VA scenarios show a change in surface gradient across the bridge 602 

pier. For 𝐷 = 6 m, the difference between these two scenarios is mi- 603 

nor. However, for 𝐷 = 12 m the SB-A scenario overestimates the drop 604 

Table 2 

List of differences among tested bathymetries. 

Bathymetry Sidewall macro-structures Number of bw cells Channel bottom 

NP No Min. Flat 

NPS No Max. Flat 

WP Yes Min. Flat 

WPB Yes Min. Uneven 

of free surface. Although slight overestimation is also found for SB-VA, 605 

it provides the best approximation of surface elevation to the fine-grid 606 

solution among the three tested scenarios. 607 

3.2. Twisted channel in the Nueces Delta 608 

The second domain ( Fig. 10 a) is a semi-enclosed tidal-driven marsh- 609 

land. It consists of a “bay ” on the east side, a twisted main channel 610 

and several well- or poorly-connected shallow lagoons. The boundary 611 

shapes of these features are modified from the 1 ×1 m lidar data of the 612 

Nueces Delta, which is a shallow coastal wetland located near the City 613 

of Corpus Christi (Texas, USA). The entire Nueces Delta has been mod- 614 

eled in Li and Hodges (2018, 2019) . For computational efficiency, the 615 

present domain only covers a 480 ×2000 m section. A grid-coarsening 616 

ratio 𝑟 = 16 is used for the Nueces Delta test case. Mesh shifting is applied 617 

to minimize the number of bw cells, with results as shown in Fig. 11 . 618 

The mesh with the minimum number of bw cells is shown in Fig. 10 a as 619 

the “No Pier ” (NP) case. To test the effect of mesh shifting, a “No Pier 620 

Shifted ” (NPS) case is designed with the coarse-grid mesh correspond- 621 

ing to the maximum number of bw cells. To evaluate the new macro- 622 

structure algorithm, three sidewall piers are added to a stretch of the 623 

channel ( Fig. 10 b), creating the “With Piers ” (WP) case with exactly 624 

the same mesh arrangement as the NP case. To eliminate confounding 625 

effects of micro-structure and retain our focus on the macro-structure, 626 

the bottom elevations from the real submerged topography are replaced 627 

with a uniform value of 0 m throughout the domain for the NP, NPS, and 628 

WP cases. To provide insight into the interaction of micro-structure and 629 

macro-structure the original submerged topography is maintained in a 630 

“With Pier Bathymetry ” (WPB) case. A view of the WPB bathymetry in 631 

the stretch of channel with the bridge piers is shown in Fig. 10 c. The 632 

differences among the four test bathymetries are summarized in Table 2 . 633 

Sinusoidal tide (with range of 0.2 m and period of 24 h) is added along 634 

the east boundary for these cases. 635 

For the Nueces Delta test scenarios, the relative flow rate errors 636 

across X1 ( Fig. 10 a) over one tidal period is shown in Fig. 12 . One of the 637 

challenges of interpreting error behavior is that the two effects of poorly- 638 

modeled macro-structure – neglect of partial blocking and topographic 639 

dissipation have opposite effects; i.e., the former leads to overestima- 640 

tion of conveyance and the latter an underestimation. Thus, serendip- 641 

itous cancellation of error can occur, which might result small mean 642 

or median error. To avoid such situations, we consider the interquar- 643 

tile range (IQR) to be a more important indicator of model performance 644 

than the mean or median error because it reflects the variation of error 645 

over the entire simulation period, which increases the chance of captur- 646 

ing model deviations from the reference simulation. For the NP domain 647 

with the optimum mesh shift to minimize barely wet cells and with- 648 

out bridge piers ( Fig. 12 a), no severe channel contraction is detected in 649 

the main channel with 𝛾 = 2 (although several contractions are found 650 

in the lagoon regions close to the left boundary). The SB-A algorithm 651 

has slight higher error than the baseline SB method. Applying effective 652 

volume (SB-V) reduces flow rate error compared to SB and SB-A algo- 653 

rithms, whereas the SB-VA scenario produces slightly higher error than 654 

SB-V. It should be noted that using effective volume alone (SB-V) does 655 

not have much physical significance because Eq. (13) is derived for the 656 

cases where topographic dissipation is always associated with change 657 

in cross-sectional area, but SB-V shows superior performance to SB-VA 658 

in terms of flow rate error, which indicates the existence of additional 659 
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Fig. 10. (a) Bathymetry of the full domain of the Nueces Delta test case NP at 1 ×1 m resolution. In-channel flow rate is calculated at cross-section X1 . (b) Details of 

bridge piers in channel WP within red box of frame (a). The white mesh represents 𝑟 = 16 coarse grid cells. Red lines are cell faces whose effective area A eff < A . (c) 

Details of channel WPB with non-uniform submerged bathymetry (coarse mesh not shown for clarity). (For interpretation of the references to colour in this figure 

legend, the reader is referred to the web version of this article.) 

dissipation processes that are not captured by Eq. (13) . This statement is 660 

verified by results with SB-V 𝛼A, where flow rate error further decreases 661 

with the use of reduced volumes for all coarse cells ( Eq. (14) ). The addi- 662 

tional dissipation is likely caused by smoothing the transverse velocity 663 

gradient near the channel boundary. The effective volume approach of 664 

SB-V 𝛼A is also superior to the Volp et al. (2013) model, SB Volp . 665 

The contrast between results with the NP topography (optimized 666 

mesh shift) and the NPS topography (poorly-optimized mesh shift) in 667 

Fig. 12 (a) and (b) is striking. Poor optimization of the mesh (maximiz- 668 

ing the barely-wet cells) causes dramatically increased error and IQR 669 

across all the methods. A possible reason is increased numerical dis- 670 

sipation when flow enters and exits these additional bw cells, which 671 

cannot be compensated by any of the subgrid algorithms. These results 672 

illustrate the optimization of the mesh is critical to effectively applying 673 

subgrid algorithms. It should be noted that despite this sensitivity to the 674 

mesh placement, the subgrid method (even with NPS bathymetry) still 675 

has its advantage over existing grid-coarsening methods without sub- 676 

grid parametrization (e.g. Hodges, 2015 ) that cannot maintain surface 677 

connectivity of the main channel at 𝑟 = 16 and completely prevent tidal 678 

intrusion into the lagoons (results not shown). 679 

Relative error results for the NP topography seem to imply the SB-V 680 

approach is superior to SB-A and the latter algorithm is unnecessary. 681 

However, addition of the bridge piers in the WP case, Fig. 12 (c), indi- 682 

cates the effects are reversed when the geometry includes significant 683 

partial-blocking macro-structure. With the bridge piers included, the 684 

SB-VA has the minimum error. The IQR results for the flow error of 685 

Fig. 11. Proportion of barely-wet ( bw ) cells in all wet cells for the 256 possible 

shift modes ( 𝑟 = 16 ) for the NP bathymetry. Results displayed in ascending order. 

the SB, SB-A, and SB-V 𝛼A algorithms are similar, whereas the SB-V has 686 

the highest error. That is, when partial-blocking behavior exists, treat- 687 

ments of both flow areas and volumes at channel contractions are impor- 688 

tant. Flow features are dominated by processes associated with partial- 689 

blocking macro-structures, making other dissipation mechanisms of sec- 690 

ondary importance. It is useful to consider the temporal evolution of the 691 

root-mean square error (RMSE) of the surface elevation for the SB and 692 
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Fig. 12. Relative flow rate error ( |𝑄 𝑟 =16 − 𝑄 𝑟 =1 |∕ |𝑄 𝑟 =1 |) at cross-section X1 ( Fig. 10 ) over one tidal period for the Nueces Delta test scenarios. The red mark represents 

the median over one tidal period and the blue box is the interquartile range. (For interpretation of the references to colour in this figure legend, the reader is referred 

to the web version of this article.) 

Fig. 13. Temporal variation of surface error for selected NP and WP scenarios. 

SB-VA models, as shown in Fig. 13 . It can be seen that for both NP and 693 

WP bathymetries the SB-VA (and SB-V 𝛼A) produces smaller RMSE 𝜂 er- 694 

rors than the baseline SB method. Note that the RMSEs show periodic 695 

variations due to the semi-enclosed nature of the model domain. That is, 696 

an initial overestimation of flow rate leads to rapid increase of surface 697 

elevation, which then reduces the surface gradients between the open 698 

boundary and the interior lagoons, hence reducing flow rates. This be- 699 

havior restrains further tidal intrusion and slows down the rising of free 700 

surface, as is evidenced by the sudden reduction in the rate that error 701 

is increasing for the WP SB scenario around 7 h into the simulation to- 702 

wards the end of the rising tide. Furthermore, when the tide falls, since 703 

the surface elevation is overestimated, it generates larger surface gra- 704 

dient that drains the lagoons quickly. As a result, the RMSE drops to 705 

almost zero at the end of the tidal cycle. This periodic behavior is thus 706 

not a result of applying the proposed subgrid method, but the differ- 707 

ences between SB and SB-VA errors are certainly caused by the subgrid 708 

treatments to the macro-structures. 709 

Non-uniform bottom topography is added to the 1 ×1 m for the con- 710 

trol simulation in case WPB, providing the relative flow rate error behav- 711 

ior shown in Fig. 12 (d). Here we see the SB-A algorithms perform best, 712 

SB-VA the second best, the SB and SB-V 𝛼A being similar and the SB-V 713 

and SB Volp being somewhat worse. The superiority of SB-A over SB-VA 714 

indicates variation of bottom elevation induces higher flow resistance 715 

that is not represented by A eff and V eff. These results have implications 716 

for the importance of upscaling bottom drag, which is beyond the scope 717 

of the present study. 718 

A comparison of the spatial distribution of water surface elevations 719 

for the WP scenarios provides further insight into the performance of 720 

the subgrid algorithms. Here we focus on the simulation during the ris- 721 

ing tide ( 𝑇 = 8 h), as shown in Fig. 14 . The flow rate IQR statistics in 722 

Fig. 12 indicate that the SB and SB-A are relatively similar in perfor- 723 

mance, but here it can be seen that the SB method results in higher 724 

in-channel water surface elevations from 600 to 1400 m compared to 725 

the 𝑟 = 1 control, the SB-A and the SB-VA. These results indicate that SB 726 

allow increased conveyance in the channel compared to the SB-A and 727 

SB-VA. Overestimation of conveyance (and surface elevation) is also ob- 728 

served in SB-V. The flooding of the off-channel lagoons (left side of do- 729 

main) provides another interesting point of comparison. The SB, and SB- 730 

V methods have higher water surface elevations than the 𝑟 = 1 control in 731 

the off-channel lagoons, indicating there is too much connectivity. The 732 

SB-A method has too much blockage in the connections to the lagoons. 733 
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Fig. 14. Surface elevation at 𝑇 = 8 h (corresponds to rising tide) for WP scenarios. Tidal boundary condition enforced on right side of domain. 

Overall, the SB-VA method has the best combination of representing 734 

connectivity within the lagoon without overestimating conveyance in 735 

the channel. 736 

4. Discussion 737 

The results above show that subgrid models characterized by both 738 

effective areas and effective volumes can improve the modeling of flow 739 

effects caused by macro-structures in 2D tidal marsh models. In gen- 740 

eral, the effective area approach reduces the modeled flow cross-section 741 

due to macro-structures that are interior to a coarse-grid cell (whose ne- 742 

glect otherwise leads to overestimation of conveyance). Unfortunately 743 

the effective area approach, by itself, leads to an overestimation of topo- 744 

graphic dissipation – i.e., the tendency of tortuous flow paths to dilute 745 

the effects of pressure gradients driving the flow. The effective volume 746 

approach acknowledges that flow volumes “hiding out ” behind obstruc- 747 

tions are not affected by driving pressure gradients, and hence apply- 748 

ing a smaller effective volume counters the tendency of the effective 749 

area approach to overestimate topographic dissipation. The effective 750 

area method used herein is an extension of Bruwier et al. (2017) by 751 

incorporating a conditional criterion ( Eq. (15) ) that identifies and re- 752 

moves “false ” channel contraction caused by misalignment between 753 

channel and grids. Room for further improving this approach is dis- 754 

cussed in Section 4.1 . Limitations and assumptions for the new effec- 755 

tive volume method are discussed in detail in Section 4.2 . A challenging 756 

problem is that macro-structure effects are inherently sensitive to the 757 

coarse-grid mesh placement, which is shown to significantly alter the 758 

effectiveness of the subgrid models. The sensitivity of model results to 759 

mesh-shifting and its implications are discussed in Section 4.3 . Finally, 760 

the model tests herein were focused on side-wall macro-structure that 761 

caused flow blockages, as characterized by bridge piers in Figs. 7 and 10 . 762 

For simplicity, these test cases used uniform bottom bathymetry with a 763 

uniform bottom roughness across all coarse and fine-grid cells. The in- 764 

teraction of the subgrid models with the more general macro-structure 765 

of non-uniform (but non-blocking) bathymetry and upscaling of micro- 766 

structure remains to be explored. 767 

4.1. On the effective area 768 

Clearly, the idealized effective area strictly applies only to 769 

Eq. (15) for a single interior sidewall obstacles that laterally contract 770 

the cross-sectional area. Macro-structures in real marshes have more 771 

complex geometries and form a variety of different blocking patterns 772 

and flow paths in the cell interior. To handle this increased complex- 773 

ity, other statistical properties might also be used to distinguish true 774 

and false channel contractions – which implies broad avenues for fu- 775 

ture research. Although the concept of simulating partial blocking as a 776 

reduction of cell face area is arguably valid for more complex geome- 777 

try, developing well-grounded mathematical expressions of A X (eff) and 778 

A Y (eff) for such cases is beyond the scope of the present research. Simi- 779 
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larly, herein we have not tested model sensitivity to the choice of param- 780 

eter 𝛾 in Eq. (15) : we consider this parameter to be merely an interim 781 

step showing the approach of Bruwier et al. (2017) – that used mini- 782 

mum areas – can be improved by a more flexible formulation. That is, 783 

this research demonstrates that modifications of face areas to represent 784 

subgrid features can be extended beyond the minimum area approach, 785 

but determining the optimum approach will require more detailed study 786 

and we doubt that the 𝛾 discriminator of Eq. (15) will prove sufficiently 787 

robust for a wide variety of geometries. 788 

4.2. On the effective volume 789 

The proposed model for effective volume introduces two substantial 790 

idealizations. First, the advection and recirculation zones are assumed 791 

completely separated ( Fig. 3 b). Second, topographic dissipation caused 792 

by near-wall velocity gradient is not parametrized. The separation of the 793 

advection and recirculation zones in V eff implies that the mixing layer 794 

between the two zones and the associated turbulent mixing processes are 795 

neglected ( Han et al., 2017 ). Furthermore, for simplicity the size of V eff796 

in any cell is a constant that is independent of the local velocity, which 797 

clearly is not a direct representation of the complex flow physics around 798 

an object. For tidal-driven flow that reverses regularly, the locations of 799 

the recirculation zones also depend on flow direction. It remains to be 800 

seen whether adding further complexities associated with the local flow 801 

field (direction and velocity) can improve a subgrid model. 802 

Fig. 12 a implies that additional dissipation processes exist in nar- 803 

row twisted channels, which are likely caused by smoothing of velocity 804 

gradients near the channel boundaries. From Fig. 12 c, as expected, this 805 

near-wall dissipation cannot be adequately modeled using an effective 806 

volume concept similar to the one for recirculation zones, e.g., Eq. (14) , 807 

because such dissipation is generated through different mechanisms, 808 

i.e., not through a sudden contraction and the associated recirculation 809 

region. The dissipation near channel boundaries will be related to the 810 

interaction of the micro-structure, the sidewall boundary layer, and 811 

macro-structure geometry, which will require future studies at finer than 812 

the 𝛿𝑥 = 1 m resolution used herein as the “true solution ” for evaluating 813 

model performance. Similarly, including sidewall effects requires con- 814 

sidering 3D flow effects ( Jeon et al., 2018; Monsalve et al., 2017 ), which 815 

cannot be handled with the present model. To fully resolve the near- 816 

wall velocity gradient and quantify all complex mechanisms occurring 817 

there, experimental data (e.g. Velickovic et al., 2017 ) or full 3D non- 818 

hydrostatic simulation results (e.g. Munoz and Constantinescu, 2018 ) 819 

are likely required. Thus we consider the approach using the 𝛼 parame- 820 

ter in Eq. (14) to be simply a demonstration that some further geometric 821 

dependency of the effective volume might be desirable, but optimization 822 

of the proposed 𝛼 in the present model structure is unlikely to provide 823 

further insight. 824 

The difficulty in characterizing the size of effective volume implies a 825 

key theoretical challenge, which is to quantify how the geometry of an 826 

arbitrary macro-structure affects flow. Both the mixing layer and bound- 827 

ary layer are affected by the geometry of the macro-structures ( Babarutsi 828 

et al., 1989; Li and Djilali, 1995 ). However, for shallow coastal marshes 829 

with wetting/drying, macro-structures can vary over large spatial and 830 

temporal scales. Even if the detailed physical processes near channel 831 

boundaries can be resolved at sufficiently fine resolution, a robust quan- 832 

tification of macro-structures is still required for upscaling. The present 833 

study simplifies macro-structures to pier-like sidewall obstacles, whose 834 

primary effect is a contraction of channel’s cross-sectional area. This re- 835 

search illustrates the need for a general mathematical formulation for 836 

upscaling geometry effects on flow and turbulence from measurable to- 837 

pography (macro-scale structures) to practical coarse-grid model scales. 838 

4.3. Sensitivity to mesh design 839 

The results comparing the optimum mesh (NP) and the unoptimized 840 

mesh (NPS) illustrate the sensitivity of model results to mesh placement 841 

( Fig. 12 a and b). A similar observation is found in Bruwier et al. (2017) . 842 

In the present work, a major cause for the increase of flow rate error with 843 

the NPS bathymetry is that the barely-wet ( bw ) cells for the unoptimized 844 

mesh are typically near the channel boundaries. Where the boundary is 845 

at an angle to the grid mesh an inflow in the x direction into a bw cell 846 

must be shifted to an outflow in the y direction (and vice versa), which 847 

enhances local topographic dissipation and reduces channel conveyance 848 

( Li and Hodges, 2018 ). 849 

The NPS mesh also has increased error where upscaling blocks 850 

some bw areas in channel networks. This occurs because complex chan- 851 

nel networks may have multiple disconnected water regions within 852 

a single coarse-grid cell. In the baseline upscaling approach ( Li and 853 

Hodges, 2019 ) the disconnected sub-regions with smaller wet areas in a 854 

single cell are represented as dry land. This simplification is a necessary 855 

limitation for an upscaling method that maintains the blockages to sur- 856 

face connectivity associated with subgrid features, but inevitably leads 857 

to local underestimation of cell storage for some bw cells. As a result, 858 

minimization of bw cells for the NP model also minimizes loss of volume 859 

in upscaling, which reduces the discrepancy with the fine-grid results. 860 

For example, the NP and NPS bathymetries at 𝑟 = 16 show reductions of 861 

0.03% and 2.18% volume, repectively (compared to 𝑟 = 1 bathymetry) 862 

for a simple uniform surface elevation of 0.4 m. 863 

We recommend minimizing the number of bw cells as a simple pre- 864 

processing step for any subgrid algorithm. However, it should be noted 865 

that our mesh-shifting guarantees global minimization of bw cells for a 866 

selected inundation level, but not necessarily local optimization across 867 

all possible levels. A coarse-grid cell that would be classified as bw at a 868 

particular water surface elevation might be entirely inundated at higher 869 

elevation; thus, there remains an open question as to how to optimize a 870 

coarse-grid mesh over a range of inundation levels, an effort that might 871 

require an adaptive mesh-optimization routine. 872 

5. Conclusions 873 

Porosity-based subgrid models show great potential for efficient sim- 874 

ulations of hydrodynamics and salinity transport at shallow coastal 875 

marshes. But such models often neglect effects of subgrid-scale interior 876 

macro-structures, which makes their performance sensitive to mesh de- 877 

sign. The present study focuses on detecting and parametrizing subgrid- 878 

scale sidewall macro-structures in narrow twisted channels, reproduc- 879 

ing their effects using coarse-grid hydrodynamic models and reducing 880 

model sensitivity to mesh design. Three novel strategies are developed: 881 

(1) a mesh-shifting procedure that optimizes mesh design by minimizing 882 

the number of partially-wet coarse-grid cells, i.e., coarse cells with only 883 

a few wet subgrid elements, (2) use of the effective grid-face areas A X (eff) 884 

and A Y (eff) to simulate partial-blocking effects of the macro-structures, 885 

and (3) use of the effective volumes V X (eff) and V Y (eff) to reduce topo- 886 

graphic dissipation, which is caused by smoothing of transverse velocity 887 

gradient at coarse scale. These strategies are implemented into the ex- 888 

isting subgrid model in the FrehdC code ( Li and Hodges, 2019 ) and are 889 

tested on both synthetic and real bathymetries. Model evaluation is per- 890 

formed by comparing coarse-grid to fine-grid simulation results. 891 

In the synthetic test case, a combined use of A eff and V eff minimizes 892 

error in flow rate and surface elevation for all tested dimensions of 893 

the macro-structure. In the realistic Nueces Delta computation domain, 894 

mesh-shifting is demonstrated as necessary to reducing model error. In 895 

conjunction with the mesh-shifting method, the combined A eff and V eff 896 

subgrid models provide the best approximation of the fine-scale surface 897 

elevations and flow rates. When severe contractions are absent, model 898 

performance is affected by additional dissipation processes that are not 899 

included in V eff. The main advantage of the proposed treatments is the 900 

direct connection to idealized physical processes and the channel ge- 901 

ometry, which makes it possible to develop analytical expressions for 902 

effects of macro-structures. We believe these advances are applicable 903 

over a broad range of shallow flows and can be used to limit the ex- 904 

tensive efforts that are otherwise required when the drag coefficient is 905 
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taken as a local calibration coefficient. Future studies are still required to 906 

parametrize processes not included in the present model, such as dissipa- 907 

tion near channel boundaries and the effects of non-uniform submerged 908 

channel bathymetry. This research shows there is an urgent need for a 909 

mathematical framework to characterize and quantify the geometry of 910 

a variety of macro-structure scales, orientations, and topologies based 911 

on measurable data and their statistics. 912 
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