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Abstract. Understanding the nature of covalent (band-like) vs. ionic (atomic-like) electrons in metal oxides 

continues to be at the forefront of research in the physical sciences. In particular, the development of a coherent 

and quantitative model of bonding and electronic structure for the lanthanide dioxides, LnO2 (Ln = Ce, Pr, and 

Tb), has remained a considerable challenge for both experiment and theory. Herein, relative changes in mixing 

between the O 2p orbitals and the Ln 4f and 5d orbitals in LnO2 are evaluated quantitatively using O K-edge X-

ray absorption spectroscopy (XAS) obtained with a scanning transmission X-ray microscope and density 

functional theory (DFT) calculations. For each LnO2, the results reveal significant amounts of Ln 5d and O 2p 

mixing in the orbitals of t2g (σ-bonding) and eg (π-bonding) symmetry. The remarkable agreement between 

experiment and theory also shows that significant mixing with the O 2p orbitals occurs in a band derived from the 

4f orbitals of a2u symmetry (σ-bonding) for each compound. However, a large increase in orbital mixing is 

observed for PrO2 that is ascribed to a unique interaction derived from the 4f orbitals of t1u symmetry (σ- and π-

bonding). O K-edge XAS and DFT results are compared with complementary L3-edge and M5,4-edge XAS 

measurements and configuration interaction calculations, which shows that each spectroscopic approach provides 

evidence for ground state O 2p and Ln 4f orbital mixing despite inducing very different core-hole potentials in the 

final state.  

  



INTRODUCTION 

Developing quantitative descriptions for chemical structure and bonding in lanthanide compounds that are 

grounded by both theory and experiment is a longstanding challenge in physical and inorganic chemistry.1-12 This 

is especially true for the lanthanide dioxides, LnO2 (Ln = Ce, Pr, Tb), which are the only stable dioxides formed 

by lanthanides, and among the only stable compounds of Pr and Tb in the +4 formal oxidation states.13-14 A better 

theoretical understanding of Ln–O bonding in these materials is necessary to understand the rates and mechanisms 

of conversion between LnO2 and the substoichiometric oxides, LnO2-x (where 0 > x > 0.5), via diffusion of 

lanthanide and oxygen ions, which features prominently in many energy-related technologies.15-16 For example, 

LnO2-x are employed as three-way automotive exhaust catalysts to reduce pollution owing to their reversible redox 

properties.17-19 Emerging technologies also incorporate LnO2-x as catalysts for steam reforming and 

thermochemical water splitting reactions,20-22 and LnO2-x have been used as solid-state electrolytes in fuel cells.23-

25 Considerable effort has been devoted towards improving understanding of covalency vs. electron localization in 

LnO2 by employing hybrid density functional theory (DFT) calculations26-31 in addition to X-ray spectroscopies at 

the L3 (2p3/2),32-35 M5,4 (3d5/2,3/2),36-37 and N5,4 (4d5/2,3/2)37 absorption edges. Many aspects of these studies challenge 

the traditional viewpoints that the 4f electrons are entirely localized on the lanthanide and that bonding with the 

oxide ligands is best described using electrostatic models. Qualitatively, invoking a degree of covalent Ln–O 

bonding in LnO2 could be justified given the growing number of synthetic,38-46 magnetic,47-53 spectroscopic,54-60 

and theoretical30,61-67 studies indicating that strictly ionic models of lanthanide bonding are inadequate. For 

example, a new class of compounds has emerged containing lanthanide and other rare earth metals bound to 

oxo,38,68-69 imido,70-73 and carbene ligands,74-77 among others.78-79 Metal–ligand multiple bonding of the d-block 

transition metals80-81 and actinides82-85 is relatively well-understood, however, the extent of σ- and π-bonding 

involving the 4f and 5d orbitals is hard to describe precisely.72,86 Quantitative descriptions of chemical structure 

and multiple bonding in prototypical compounds such as LnO2 would help draw relationships between ground 

state orbital mixing and chemical reactivities and physical properties for a range of lanthanide compounds. 

In recent years, X-ray absorption spectroscopy (XAS) at the ligand K-edge (1s) has emerged as one of the 

most versatile and direct approaches to quantitatively evaluate bonding for transition metals87-90 and f-elements.91-

92 At the O K-edge, the approach involves quantifying the intensity of bound-state transitions between oxygen 1s 

orbitals and unoccupied states with oxygen 2p orbital character. Because the 1s orbitals are localized on the 

oxygen atoms, the intensities of the oxygen K-edge transitions are associated with the amount of O 2p character 

(λ) in the final state (ψ*). Historically, efforts to quantify λ by measurement of O 1s → ψ* transition intensities 

for nonconducting systems have suffered from experimental obstacles associated with the low energy of the O K-

edge (ca. 540 eV), which magnifies errors due to surface contamination, self-absorption, and saturation. Recent 

work on lanthanide sesquioxides, Ln2O3 (Ln = La to Lu, except radioactive Pm),54 and d-block oxyanions MO4
2- 

(M = Cr, Mo, W) and MO4
1- (Mn, Tc, Re) has shown that these issues can be minimized by obtaining O K-edge 

XAS in transmission mode using a scanning transmission X-ray microscope (STXM) and by using hybrid DFT 

calculations to develop spectral interpretations.93-94 



Herein, a similar approach using hybrid DFT calculations and O K-edge XAS is applied to assess bonding 

and electronic structure in CeO2, PrO2, and TbO2. The results provide evidence for a significant role of both the 4f 

and 5d orbitals in Ln–O bonding for each of the oxides. The O K-edge spectral features are well-resolved, which 

provides an opportunity to move beyond the valence formulations typically used to describe LnO2 and form 

interpretations within a band structure model. This analysis reveals differences in the amount of Ln–O σ-bonding 

involving the 4f orbitals for each LnO2 compound, and a unique Pr–O π-bonding interaction in PrO2. Results are 

interpreted in the context of L3-edge and M5,4-edge X-ray spectroscopies, which – taken together – support a 

detailed picture of LnO2 electronic structure involving a significant amount of O → Ln charge transfer in the 

ground states of CeO2, PrO2, and TbO2.  

RESULTS AND DISCUSSION 

Lanthanide L3- and M5,4-edge XAS. Perhaps the most compelling spectroscopic evidence for Ln covalency 

has been obtained by probing excitations from the lanthanide metal core-levels using L3- and M5,4-edge XAS. To 

place the O K-edge results described below in the appropriate context, we begin by describing results from our 

own L3- and M5,4-edge XAS studies of LnO2. The measurements also served to confirm sample purity and ensure 

that O K-edge results are directly comparable to those described in previous spectroscopic work cited above. Both 

the L3- (2p → 5d) and M5,4-edge (3d → 4f) spectroscopies probe electric-dipole allowed transitions from Ln core 

orbitals to empty or partially-occupied valence orbitals. The spectroscopic approaches can be advantageous for 

probing 4f orbital occupation and mixing, especially for systems with multiconfigurational ground states.32-36,95-98 

For tetravalent lanthanide oxides, multiconfigurational ground states are often described by mixing between 

4fn5d0 and 4fn+1L5d0 configurations, where n = the number of 4f electrons for a Ln4+ ion and L represents an O 2p 

hole resulting from O 2p → Ln 4f charge transfer.32-34 Following the L3- or M5,4-edge measurement, spectral curve 

fitting and theory can be used to model changes in transition energies and intensities and to evaluate changes in O 

2p → Ln 4f charge transfer between LnO2 compounds. 

Plots of the background-subtracted and normalized Ce, Pr, and Tb L3-edge spectra together with curve-fitting 

models are provided in Figure 1, with the main fit parameters reported in Table 1. Each of the L3-edges exhibits a 

double-peak structure that is characteristic of L3-edge spectra obtained from other formally Ln4+ compounds 

including CeF4, Ce(SO4)2, and CeCl6
2-.34,55,99 The double-peak structure has previously been attributed to 

transitions from the 4fn5d0 and 4fn+1L5d0 ground states to 4fn5d1 and 4fn+1L5d1 final states where the peak 

splittings (8.2(2), 8.8(2), and 7.2(1) eV observed for CeO2, PrO2, and TbO2, respectively) arise from changes in 

the number of 4f electrons that are available to screen 5d electrons from the Ln 2p core-hole. However, the 

physical origin for the spectral shape has been a subject of a longstanding debate, and alternative interpretations 

have been proposed based on both ground- and final-state effects.34,100-102 Within the bounds of this model, the L3-

edge peak structures were fit with pseudo-Voigt functions and a step-like function, as described more fully in the 

Supporting Information. The relative amount of 4fn+1L5d0 character in the total ground state wavefunction is 



estimated from the weighted ratio of the area under the lower energy 4fn+1L5d1 (A3+) and higher energy 4fn5d1 

(A4+) peaks, A3+/(A3+ + A4+), which provides values of 56(4)%, 64(4)%, and 42(4)% for CeO2, PrO2, and TbO2, 

respectively (Table 1). A weak shoulder feature in the lower half of the edge is roughly included in the 

 

 
Figure 1. L3-edge XAS experimental data (black circles) obtained for CeO2, PrO2, and TbO2, and the pseudo-
Voigt (green, pink, blue, and gold) and step-like functions (black) which sum to generate the curve fit (red). 
Shoulder features observed near the edge onset have little intensity and were modeled with a single function 
(green) that is barely visible from the baseline in each spectrum. A fourth function with negative amplitude (gold) 
accounts for the first extended x-ray absorption fine structure oscillation. 
 
 
Table 1. Comparison of the main experimental Ln L3-edge peak energies (eV) and peak areas (Ai) for LnO2 (Ln = 
Ce, Pr, Tb). Reported errors are estimated from the fit assuming normally distributed errors, except for the 
reported error in the branching ratio, which is dominated by the estimate of the absolute error for the technique. 
Full fit results are provided in the Supporting Information. 

 4fn+1L5d1 4fn5d1 Ratio 

LnO2 eV A3+ eV A4+ A3+/(A3++A4+) 

CeO2 5728.0(1) 12.5(3) 5736.2(2) 8.8(3) 0.56 ± 0.04 

PrO2 5968.4(1) 14.7(3) 5977.7(2) 8.2(2) 0.64 ± 0.04 

TbO2 7518.9(1) 9.6(2) 7526.1(1) 13.2(3) 0.42 ± 0.04 

 

fits (Figure 1 and Table S1). It is important to note that weak and/or unresolved features, likely resulting from 

crystal field effects and quadrupole 2p → 4f transitions, are obscured by the main peaks in these spectra. These 

features are better resolved using higher resolution techniques, such as high energy-resolution fluorescence 

detection (HERFD).35 Despite the limitations of the simple double-peak model described above, our approach 

remains reasonably accurate because the splitting of the states is on the order of the core-hole lifetime of the 2p3/2 

hole.103 Visual inspection of the spectra and branching ratios determined graphically by integration of the second-

derivative spectra (see Supporting Information) provide confirmation that the branching ratio increases in the 

order TbO2 < CeO2 ≲ PrO2. Based on the spectral interpretation described above, these changes are attributed to 

4fn5d1 4fn5d1 4fn5d1

4fn+1L5d1 4fn+1L5d1 4fn+1L5d1



an increase in the amount of 4fn+1L character resulting from O 2p and Ln 4f orbital mixing in the ground states of 

CeO2 and PrO2 relative to TbO2. The L3 XAS spectra of these compounds have been studied extensively, and our 

values are consistent with previous results.32-34  

The background subtracted and normalized M5,4-edge spectra for CeO2, PrO2, and TbO2 are provided in 

Figure 2. The M5,4-edge spectra are split into low energy M5 (3d5/2 → 4f7/2 and 3d5/2 → 4f5/2) and high energy M4 

(3d3/2 → 4f5/2) edges due to spin-orbit coupling with the 3d core hole. Both the M5- and M4-edges are further split 

into intense main peaks and additional weaker satellite features about 5 eV higher in energy.98-99 To quantify this 

effect, peaks in the experimental spectra were modeled using pseudo-Voigt functions and a step function with a 

1:1 ratio of arctangent and error function contributions (Figure 2 and Table 2). The first and second derivatives of 

the data suggested that four pseudo-Voigt functions provided the best fit with the fewest parameters (or number of 

peaks) for CeO2 and PrO2, while additional functions were required to model the complex multiplet splitting for 

TbO2. The M5,4-edge branching ratios, defined as A5/(A5 + A4) – where A5 and A4 are the total areas under all 

 

 
Figure 2. M5,4-edge XAS experimental data (black circles) obtained for CeO2, PrO2, and TbO2, and the pseudo-
Voigt (blue and pink) and step functions (black) which sum to generate the curve fit (red). The multiplet splitting 
for TbO2 was complex and modeled with additional functions (blue, pink, yellow, green) 
 

Table 2. Comparison of experimental Ln M5,4-edge pre-edge peak energies (eV)a and intensities (Int)b from the 
curve-fitting analysis for LnO2 (Ln = Ce, Pr, Tb). 

  Peak Energies (eV) Peak Splittings (eV) Peak Intensities (Int) Branching 

 M5-edge M4-edge Sat–Main M5–M4 M5-edge (A5) M4-edge (A4) Ratio 

LnO2 Main Sat Main Sat Avg Main Pks Main Sat Main Sat A5/(A5+A4) 

CeO2 883.7 888.8 901.7 906.3 4.8 18.0 16(2) 4.2(4) 20(2) 5.6(6) 0.44(4) 

PrO2 931.6 937.2 950.7 956.5 5.7 19.1 19(2) 3.7(4) 22(2) 7.0(7) 0.44(5) 

TbO2 1242.1 1273.2 - 31.1 26(2) 14(1) 0.65(7) 

a The multiplet splitting for TbO2 was complex; all functions comprising the total curve fit were used to determine 
the peak centroid (by weighted average) and intensity (by sum). 

M5 M4

M5 M4 M5 M4



b Experimental intensities were derived from the area under pseudo-Voigt functions used to generate the curve fit 
and have an estimated error of less than 10%. 

 

 

the functions used to model the M5 or M4 peaks – increased from ~0.44(5) for both CeO2 and PrO2 to 0.65(7) for 

TbO2. Because transitions associated with the 3d94fn+1 and 3d9L4fn+2 final states are not well-resolved in M5,4-edge 

spectra (see below), these values do not directly relate to the amounts of 4fn+1L character in the ground states for 

LnO2. However, the values are generally consistent with anticipated trends based on the number of 4f electrons 

for isolated atoms,36,104-105 wherein M5,4-edge branching ratios approach unity for later lanthanides because the 

4f5/2 states are filled first and the probability of 3d3/2 → 4f5/2 transitions decreases. Hence, guidance from theory 

was sought to understand how multiple configurations in the ground states of LnO2 resulted in the fine structure 

and satellite features observed in the M5,4-edge spectra.  

 

 

  
Figure 3. Comparison of the experimental (black) and the configuration interaction calculation (red) for the M4,4-
edge XAS spectra obtained for CeO2, PrO2, and TbO2. 

 

Configuration interaction (CI) calculations were conducted for LnO2 in order to further quantify origins of 

spectral features and determine how ground and final state mixing between the Ln 4f and O 2p orbitals is reflected 

by the M5,4-edge spectra (Figure 3). This method has been applied in a range of transition metal and lanthanide 

systems using the CTM4XAS program based on code by Cowan.106-111 While CeO2 and PrO2 M5,4-edge multiplets 

have been calculated previously,37,109 this research adds an additional experimental handle by benchmarking 

computations with experimental UV-vis (ligand to metal charge transfer, LMCT) data. For both CeO2 and PrO2, a 

simple atomic model of +3 or +4 oxidation states is not in good agreement with experimental M5,4-edge data and 

the higher energy satellites are not modeled accurately. Much better agreement with experimental data is reached 

by employing a charge transfer model that accounted for two ground state (GS) configurations, 3d104fn and 

3d10L4fn+1, and two final state (FS) configurations, 3d94fn+1 and 3d9L4fn+2. Both ground and final state 

M5 M4

M5 M4 M5 M4



configurations are additionally defined by the difference in charge transfer energy (ΔE), and the effective hopping 

integral (T), which is constant for all configurations. Finally, the configurations are defined by spin-orbit coupling 

(SOC), 4f-4f Coulomb repulsion (Fff), Coulomb 3d-4f repulsion (Ffd), and 3d-4f Coulomb exchange (Gfd). 

For CeO2, the ground state is described by 3d104f0 and 3d10L4f1 configurations, and the final state is described 

by both 3d94f1 and 3d9L4f2 configurations. Similarly for PrO2, the ground state is described by the 3d104f1 and 

3d10L4f2 configurations while the final state is described by 3d94f2 and 3d9L4f3 configurations. The M5,4-edge for 

CeO2 is best modeled by ΔEgs = 2.0 eV, ΔEfs = -1.8 eV, and Tgs = Tfs = 0.70, while the M5,4-edge for PrO2 is best 

modeled by ΔEgs = 2.5 eV, ΔEfs = 1.0 eV, and Tgs = Tfs = 0.70. The higher energy satellites are most dependent on 

the value for ΔEfs, suggesting that these signals are a result of final state effects. The main difference between the 

calculated parameters for CeO2 vs. PrO2 is the sign of ΔEfs, however, the overall ground state descriptions are 

similar. For example, the calculation for CeO2 results in a ground state that has 70% 3d104f0 and 30% 3d10L4f1 

character, and provides a calculated LMCT (3.2 eV) that agrees very well with the experimental value (3.1 eV).112 

For PrO2, the CI calculations provide a ground state that is 71% 3d104f1 and 29% 3d10L4f2 character, with a 

calculated LMCT of 2.2 eV (experimental = 2.4 eV).113 These models for CeO2 and PrO2 model offer good 

agreement with both the experimental M5,4-edge data and published UV-vis (LMCT) data. The amounts of ground 

state L4fn+1 character calculated for CeO2 and PrO2 (30% and 29%, respectively), are smaller than the values 

determined at the L3-edge (56(4)% and 64(4)%, respectively), but provide qualitative validation of the L3-edge 

interpretation described above, which also supports significant amounts of ground state Ln 4f and O 2p orbital 

mixing for CeO2 and PrO2. 

In the course of this study, limitations of the CTM4XAS program prohibited incorporation of charge transfer 

modeling in the calculations for TbO2. However, the M5,4-edge spectrum for TbO2 could be partially modeled by 

CI calculations in the atomic limit for Tb4+ that described transitions from 3d104f7 to 3d94f8 final states. To most 

accurately model the spectrum, the 4f-4f Slater-Condon repulsion parameter was reduced to 60% of atomic values 

and the 4f-3d core Coulomb repulsion parameter was reduced to 90% of atomic values. Figure 3 shows that fine 

structure observed in the experimental M5,4-edge is not modeled completely, particularly in the 5-10 eV region 

above the main M5-edge peak. However, these high-energy features have low intensity, and otherwise the atomic 

limit calculations reproduce main peak positions and general aspects of the multiplet splitting. In this regard, the 

CI calculations provide qualitative agreement with the L3-edge results by indicating that the 3d104f7 configuration 

(Tb4+) is likely a more dominant component of the ground state for TbO2. 

Oxygen K-edge XAS. Figure 4 shows the background-subtracted and normalized O K-edge XAS obtained in 

transmission mode using STXM for samples of CeO2, PrO2 and TbO2. Attributes of the CeO2 O K-edge spectrum 

resemble earlier work,114-115 however, to the best of our knowledge O K-edge spectra have not been reported for 

PrO2 or TbO2. Each spectrum contains several large pre-edge features in the region below 540 eV that are 

indicative of orbital mixing between the O 2p and lanthanide-based orbitals. For example, a broad and intense 

feature is observed for each LnO2 at approximately 537 eV, along with a sharper asymmetric feature near 533 eV. 

At lower energies, a single additional feature is observed for CeO2 and TbO2 at 530.2 and 530.1 eV, respectively. 



The O K-edge of PrO2 is distinct from the other LnO2 in that two low energy features are observed in the same 

low energy region, at 528.8 and 531.0 eV.  

 

 

Figure 4. Oxygen K-edge XAS for particles of CeO2, PrO2, and TbO2 measured in X-ray transmission mode. 

 

 

A spectral curve-fit was conducted to quantify changes in peak energy and intensity throughout the LnO2 

series. The O K-edge XAS spectra were modeled as described previously using symmetrically constrained 

Gaussian line shapes and a step function with a 1:1 ratio of arctangent and error function contributions.93,116 

Curve-fitting models are shown in Figure 5 and summarized in Table 3. Uncertainty in the area under the 

Gaussian functions (hereafter referred to as the intensity) due to errors in normalization or curve-fitting were 

previously estimated at 10% or less based on STXM data reproducibility. For each LnO2, the spectral fit and 

second derivative of the data suggest that the region above 532 eV is best modeled by three similar Gaussian 

functions at 532.5, 533.1, and 536.5 eV, on average. More variation in the fit model is observed at low energy, 

below 532 eV. For example, the spectrum of CeO2 exhibited a single asymmetric peak that can only be modeled 

accurately with two Gaussian functions at 530.0 and 530.6 eV. For PrO2, two functions at 528.3 and 528.9 eV 

were also required to model the asymmetric feature and a third was positioned at 531.0 eV. An effective model of 

the spectrum of TbO2 was developed that included a single Gaussian function at 528.8 eV. We note that the O K-

edge spectrum of TbO2 did not return to baseline near 530.7 eV, suggesting the possible presence of additional 

weak transitions. However, fully unconstrained deconvolutions incorporating additional functions in this region 

did not converge with physically reasonable parameters, or lead to significant improvements in fit quality as 

determined by correlation coefficients. With these considerations and based on the DFT calculations and spectral 

assignments provided below, fits with additional functions for TbO2 were rejected. 



 
Figure 5. O K-edge XAS pre-edges (black circles), Gaussian functions (pink, yellow, blue, and green), and step 
functions (black traces) used to generate the total curve-fits (red traces) for LnO2 (Ln = Ce, Pr, Tb).  
 

Table 3. Comparison of experimental O K-edge pre-edge peak energies (eV)a and intensities (Int)b for LnO2 (Ln = 
Ce, Pr, Tb). Transition assignments are given first in D4h symmetry with the corresponding designations in Oh 
symmetry following in parentheses. Complete fit details are provided in the Supporting Information. 

Transition Energy (eV)a Intensityb 

CeO2 
O 1s → b1u (a2u) 530.2 3.0(2) 
O 1s → a1g + b1g (eg) 533.0 2.9(2) 
O 1s → b2g + eg (t2g) 536.6 5.2(5) 
   PrO2 
O 1s → b1u (a2u) 528.8 2.6(2) 
O 1s → eu + a2u (t1u) 531.0 0.8(1) 
O 1s → a1g + b1g (eg) 533.0 3.1(2) 
O 1s → b2g + eg (t2g) 536.6 5.5(6) 

   TbO2 
O 1s → b1u (a2u) 528.8 1.5(2) 
O 1s → a1g + b1g (eg) 532.7 2.9(2) 
O 1s → b2g + eg (t2g) 536.2 5.2(5) 

a The tabulated peak energies assigned to O 1s → b1u (a2u) and O 1s → a1g + b1g (eg) transitions are determined 
by a weighted average of the two Gaussian functions used in the fit. 
b Experimental intensities are derived from the area under the Gaussian functions used to generate the curve fits 
and have an estimated error of less than 10%. 
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LnO2 Ground-State Electronic Structure Calculations. The trends in the number and energy of O K-edge 

transitions for LnO2 are difficult to rationalize solely on the basis of monotonic changes in lanthanide ion size and 

effective nuclear charge. Hence, we turn toward DFT calculations to provide additional guidance. Recent 

advances in DFT including development of hybrid functionals have significantly improved descriptions of 

physical properties in strongly correlated materials such as CeO2.26 In this study, electronic structures of CeO2, 

PrO2, and TbO2 are examined using the screened hybrid HSE functional, which has been successfully applied to 

many other periodic solid systems.117-118 This approach is particularly advantageous for descriptions of 4f electron 

localization and electronic structure in lanthanide oxides because no localization constraints are applied to the 4f 

bands. Figure 6 provides the total density of states along with separate contributions from the Ln 4f, Ln 5d, and O 

2p states. These calculations show that the empty or partially occupied 4f states are lower in energy than the 

unoccupied 5d states, and provide band gaps of 3.4, 2.3, and 1.7 eV for CeO2, PrO2, and TbO2, respectively. The 

values are consistent with the optical band gap of CeO2, 3.1 eV,112 and the 2.4 eV charge transfer energy of Pr4+ in 

ThO2.113  

 

 

Figure 6. The calculated DOS for LnO2 (Ln = Ce, Pr, and Tb). 
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Figure 7. Experimental oxygen K-edge XAS for LnO2 (Ln = Ce, Pr, Tb; black), the O 2p partial density of states 
(red) and final state assignments. Each of the O 2p PDOS plots has been shifted by 526 eV to higher energies to 
facilitate comparison with the experimental data. 

 

 

Figure 7 demonstrates the excellent agreement with the O 2p density of states and the experimental O K-edge 

XAS measurements. We have shown previously that overlaying the O 2p partial DOS on the experimental O K-

edge XAS spectra can guide spectral interpretations.119 For example, Figure 7 shows that the pre-edge can be 

divided into two parts: a high energy region (532 to 540 eV) with transitions associated with O 2p and Ln 5d 

mixing, and a low energy region (below 532 eV) that arises due to O 2p and Ln 4f mixing. Previous O K-edge 

measurements on CeO2 are consistent with this assignment, having ascribed the high energy peaks centered at 

about 533 and 536.5 eV to transitions from the O 1s to bands derived from the 5d orbitals of eg and t2g symmetry 

in the cubic eight-coordinate Oh geometry, and the lower-energy peak at 530 eV to transitions into bands of 4f 

parentage.114 By applying these assignments we obtain splittings between the eg and t2g band centroids of 3.6 eV 

for all three LnO2, which is slightly smaller than the range of eg–t2g splittings between 4 to 5 eV reported 

previously for OsO2 and IrO2.120 In addition, the splittings of 6.4, 7.9, and 7.3 eV between the centroid of the first 

low energy 4f peak and the O 1s → t2g transitions correlate well with reported 4f → 5d promotion energies of 6.2, 
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7.6, and 7.4 eV for Ce4+, Pr4+, and Tb4+, respectively.121 Energies for the first 4f feature (centered at 530.2, 528.8, 

and 528.8 eV for CeO2, PrO2, and TbO2) also correlate with Ln4+ → Ln3+ reduction potentials of 1.8, 3.2, and 3.1 

volts for Ce, Pr, and Tb,122 in that the lowest unoccupied 4f orbitals decrease in energy for more oxidizing Ln4+ 

cations. 

 

 

 
Figure 8. A plot of the O 2p partial DOS (red) and LDOS for filled 4f-derived bands (green, blue, and gray) below 
the Fermi level. Symmetry designations are given using D4h symmetry, followed by those using idealized cubic Oh 
symmetry in parentheses. Significant 4f density is observed in the bonding orbitals of b1u (a2u) symmetry (blue) 
and eu + a2u (t1u) symmetry (green, PrO2 only), however, density attributable to the remaining 4f orbitals (gray) is 
near the baseline. 

 

Detailed assignments for the peaks in the 4f region of the O K-edge XAS shown in Figure 7 are obtained by 

evaluating the local density of states (LDOS) for the occupied bands that have predominantly O 2p character 

(Figure 8). Expectations from group theory suggest that for Oh-symmetric LnO2, the O 2p orbitals combine with 

the Ln 4f orbitals of a2u (σ), t1u (σ + π), and t2u (π) symmetries (Figure 9). However, we note that the calculated 

structures converged with D4h symmetry. For example, the LDOS for CeO2 and TbO2 indicates that a majority of 

4f density is associated with a band derived from the singly degenerate fxyz orbital of b1u symmetry (a2u in Oh, blue 
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traces), while significantly less density is associated with the remaining six 4f orbitals (gray traces). Like CeO2 

and TbO2, the LDOS for PrO2 also exhibits considerable density attributed to the band of b1u symmetry (a2u in Oh). 

The LDOS of PrO2 is unique, however, because additional density is associated with four 4f orbitals at lower 

energy, which are attributed to a band of eu + a2u symmetric orbitals (t1u in Oh, green trace). Using the LDOS as a 

guide, the low energy features in the O K-edge XAS centered at 530.2, 528.8, and 528.8 eV for CeO2, PrO2, and 

TbO2 are assigned to transitions from O 1s orbitals to bands derived from the 4f-orbitals of b1u (a2u in Oh) 

symmetry. The second, weaker feature at 531.0 eV for PrO2 is attributed to a unique transition from the O 1s 

orbitals to bands derived from the 4f-orbitals of eu + a2u (t1u in Oh) symmetry, indicating that 4f orbital-derived 

bands are separated by 2.2 eV for PrO2. Overall, the calculated DOS is in good agreement with the experiment, 

suggesting that these calculations are appropriate guides to interpret the O K-edge XAS. To simplify the 

remaining discussion, orbitals are described only using Oh symmetry designations.  

 

 

Figure 9. Representation of the lanthanide 4f and 5d orbitals in eight-coordinate Oh symmetry. 

 

Evaluation of Ln–O bonding. The O K-edge XAS results described above show that the oxygen 2p orbitals 

engage in some σ- and π-bonding with the lanthanide 5d orbitals, and σ-bonding with the lanthanide 4f orbitals 

(for PrO2, π-bonding with the 4f orbitals was also observed). Because pre-edge transition intensities at the O K-

edge are weighted by the amount of O 2p character in the final state orbitals, they can be used to evaluate relative 

changes in O 2p orbital mixing as the lanthanide is changed from Ce to Pr to Tb. Beginning with transitions 

associated with the 5d orbitals, statistically equivalent intensities of 2.9(2), 3.1(2), and 2.9(2) are observed for the 

O 1s → eg (π*) transitions for CeO2, PrO2, and TbO2, respectively. The O 1s → t2g (σ*) transition intensities are 

also equivalent for each LnO2 (5.2(5), 5.5(6), and 5.2(5), for CeO2, PrO2, and TbO2, respectively), and 1.8(2) 

times larger, on average, than the O 1s → eg (π*) transitions. The relative increase in O 1s → t2g (σ*) transition 

intensities is expected, given that greater orbital overlap for σ vs. π bonds results in covalent M–O interactions 

with more O 2p character. Taken together, these results suggest that O 2p mixing with the Ln 5d orbitals is a 

significant contributor to the covalent portion of the Ln–O bonds. Invariance in the transition intensities between 

LnO2 can be rationalized given that the Ln 5d orbital energies do not vary markedly across the series, particularly 

when compared with the larger changes in energy for 4f orbitals as described below.121 

For all LnO2, the pre-edge features associated with final state orbitals of a2u symmetry are evaluated using the 

curve-fitting analysis, with intensities of 3.0(2) and 2.6(2) for CeO2 and PrO2, respectively, and a much weaker 

peak of intensity 1.5(2) for TbO2 (Table 3). For PrO2, the second feature associated with the final state orbitals of 

t1u symmetry had additional intensity of 0.8(1). Hence, the O K-edge XAS suggests that the total amount of Ln 4f 

a2u (σ) t1u (σ + π) eg (π)t2g (σ)t2u (π)LnO2



and O 2p orbital mixing generally increases in the order TbO2 < CeO2 ≲ PrO2, once the uncertainty associated 

with the measurement is considered. This trend in Ln 4f and O 2p orbital mixing is qualitatively in good 

agreement with the lanthanide M5,4- and L3-edge spectroscopic results described earlier, including the L3-edge 

branching ratios. For example, both the L3-edge XAS and M5,4-edge XAS suggested that contribution to the 

ground state from the 4fn+1L5d0 configuration increased in the order TbO2 < CeO2 ≲ PrO2. The O K-edge XAS 

and DFT results provides new insight by showing quantitatively how multiple changes in O 2p – Ln 4f orbital 

mixing from TbO2 to CeO2 to PrO2 occur in the orbitals of a2u and t1u symmetry. 

These spectroscopic and theoretical results can be rationalized using first-order perturbation theory, which 

establishes that orbital mixing (λ) is directly related to the interaction energy (H) between the Ln 4f and O 2p 

orbitals and inversely proportional to their energy separation, ΔE (ELn 4f – EO 2p).123 For example, consider that in 

eight-coordinate Oh symmetry, the eight lobes of the fxyz orbital are directed at the eight O atoms (Figure 9). In 

general, intense transitions associated with enhanced orbital mixing in the more directional a2u interactions are 

observed for all three LnO2 compounds as a result of a large H. With the exception of PrO2, transitions involving 

the less-directional t1u (σ + π), and t2u (π) interactions are not observed due to a small H. 

To understand the multiple changes in O 2p and Ln 4f orbital mixing between CeO2, PrO2, and TbO2, periodic 

changes in both ΔE and H must be compared. Energies of the parent atomic 4f-orbitals contributing to ΔE may be 

roughly estimated using IEm/m,124 where IEm is the ionization energy and m is the charge, which gives values of 

9.0 eV for Ce, 9.6 eV for Pr, and 9.5 eV for Tb (Figure 10).125 The potential for changes in H can be predicted 

from previous theoretical work,126 which showed that the maxima for the radial charge density for the 4f electrons 

in Ce3+ (0.70 Å) and Pr3+ (0.67 Å) are similar (Figure 10). Meanwhile, the 4f orbital radial extension decreases 

significantly when moving across the series towards Tb, owing to the increased effective nuclear charge. 

Qualitatively, this change decreases the H term for Tb3+ relative to Ce3+ and Pr3+. These periodic changes in ΔE 

and H show that moving from Ce4+ to Pr4+ causes a decrease of 0.6 eV in 4f orbital energies and brings them 

closer in energy to the O 2p orbitals of t1u symmetry (decreasing ΔE), while the radial extension of the 4f orbitals 

decreases only slightly (similar H). As a result, the slight increase the total amount of orbital mixing is within the 

experimental error as one moves from CeO2 to PrO2. Moving from Pr4+ to Tb4+, the average energy of the 4f 

orbitals changes little (similar ΔE as discussed at the start of this paragraph), while the 4f orbitals at Tb4+ contract 

significantly (decreasing H). As a result, reduced orbital mixing and weaker O 1s → a2u transitions are observed 

for TbO2. 

This interpretation is consistent with previous DFT calculations on the actinide dioxides, AnO2 (An = Th to 

Es), which showed that the 5f orbitals for later actinides are nearly degenerate with the O 2p orbitals, resulting in 

enhanced An–O covalency between PuO2 and CmO2.118,127-128 Because the 4f orbitals for Ln4+ are lower in energy 

than the An4+ 5f orbitals, a near degenerate interaction is reached near the beginning of the first half of the Ln 

series with Ce4+ and Pr4+, and at the beginning of the second half of the Ln series for Tb4+. Figure 10 shows that 

the values of IE4/4 for transuranic actinides Pu (8.8 eV), Am (9.3 eV), and Cm (10.0 eV) are similar to the 

lanthanide values provided above.129  



Comparing O K- and Ln L3-edge XAS. As described above, the overall increase in total Ln 4f and O 2p 

orbital mixing from TbO2 < CeO2  ≲ PrO2 established at the O K-edge is in accordance with the trend in O 2p to 

Ln 4f charge transfer of 42(4)% to 56(4)% to 64(4)% determined by L3-edge measurements on TbO2, CeO2, and 

 

 

Figure 10. Rough estimates of the periodic changes in 4f orbital energy and size. Upper panel, plot of the fourth 
ionization energy divided by the charge (IE4/4) for lanthanides125 and actinides.130 Lower panel, 4f orbital radial 
distribution functions for selected trivalent lanthanides, plotted using available data from Freeman and Watson.126 

 

 

 

PrO2, respectively. The following theoretical framework is provided to compare the L3-edge results with the O K-

edge XAS quantitatively. For LnO2, O K-edge XAS can probe final states derived from mixing between the Ln 4f 

and O 2p orbitals, which can be approximated by the simple linear combination of atomic orbitals: 
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Ψ *= N Ψ Ln 4 f −λΨO 2 p{ }  (1)

 

where N is a normalization constant, and λ is the coefficient of orbital mixing. As described by Solomon and 

coworkers,87,131 the intensity of the O 1s → ψ* transition increases proportionally with the square of λ: 

 IO 1s → Ψ * ≅ λ2IO 1s → O 2p  (2) 

where the value  is the intrinsic intensity of an O 1s → 2p transition. It is important to note that the 

mixing coefficient λ  characterizes the amount of covalent character in the bond, as defined by Heitler and 

London.132 This is easily seen if we place two electrons in the orbital and expand the wavefunction 

 Ψ*Ψ*αβ = ψLn 4fψLn 4fαβ + λψLn 4fψO2p (αβ-βα) + λ2ψO2pψO2pαβ (3) 

such that the first and last terms are ionic components.  The middle term corresponds to an electron in the 4f 

orbital coupled with one in the O 2p orbital to form a singlet (i.e., shared). In the many-electron, configuration 

interaction, “hole” representation that is often used in discussions of the L3-edge spectra for LnO2 compounds, 

this excited state wavefunction may also be represented as  

 
Ψ* = N 4 f n +λ 4 f n+1L{ }

 (4)
 

Here the leading term is the usual atomic configuration with the nominal 4f orbital population based on filled O 

2p orbitals (O2-). The second term corresponds to a charge transfer configuration, where L represents a ligand hole 

created by movement of an electron from one of the oxide ligands into the Ln 4f orbitals.  

Figure 11 shows the relationship between the models described by Equations 1 and 4 by comparing the O K-

edge transition intensities observed for CeO2, PrO2 and TbO2 to values for the amount of O 2p character (λ2) in 

the antibonding orbitals determined at the L3-edge. We note that the O K-edge spectra are normalized in the post-

edge region to an intensity of 1, for one O atom; however, two oxygen atoms participate in bonding to each Ln 

center. Hence, values for the charge transfer observed at the Ln L3-edge are divided by two such that λ2 = 0.28(2), 

0.32(2), and 0.21(2) for CeO2, PrO2, and TbO2, respectively. In the case of PrO2, the intensities of both the O 1s 

→ a2u and O 1s → t1u transitions are included. The plot clearly shows a correlation between the two 

measurements, such that the intensities of O K-edge transitions decrease to zero as values for λ2 decrease to zero. 

Data for TbO2 did not agree perfectly with this simple interpretation; as noted above, HERFD measurements 

would provide valuable insight regarding the effect of crystal fields when developing curve-fitting models for 

LnO2. Overall, the comparison shown in Figure 10 provides support for the proposed L3-edge peak assignments 

described above, and indicates that orbital mixing in the form of O 2p → Ln 4f charge transfer is an important 

aspect of the ground-state electronic structure for LnO2 compounds.  

I O1s→O 2p



 

 
Figure 11. Graph comparing the normalized O K-edge transition intensities observed at the O K-edge to the 
amount of O 2p character in Ψ* due to covalency (λ2) as a result of Ln 4f – O 2p orbital mixing for CeO2, PrO2, 
and TbO2. The amount of covalency is taken from the L3-edge measurements. A linear fit weighted by the 
experimental error and constrained to a y-intercept of zero yields a slope of 9.86 ± 0.63. 

 

 

As a final note, the linear relationship between the data in Figure 11 is used to provide an estimate of 9.86 ± 

0.63 for the factor I O1s→O 2p in Equation 2, the intrinsic intensity of an O 1s → 2p transition. This value is 

consistent with recent measurements of the photoabsorption cross section for atomic oxygen, which gives a value 

for I O1s→O 2p in the range of 10.3 ± 2.6 (calculated by normalizing the intensity of the atomic O 1s → 2p 

transition, 5.76 ± 1.46 Mb • eV-1, to the photoionization cross section, 0.559 Mb).133  

CONCLUSION 

In summary, the O K-edge spectra of LnO2 described above probed aspects of 4f and 5d orbital bonding 

selectively as they engaged in both σ- and π-type interactions with the O 2p orbitals to form metal–oxygen 

multiple bonds. Specifically, the O K-edge XAS and DFT calculations showed that the Ln–O bonds in CeO2, 

PrO2, and TbO2 are comprised of multiple σ- and π-type interactions involving both the Ln 4f orbitals of a2u and 

t1u symmetry and 5d orbitals of eg and t2g symmetry. The O K-, Ln M5,4-, and Ln L3-edge XAS measurements also 

allowed for comparison of the relative role of final state effects during ligand and metal-based X-ray 

spectroscopies. Despite inducing very different core-hole potentials, each measurement provides evidence for Ln–

O orbital mixing in the ground state. Taken together with earlier spectroscopic and theoretical studies,26-36,96-98,134 

the results strongly suggest that bonding in the lanthanide dioxides is characterized by considerable lanthanide 4f 

and 5d orbital mixing with the O 2p orbitals. Correlating the O K-edge XAS transition intensities to hard X-ray 

spectroscopies at the lanthanide L3-edge also provided a rare opportunity to define the  transition 
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dipole integral, |⟨ψO 1s | r | ψO 2p⟩|. We are currently exploring the generality of this result to determine whether 

CeO2, PrO2, and TbO2 can serve as a set of intensity standards for O K-edge spectroscopies, which will enable 

future efforts to provide quantitative, experimentally-determined values for metal–oxygen orbital mixing in metal 

oxides. 

EXPERIMENTAL 

Synthesis. Reagents were obtained from commercial sources. PrO2 and TbO2 were prepared by 

disproportionation of Pr6O11 and Tb4O7 in acid.135 Prior to use, all LnO2 powders were dried by heating to 150 °C 

under vacuum (10-3 Torr) for 24 h. Subsequent manipulations were performed with rigorous exclusion of air and 

moisture using Schlenk and glovebox techniques under an argon atmosphere.  

Oxygen K-edge Measurements. STXM methodology was similar to that discussed previously.93-94,136 In an 

argon-filled glovebox, LnO2 powders were pulverized in a mortar and pestle, and the particles were transferred to 

a Si3N4 window (100 nm, Silson). A second window was placed over the sample to sandwich the particles, and 

the windows were sealed together using Hardman Double/Bubble® epoxy. Single-energy images and O K-edge 

XAS spectra were acquired using the STXM instrument at the Advanced Light Source-Molecular Environmental 

Science (ALS-MES) beamline 11.0.2, which is operated in topoff mode at 500 mA, in a ∼0.5 atm He-filled 

chamber. The beamline uses photons from an elliptically polarizing undulator that delivers photons in the 90 to 

2150 eV energy range to a variable-angle-included style plane-grating monochromator. The beamline energy was 

calibrated to a Rydberg feature in the O K-edge spectrum of CO2 gas (538.9 eV). The maximum energy resolution 

(resolving power, E/ΔE) was previously determined to be better than 7500,137 which is consistent with the 

observed standard deviation for spectral transitions of ± 0.08 eV determined from comparison of spectral features 

over multiple particles and beam runs. For these measurements, the X-ray beam was focused with a 35 nm zone 

plate onto the sample, and the transmitted light was detected. Images at a single energy were obtained by raster-

scanning the sample and collecting transmitted monochromatic light as a function of sample position. Spectra at 

particular regions of interest on the sample image were extracted from the “stack”, which is a collection of images 

recorded at multiple, closely spaced photon energies across the absorption edge. Dwell times used to acquire an 

image at a single photon energy were 1 or 2 ms per pixel. To quantify the absorbance signal, the measured 

transmitted intensity (I) was converted to optical density using Beer−Lambert’s law: OD = ln(I/I0) = µρd, where I0 

is the incident photon flux intensity, d is the sample thickness, and µ and ρ are the mass absorption coefficient and 

density of the sample material, respectively. Incident beam intensity was measured through the sample-free region 

of the Si3N4 windows. Regions of particles with thicknesses exceeding ~ 200 nm or absorptions of >0.8 OD were 

omitted to ensure the spectra were in the linear regime of the Beer−Lambert law.138 During the STXM 

experiment, samples particles of CeO2, PrO2, and TbO2 were homogenous on the micron-scale and did not show 

signs of radiation damage following data acquisition. Spectra were collected using circularly polarized radiation 

and transition energies and intensities were reproduced from multiple independent particles, samples, and beam 



runs. 

The O K-edge STXM data were background subtracted using the MBACK algorithm in MATLAB and by 

setting the edge jump at 541 eV to an intensity of 1.0.139 Fits to the O K-edges were performed using the program 

IGOR 6.0 and a modified version of EDG_FIT.140 Second-derivative spectra were used as guides to determine the 

number and position of peaks. Pre-edge and rising edge features were modeled by Gaussian line shapes and a step 

function. For the step function, a 1:1 ratio of arctangent and error function contributions was employed. Fits were 

performed over several energy ranges. The quality of each curve fit was determined by evaluating changes in the 

χ2 and by inspecting the residual intensity, which is obtained by subtracting the fit from the experiment and should 

resemble a horizontal line at zero. The area under the pre-edge peaks (defined as the intensity) was calculated 

with the formula fwhm × ph × (1/2)(π / ln 2)1/2, where fwhm = full width at half maximum height (eV), ph = peak 

height (normalized intensity), and the value (1/2)(π / ln 2)1/2 ≈ 1.065 is a constant associated with the Gaussian 

function. Using the sample preparation methodology discussed above, the reported pre-edge intensities were 

reproduced with a standard deviation of less than 10%.  

Lanthanide M5,4-edge Measurements. Measurements at the Ce, Pr, and Tb M5,4-edges were conducted using 

the ALS-MES beamline 11.0.2 STXM using the sample preparation and data acquisition methodology described 

above for the O K-edge measurements. Energy calibrations were performed at the Ne K-edge for Ne (867.3 eV). 

In a typical data analysis, a line was fit to the pre-edge region, and then subtracted from the experimental data to 

eliminate the background of the spectrum. The data were normalized by fitting a first-order polynomial to a 100 

eV region of the spectrum beginning approximately +10 eV after the tail-end of the last M4-edge peak. Derivative 

spectra were used as guides to determine the number and position of peaks, and edge features were modeled by 

pseudo-Voigt line shapes and a step function. For CeO2 and PrO2, the first and second derivatives of the data 

suggest that four pseudo-Voigt functions provided the best fit with the fewest functions. TbO2 exhibited a more 

complex spectrum and required a total of seven pseudo-Voigt functions to achieve a reasonable fit. The area under 

the pseudo-Voigt functions (defined as the intensity) was calculated with the formula ph × fwhm × 1/4 × { [ π / 

ln(2) ]1/2 + π }, where ph = peak height (normalized intensity), fwhm = full-width at half maximum height (eV), 

and the value 1/4 × { [ π / ln(2) ]1/2 + π } ≈ 1.318 is a constant associated with the pseudo-Voigt function. Using the 

sample preparation methodology discussed above, the reported pre-edge intensities were reproduced with a 

standard deviation of less than 10%.  

Lanthanide L3-edge Measurements. A quantity of LnO2 calculated to produce a absorption of 0.5 at the Ln 

L3 edge was ground with boron nitride in an agate mortar and pestle to form a homogenous mixture, which was 

pressed into a 0.5 in by 0.125 in slot in an aluminum holder with Kapton tape windows. Data were obtained in 

transmission using nitrogen filled ion chambers at Stanford Synchrotron Radiation Lightsource (SSRL). The X-

ray beam was monochromatized using a double-crystal monochromator (Si 220 crystals) with the second crystal 

detuned by 95 %. The data are energy calibrated such that the first derivative of the absorption is at 5723.0 eV, 

5964.0 eV, and 7414.0 eV for the CeO2, PrO2, and TbO2 samples, respectively.141 

The degenerate 4fn5d0 and 4fn+1L5d0 ground state configurations are split by the presence of the 2p3/2 core 



hole into  (4fn5d1 and 4fn+1L5d1 final states. A transfer to the continuum is associated with each of these states, but 

here we model that with a single, broad steplike function. Normally this would be an arctan function (derived 

from an integrated Lorentzian), but since there are two such functions underneath other peaks, we model this step 

with an integrated broad Gaussian as an approximation to two sharp Lorentzians. The Ln L3-edge XANES data 

with this steplike function and then mainly with two pseudo-Voigt functions to model the 4fn5d1 and 4fn+1L5d1 

final states final state features (labeled as “peak 3+” and “peak 4+” below), in addition to one other pseudo-Voigt 

(labeled as “peak 1” below) to mimic a small peak thought to corresponding to a direct f transition.58 Some older 

work suggests it is due to a d-band in the pre-edge region.142 Specifically, the step is defined as: 

𝐼!"#!𝑒
! !!!! !

!!! 𝑑𝑒
!

!!
, 

and the pseudo-Voigt functions are defined as: 

𝑝𝑉! 𝐸! ,𝜎! , Γ, 𝜂 = 1 − 𝜂 𝑒
! !!!" !

!!!! + 𝜂
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where E is the incident energy, Ei is the peak energy, σi and Γ are the half-width of the Gaussian and the full 

width of the Lorentzian portions of the pseudo-Voigt, respectively. Note that with this normalization scheme, the 

total area under the pseudo-Voigt is 1 − 𝜂 2𝜋𝜎! + 𝜂Γ𝜋. In these fits peaks 1, 3+, and 4+ use the same value of 

σ, that is, σ1=σ2=σ3, and Γ is fixed at the core-hole lifetime of the given Ln L3-edge.103 The fourth peak roughly 

models the first negative extended x-ray absorption fine structure (EXAFS) oscillation. Peaks 1 and 4 are only 

included to attempt to account for their background contribution to the main peaks (peaks 3+ and 4+), but the 

final estimate of f3+ is only weakly dependent on this background. The data fits are shown in Figure 1 and the fit 

results are given in Tables 1 and S1. 

CTM4XAS Calculations. Multiplet calculations were implemented using CTM4XAS, which is a program 

based on the original code by Cowan106 and further developed by de Groot.108,110 Effects of the crystal field are 

typically minimal in f-systems, so they were not included,106 and a detailed summary of this method was 

previously described.55 The configurations were defined by 4f-4f Coulomb repulsion (Fff), Coulomb 3d-4f 

repulsion (Ffd), and spin-orbit coupling (SOC). For CeO2, Fff and SOC were kept at atomic values, while 

reductions from atomic values of 40% for Ffd and 80% for Gfd were implemented.  For the 3d94f 1 configuration 

this resulted in values of Ffd = 3.2777, Gfd = 4.5267, and SOC =  3.7513 eV. For the 3d9L4f 2 configuration this 

resulted in values of Fff = 12.6281, Ffd = 2.9945, Gfd = 4.0587, and SOC = 7.4462 eV. The parameter space was 

also defined by ΔEgs = 2.0 eV, ΔEfs = -1.8 eV, and Tgs = Tfs = 0.70. For PrO2, Fff and Ffd were kept at atomic 

values, while reductions from atomic values of 44% for Gfd and 97% for SOC were implemented.  For the 3d94f 2 

configuration this resulted in values of Fff = 14.1001, Ffd = 8.5683, Gfd = 2.6287, and SOC = 7.8911 eV. For the 



3d9L4f 3 configuration this resulted in values of Fff = 13.0961, Ffd = 7.8893, Gfd = 2.3806, and SOC = 7.8950 eV. 

The parameter space was also defined by ΔEgs = 2.5 eV, ΔEfs = 1.0 eV, and Tgs = Tfs = 0.70. For all calculations, a 

Gaussian broadening of 0.45 eV was applied to account for instrumental broadening and Lorentzian broadenings 

of 0.3 and 0.6 eV were applied to the M5 and M4 edges, respectively. For TbO2, CI calculations were conducted in 

the atomic limit with Gfd and SOC at atomic values, a 40% reduction of Fff, and a 10% reduction of Ffd. This 

resulted in values of Fff = 7.598, Ffd = 3.610, Gfd = 6.184, and SOC = 13.363 eV. A Gaussian broadening of 0.25 

eV, a Lorentzian broadening of 0.8 eV, and an energy shift of -6.7 eV were applied. 

DFT Calculations. Ground-state electronic structure calculations were based on plane wave expansions using 

the computer program VASP (Vienna Ab-initio Simulation Package). Here the concept of range separation takes 

center stage: the interelectronic Coulomb potential is split into short range (SR) and long range (LR) components: 

 

where , is the error function and governs long-range (LR) behavior, erfc is its short–range (SR) 

complement, and ω determines the screening length, which is a parameter governing the extent of short-range 

interactions. The screened hybrid functional takes the form of the PBE0 hybrid at short range and the PBE semi-

local GGA at long range, 

 a = ¼ 

and can be viewed as an interpolation between these two limits, as discussed by Heyd, Scuseria, and Enzerhof 

(HSE).143-144 This functional has proven very useful for studies of semiconductors and insulators,117 particularly 

for the calculation of reliable band gaps.145 In our recent work, we have computed the band gap and electronic 

properties for actinide dioxides AnO2 (An= Th, Pa, U, Np, Pu, and Am) series and U3O8;118,127,146-147 HSE predicts 

reasonable lattice constants and band gaps when comparing with experimental data. The value for the empirical 

screening parameter ω was chosen to reproduce PBE hybrid heats of formation in molecules with some 

consideration given to band gaps in solids. Values in the range of approximately 0.2-0.3 Å-1 all give similar 

quality results, corresponding to a screening length of 3-5 Å.  In our work, ω is defined as 0.207 Å-1 as originally 

suggested by Heyd et al.117 

The energy cutoff for the plane-wave basis was set to 500 eV. Scalar relativistic effects are included with the 

PAW-PBE potentials148-149 available in the distributed code. The electrons in the configurations Ce 

4p65s24f15d16s2, Pr 4p65s24f36s2, Tb 4p65s24f96s2 and O 2s2p4 are treated explicitly as valence electrons. The 

Brillouin zone was sampled by Monkhorst-Pack meshes of 5 × 5 × 5 grid for HSE calculations due to the 

considerable computational cost. The grid for HSE was tested at single points by expansion to a 6 × 6 × 6 grid. No 

significant differences were found. Convergence of the electronic degrees of freedom was met when the total 
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(free) energy change and the band structure energy change between two steps were both smaller than 1×10-5. We 

relax all structural parameters (atomic position, lattice constants) using a conjugate-gradient algorithm until the 

Hellmann-Feynman forces are less than 0.01 eV/Å. Spin-orbital coupling (SOC) was not addressed; we note that 

it had little effect on the properties reported here in the lanthanide dioxide series. 
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