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Abstract 

It is of much current interest to determine the· flow characteristics of frac­

tures intersecting a wellbore in order to provide data in the estimation of the 

hydrologic behavior of fractured rocks. In particular the fluid inflow rates from 

the fractures into the wellbore are important quantities to measure. However 

often these inflows are at very low rates. In addition very often one finds that 

only a few percent of the fractures identified by core inspection and geophysical 

logging are water-conducting fractures, the rest being closed, clogged or isolated 

from the water flow system. A new procedure is proposed and a corresponding 

method of analysis developed to locate water-conducting fractures and obtain 

fracture inflow parameters by means of a time sequence of electric conductivity 

logs of the borehole fluid. The physical basis of the analysis method is discussed. 

The procedure is applied to an existing set of data, which shows initiation and 

growth of nine conductivity peaks in a 900-m section of a 1690-m borehole, 

corresponding to nine water-conducting fractures intersecting the borehole. We 

are able to match all nine peaks and determine the flow rates from these frac­

tures. Further experiments are suggested to validate this technique . 



Introduction 

In the study of the hydrology of fractured rocks, it is important to know the 

fracture properties. Surface observations may be useful, but the more relevant 

observations are those made at the depths of interest. Such measurements· are 

mainly carried out through boreholes or underground openings. In the case of 

boreholes various methods of studying fracture properties have been used. For 

example, a downhole televiewer can be used to map the fracture traces on the 

borehole walls and determine their density and orientations. However, it is well 

known that often these traces do not correspond to locations of water-conducting 

fractures. Hence, there is a need to (1) identify the location and (2). measure 

directly the hydraulic or flow properties of an identified water-conducting frac­

ture or group of fractures intersected by the borehole. 

Constant-pressure, constant-flow or pulse tests have been applied to packed 

intervals along a wellbore. Since many of the fractured rocks of interest are of 

low permeability, the flow from a packed interval can be very slow. This has 

necessitated the development of low-flow measurement tools and the use of long­

term measurements involving many packed intervals tested one at a time. 

Packed-off test intervals are usually larger than individual water-conducting 

zones, thus leading to an uncertainty in the location of a water-bearing fracture. 

An alternative method is the measurement of inflow along the borehole from frac­

tures without the use of packers, with the well flowing at a moderate rate. 

Borehole flowmeters (see e.g., Hufschmied, 1983; Ofuega, 1987; Bean, 1971) can in 

principle yield the inflow rate from individual inflow zones. Such a flowmeter log 

is often strongly affected by wellbore radius variations. Thus, a caliper log has to 

be run to calibrate the results. Also, there is a low flow rate limit below which 

the conventional flowmeter log is no longer useful. 

The present paper stems from a suggestion by Peter HufschJ]lied, Marc 

Thury and coworkers at Nationale Genossenschaft fUr die Lagerung radioaktiver 
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Abfalle (NAGRA), Baden, Switzerland. The method involves the use of a time 

sequence of electric conductivity logs of borehole fluid. The following section 

describes the logging procedure and the analysis method used. Next, analytic 

considerations are discussed to show the functional dependence and expected 

results for the short and long time limits. Then the numerical code used in the 

data analysis is introduced. A set of data from the NAGRA Leuggern borehole is 

then described and our analysis method applied to evaluate the inflow charac­

teristics. Finally, further experiments are suggested for the validation of this 

technique. 

Fluid Condu~tivity Logging Procedure 

Consider the uncased section of a wellbore that intersects a number of 

flowing fractures. In general, the flowing fractures contain fluids with different 

chemical compositions and ion content, and hence different electric conductivities. 

The relationship between ion concentration and fluid electric conductivity is 

reviewed, for example, by Shedlovsky and Shedlovsky (1971), who give graphs 

and tables relating these .two quantities. Hale and Tsang (1987) made a sample 

.fit for the case of NaCl solution at low concentrations and obtained 

d = 0.187C - 0.004C2 

where a is the fluid electric conductivity in S/m and C is concentration of NaCl 

in kgjm3
• The formula is valid at a temperature of 20 ° C, and for values of C up 

to ~ 6 kg/m3 and values of a up to 1.1 S/m (or 11000 11S/cm). The quadratic 

term can be dropped if one is interested only in values of C up to ~ 4 kgjm3 and 

a up to 0.8 S/m (or 8000 J-IS/cm). In this case we have a convenient linear rela­

tionship between a and C: 

(1) 

where a= 1870 (J-IS/cm) · (m3/kg) and the.units were chosen because in applica­

tions described later in the paper a is given in J1S I em . 

" 
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Suppose the wellbore is first washed out with de""ionized water by passing a 

tube to the well bottom. There will be some residual ion content and associated 

electric conductivity .. In the field data shown later in the paper, the residual elec­

tric conductivity turns out to be about 60 f.-lS/cm, corresponding to a residual 

salinity concentration of 0.03 kgjm3. Now let us produce from the wellbore at a 

flow rate Q. For three fractures we have a situation shown schematically in Fig­

ure 1. Note that the flow rates at different parts of the wellbore are different, 

being equal· to the sum of all upstream inflow rates. At each fracture inflow 

point, the parameters characterizing the flow are t 0 i, the time when the fracture 

fluid emerges at the wellbore; xi, the location of the inflow point; qi, the 

volumetric inflow rate; and qiCoi' the solute mass inflow rate, where C0 i is the 

concentration of ionic solutes in the fracture fluid. Here we have assumed that 

generally t0 i can be different for different fracture inflow points. This could be 

due to different initial hydraulic heads in these fractures or the specific borehole 

development and pressure history. 

Figures 2-5 display schematically salinity distribution inferred from fluid 

electric conductivity distribution in the wellbore for a series of times. Figure 2 

shows the curves for early values of time. In this paper we assume that the 

well bore cross section is small compared with its length, so that salinity or chemi­

cal concentration is uniform at each cross section. If there is no overall vertical 

upward flow in the wellbore and density effects can be neglected, one expects the 

salinity curves at each inflow point to be symmetrical about the inflow point (see 

formula in the next section). When the well is pumped at a given flow rate, a 

skewing of the curves is expected due to the upward flow in the wellbore, which 

is larger near the well top than near the well bottom . 

Figures 3-5 show three possible sets of salinity curves for large time periods, 

all assuming very small borehole diffusivity. Figure 3 shows one possible set of 

results. At large times, the saturation salinity is given by 

wCw+qiCi 
cmax,i = ------:-1-- (2a) 

w + ~ qn 
n=l 
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where qi is the inflow rate, with i = 1 corresponding to the deepest inflow point 

(i.e., most upstream), and w is the borehole flow rate from well:-bottom with 

salinity, C-w. If the salinity curves from two inflow points i and i + 1 overlap, 

then Cmax,i is still given by (1 ), but Cmax,i+l is given by 

wCw + qiCi + qi+l Ci+l 
Cmax,i+l = i+l (2b) 

W + ~ qn 
n=l 

There is a step-jump at the location of the (i+ 1 )-th inflow point when the salinity 

curve from i-th inflow reaches the (i+1)-th location. This is demonstrated in Fig­

ure 3 for three inflow points, with second and third inflow salinity curves interfer­

ing with each other. 

At the limit of very large time periods, the expected salinity curves are 

shown in Figure 4. Here the step structure is prominent, with the Cmax value 

between the i-th and (i+ 1 )-th inflow points given by 

I 

wCw+ :E qn en 
n=l 

cmax,i = ------:-1 --- (3) 
w + :E qn 

n=l 

With diffusion, the step structure will be smeared out. Note that the results, 

equations (2) and (3), are independent of variations of wellbore radius. 

Figure 5 shows a sequence of curves from early to later times. In this figure, 

the effect of having one of the three inflows starting much earlier than the other 

two is shown. 

Thus, the procedure for fluid conductivity logging is as follows. After the 

wellbore fluid is replaced by de-ionized watel', the well 'is produced at a low flow 

rate. Then a fluid conductivity logging probe is run through the well-bore and 

electric conductivity distribution recorded at several times. Care should be taken 

not to disturb the wellbore fluid to induce large scale disturbances. With the 

time sequence of fluid conductivity logs, the inflow characteristics of the fractures 
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can then be determined. For the field case described later in the paper, the well 

is about 1690 m deep with the section under survey ranging from 770 to 1637 m 

below the surface. Each logging run took about an hour and five logs were taken 

at intervals of about 4 to 20 hours . 

Analytic Considerations 

In this section three simple analytic solutions are described. They illustrate 

key issues encountered in carrying out the flow conductivity logging and analysis. 

For the flow in the wellbore to be below the turbulence regime, the 

Reynold's number, R, is below the critical value of about 2000. It is well known 

(e. g., Roberson and Crowe, 1985) that for a wellbore 

R= vd 
v 

(4) 

where v is· linear velocity in the Well bore, d 1s well bore diameter and v the 

kinematic viscosity of the fluid. For example, if the well diameter is d = 15 em 

and wellbore flow rate is 10 1/min, implying a linear flow velocity of about 

10-2 m/sec, the Reynold's number is about 1500 for room-temperature water. 

This is below the critical Reynold's number. 

For early times, the salinity concentration is still localized near the inflow 

points, so that we may consider each inflow point by itself. Further, if we 

assume that the overall well bore flow velocity is. relatively small and has little 

effect on the salinity curves at these early times, the problem is then equivalent 

to release of a chemical beginning at time, t = 0, at a given point, x = 0, say, in 

a linear pipe of stationary water, and an analytic solution is available. An impor­

tant parameter here is D, the molecular diffusion parameter associated with the 

spread of the chemical after it enters the pipe. If the mass inflow rate is qC0 , 

where q is flow rate in m3 js and C0 is concentration of inflow fluid in kg/m3
, and 

d is wellbore diameter in meters, the solution is given by (see e.g., Fischer et al., 

1979). 
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qCo 4 t 1 [ x2 l C(x,t) = · - · J -- exp dr 
v4rrD rrd2 

0 Jt=T . 4D(t-r) · 
(5) 

A plot of this is shown in Figure 6. Several interesting properties of this expres­

sion that will be useful later are pointed out here. First, at the inflow point, x = 

0, we find the following expression for peak height: 

so that 

qCo 4 h" 
C(O,t) = --· -. · vt J7iD 7rd2 

(6) 

This shows that [C(O,t)] 2 is linearly dependent on t for early times and the slope 

of [C(O,t}F versus t is Sc = 16(qC0 )
2/rr3Dd4• If the release of chemicals at the 

wellbore begins at t = t 0 , the formula can be easily modified to show that a plot 

" of [C(O,t)j2 versus t should have an x-intercept at t 0 • Ideally, t 0 for all the inflow 

points should be the same, equal to the time when pumping starts. However they 

can be different if the fractures are at different initial hydraulic potentials relative 

to the wellbore, or if there are operational problems in pumping de-ionized water 

into the wellbore to establish initial conditions. Furthermore, if we calculate the 

area under the salinity curves at these early times, we obtain 

(7) 

as one would intuitively expect. Now a plot of J C(x,t)dx versus t will give a 

slope of SA= 4qC0 /rrd2• Then, the ratio S]./Sc is just rrD, a constant. The vali­

dity of the early time data can b.e checked by comparing this ratio for a number 

of inflow points in the same wellbore. Thus~ by these simple considerations, one 

can obtain from early time curves both t 0 and ( qC0 ). 

In principle, once t 0 and qC0 are obtained for each peak, one can apply 

large-time results, equations (1 )-(3), to calculate the flow rate of the particular 

inflow point. Thus, from careful measurements of early-time log data and late-
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time log data, one can obtain all the inflow flow rates in a simple and straightfor­

ward way. These results are not sensitive to moderate variations of wellbore 

diffusivity. Note also that while the short-term results depend on welbore radius, 

the large-time results (equations 1-3) are independent of it. 

Another analytic solution is ~vailable for the case where the inflow is well 

established and the wellbore flow dominates the movements of the inflow salinity. 

This corresponds to the problem of a continuous inflow at constant qC0 at x = 0. 

Here 

with 

and 

C(x,t) = 0 at t = 0 

fJC . 
- = 0 at x = oo ox 

C(O,t) = C0 fort > 0 

(8) 

In these equations v is the linear velocity given by q divided by the wellbore cross 

section area, and K is the asymptotic mechanical dispersion coefficient in a linear 

pipe, which is well studied by Taylor (Hl53), Aris (1956) and others. These 

authors found 

(9) 

where d is the wellbore diameter, v is the linear flow velocity and D is the molec­

ular diffusivity. Note that the boundary condition C(O,t) = C0 fort > 0 in the 

' constant linear flow stream with velocity v implies a constant solute release of 

vC0 at x = 0. However not all solute flows up the borehole; there is a small 

amount (K8C/8x) that is diffused down the borehole (see equation (8) and Javan­

del et al. 1984) .. 
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The solution of the above differential equation (see e.g., Ogata and Banks, 

1961) is 

C 1 f [ x-vt l 
Co = 2 er c 2v(Kt) + ! exp ( ~) erfc [xz~ ] (10) 

A plot of this solution is shown in Figure 7. One sees the steady migration of the 

salinity curves downstream, eventually saturating the whole wellbore with fluid of 

concentration C0 • 

Numerical Method 

For a general problem of multiple inflow points, overlapping salinity curves 

and variable dispersion coefficient K, no analytic solution is readily available and 

numerical methods are required. For our purpose, we developed a simple com­

puter code (Hale and Tsang, 1987) that solves the linear advective-dispersive 

equation: 

K a2c _ v ac + 8 = ac 
ax2 ax at 

where C is the concentration of solute, K is the dispersion coefficient, v is the 

linear borehole fluid velocity, and S is the source term, under the initial condi­

tion:· 

C(x,O) = C0 (x) 

Here xmax represents the deepest point of interest in the borehole. The code uses 

a finite difference solution scheme with upstream weighting and can accommodate 

various boundary conditions. It has been verified against. a number of analytic 

solutions and also against a well-validated numerical code, PT (Bodvarsson, 1982; 

Tsang 1985; Tsang and Doughty, 1985). It is available on PC-diskette (Hale and 

Tsang, 1 987). 

In this section we shall present a few results of fluid salinity behavior in the 

wellbore to confirm the earlier schematic and analytic considerations and to study 

... 
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parameter sensitivities. In the next section on field experiments and data, we 

shall apply the code with actual parameters to analyze the data and evaluate the 

inflow parameters. 

Figure 8 shows the numerical results of a case with one inflow point under 

an overall inflow flow rate w. It is apparent that at early times, the salinity peak 

grows in a way similar to the early time analytic solution given by equation (5) 

(Figure 6). At later times, after the salinity value saturates to the inflow fluid 

salinity, the behavior is similar to that given by the late-time analytic solution, 

equation (10) (Fig. 7). 

Figure 9 shows a late-time numerical solution for the case of the overall 

wellbore fl~id flow rate w equal to 0, q/3 or q, where q is the fracture inflow rate. 

The saturation salinity values are C0 , 3/4 C0 and 1/2 C0 respectively. This is 

obvious from the proportionate mixing of inflow salinity with the upcoming 

wellbore flow with Cw = 0 (equation 1). Note that we are using the volume flow 

rates w and q and not linear velocities. Thus, the variation of wellbore cross­

section has no effect on these results. 

Figures lOa and lOb show the salinity curves m the wellbore for two 

different values of wellbore dispersivity, K. Here we assume that w = 0. 

Because there is a closed boundary at well bottom x = 0, there is still a preferred 

flow upwards to -x values. With inflow at rate q at the point x = -50 m, the 

flow rate in the wellbore is q downstream from x = -50 m and 0 upstream. In 

Figure lOa the value of K is 6.25 X w-6 m2 /s, and in Figure lOb it is doubled. 

The curves display only small differences from each other, indicating low sensi­

tivity to moderate uncertainties in K values. 

Figures 11-13 show the interference between two inflow points. In all of 

these cases K is taken to be 1.25 x 10-5 m2 js and the overall well bore flow rate to 

be w = 1.5 x w-7 m3 js. The two inflow points are at x = -50 m and x = -100 

m with flow rates q1 = 1.5 x w-7 m3/s and q2 = 3 x w-7 m3 /s respectively (Fig­

ure 11 ). Interference effects are seen when the salinity curve from the upstream 
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inflow point overlaps the downstream point. Interference is drastically increased 

if the upstream inflow rate ql is doubled to ql = 3 X 10-7 m3 /s (Figure 12). Fig­

ure 13 shows the large time period results with the upstream inflow (at x = -50 

m) arbitrarily assumed to have a later starting time than the downstream inflow 

point (at x = -100 m ). The step structure at large times confirms that shown in 

Figure 4. 

Field Experiment and Data Analysis 

Fluid logging experiments were carried out by Nationale Genossenschaft fiir 

die Lagerung radioaktiver Abfalle (NAGRA) of Switzerland in different boreholes 

during 1985. A brief overview of the overall testing program and results is given 

by Thury and Gautschi (1985). Measurements. from the Leuggern borehole are 

taken as an example to demonstrate the applicability of the method. The Leug­

gern borehole extends 1689 m into crystalline bedrock. It was cased from the 

ground surface to a depth of 267 m, and a production-injection packer was set at 

1637 m to shut off a highly permeable section near the bottom of the borehole. 

This was necessary to avoid a high flow rate through the low-permeability sec­

tion, which would have covered up the very small inflow from this section. Only 

the section between 770 m and 1637 m was studied by the fluid log measure­

ments. First the borehole water was replaced by de-ionized water through a 

downhole tubing, and the fluid conductivity was measured at the outflow at 

welltop to be 60 f-lS/cm. Then the tubing was pulled out of the well and the 

water level in the well was kept at zero by pouring de-ionized water into it. A 

pump was placed at -210 m, and background temperature and electric conduc­

tivity logs were taken. Then with pumping maintained at about 20 1/min a 

series of 5 complete electric conductivity logs were taken over two days. After 

that a temperature log was again taken. 

The conductivity logs are shown in Figures 14 and 15. Figure 14 shows only 

the upper portion of the section studied (700-1000 m), displaying two inflow 

points; Figure 15 shows the full section displaying nine major inflow points. For 

.. 

.. 
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the sake of discussion, these peaks are labeled 1 through 9, as shown in these 

figures. The wellbore diameter over the section is 5 1/2 inches or 14 em. The 

temperature log shows an increase of temperature with depth that can be approx­

imated adequately by 

X 
T=l0+-

30 
(11) 

where x is in meters and T in o C. The fluid electric conductivity, O", depends on 

temperature. In order to convert the measured values shown in Figures 14 and 

15 to normalized conductivity values at a uniform temperature, Tn, of 20 o C, the 

following formula (NAGRA, 1987) is used: 

(j T - O"(T) 
( n)- 1 + 0.022 (T-20) (12) 

The field data are digitized and then normalized according to equations (11) and 

(12). The normalized electric conductivity log is shown in Figure 16. Now we 

proceed to study and match the nine peaks in this figure. 

First let us calculate the Reynold's number, R, for flow in this case. By 

equation (1) we see R = vdjv. For well head pumping rate Q = 20 l /min, 

wellbore diameter is d = 14 em, and v is given by water kinematic viscosities at 

the appropriate temperatures (0.3 -1 X w-6 m2 /s ), the Reynold's number at the 

well head is R ~ 3000. This is above the critical value and the flow is in the 

laminar-turbulent transition region. If Q = 2 l /min, then R ~ 300, much 

smaller than the critical Reynolds number of 2000. 

The positions of the nine peaks range from the deepest one (peak 1) at x = 

1440 m to the most shallow one (peak 9) at· x = 843 m. We have selected an 

arbitrary starting time of pumping as a reference. Peaks 8 and 9 have data at 

13.03 hours relative to this reference time. All peaks have data at 27 .12, 31.28, 

38.41 and 57.24 hours. We consider the starting times of these inflows to be unk­

nown and possibly different from each other. First let us treat these peaks 

independently and apply the. results from equations (5) - (7), where we convert 

the concentration C to conductivity values O" by means of equation (1 ). 
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Figure 17 shows the plots of [a(O,t)JZ versus time t. We assume that only 

the data at the earliest two to three times satisfy the early time requirements of 

equation (5). Then a line joining these early time values yields the slope and 

intercept, which corresponds to Sc = 16(aqC0 )
2 j1r3Dd4 and t 0 for each peak 

respectively. These values are listed in Table 1. Figure 18 shows the plot of 

J a(x,t )dx versus time t. Again, the slopes and intercepts of the early times are 

found and listed in Table 2. It is noted that the t 0 values found for each peak 

from these two methods do not agree with each other. This may be due to 

numerical difficulties in determining the peak value and the area under each of 

the curves and the assumptions underlying equation (5). For the case of peak 9, 

the data are incomplete at the lower x values and, for peak 4, the a(O,t) value is 

hard to determine because of the overlap of neighboring curves. An interesting 

result is the ratio, S 1/Sc, of the slopes obtained for each peale. As explained in 

an earlier section, this should be equal to 1rD, a constant for all the peaks. The 

results of Table 2 show that, omitting peak-4 and peak-9 data, the values are 

within a factor of two of each other, with a mean value of 

1rD = 24.8 m2 /hr or 7 X 10-3 m2 /s. This is much larger than would be expected 

for molecular diffusion which typically yields a value for Dm ~ w-8 m2 js. The 

larger value for 1rD in our problem, we believe, is due to dilution effect during the 

initial inflow of high-salinity water into the borehole cross-section of finite radius. 

If the borehole radius were zero or negligible, diffusion would just occur along the 

length of the well, which is the case described by our early-time analytic solution. 

Since the borehole has finite radius, the dilution of incoming saline water within 

the cross-section results in a large effective diffusion coefficient. For advection­

dispersion calculations of saline water up the wellbore, the smaller Dm value may 

be the more appropriate one to use. 

Having made the above analysis, we proceed to apply the numerical code 

described in the last section to match all nine peaks and attempt to obtain the 

parameters t 0 i, qi and Coi· First we need initial guesses for these parameters, 

which are obtained as follows. For each peak, we can easily determine its 
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location, Xj, by inspection of Figure 16. The quantity qi coi can be obtained in 

two ways. The first is to use the value of Sc from Table 1 and the mean value of 

1rD to calculate: 

qiCoi = VSc(1rD) · (7rd2/4)/a (13) 

The other -:vvay is to use SA from Table 2 directly and solve for qiCoi by: 

SA = 4aqiCoJ 1rd2 (14) 

In principle, the values of the parameters, t 0 i and qiCoi' obtained from 

Tables 1 and 2 should be the same if the early time requirement is satisfied. The 

present data set does not give equal parameter values, because insufficient data 

were obtained in the first 10-15 hours. The uncertainties are particularly large 

for the highest two peaks, peaks g and 8, which carry most of the flow. Also, the 

borehole diameter, d, may not be constant along the length of the borehole. 

Hence, in choosing the parameter values we have considered both Table 1 and 

Table 2 in a complementary way and have come up with a set of initial guesses. 

Then, these are adjusted to obtain parameters for the numerical code that yield 

the best match to observed data. 

The primary parameter to be determined is qi, the value of the flow rate for 

each inflow point. Since we do not have data corresponding to large-time limit 

data in order to use equations (1) - (3), these have to be found by successive 

guesses, under the constraint that 

Eqi = Q, 

if Q can be measured independently. For the present data set, the value of Q is 

uncertain (see below). 

The wellbore dispersivity parameter, K, is given by equation (9), where d = 

14 em, and q and D will be estimated as follows. Anticipating the results of 

data-matching discussed below, q for the whole section of the borehole under 

study (~770 - 1637 m) is about 2 l /min. However the highest two inflow points 

at 843 m and 918 m represent 80% of the total flow. So the approximate mean 
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flow rate over the remainder 'of the borehole section is assumed to be 0.2 l /min. 

Based on the discussions above, we decide that it is inappropriate to use a value 

of D derived from rrD = 7 X w-3 m2 js, because of the borehole cross-section 

dilution effect. Instead, we assume that D = Dm ~ 10-8 m2 js. Using these 

parameters, we find that K = 5 X 10-4 m2 js. This is used as the initial guess 

value. Slight adjustment can then be made on K to optimize the data match. 

A number of attempts of data matching are made, some of which are shown 

below. Table 3 shows the parameters for one of our first attempts. In this table, 

qiCoi are .obtained using equation (14). The values of qi are assumed to be pro­

portional to qiCoi and, based on earlier information we received should add up to 

Q = 3.3 X 10-4 m3 Js (~20 l /min). The results are shown in Figure 19. It is 

apparent from this figure that all the peaks are much lower than the observed 

data (Figure 16). A few further attempts show us that it is impossible to match 

the data with this assumed value of Q. By adjusting Q, we found that we can 

match the data if Q ~ 2 l /min, ten times less than the number we used origi­

nally. We then sent a request to NAGRA (1987), who went back to the field 

data and found that the value of flow rate from the field experiment may be 

dominated by flow from a wellbore section above the section under study. The 

value of Q may indeed be only 3.3 X w-5 m3 js or 2 l /min. This is used for all 

later calculations. 

Table 4 gives the parameters for the base case used for the sensitivity stu­

dies. These are the same as Table 3 except all the qi values are reduced by a fac­

tor of 2 and hence C0 i values are increased by a factor of 2 in order to keep qiCoi 

constant. The results are shown in Figure 20. Now the key parameters are 

varied to display the sensitivity of the peaks to these variations. Figure 21 shows 

the results when the dispersion coefficient is· changed from 5 X w-4 m2/s to 

5 X 10-5 m 2 Js. The results are relatively insensitive. Figure 22 shows the results 

based on parameters given in Table 4 except that qi are all reduced by as factor 

of 2, and C0 i increased by a factor of 2, while keeping qiCoi constant. Figure 23 

.. 
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shows the results based on parameters given m Table 4 except that qi are 

increased by a factor of 2 and C0 i are decreased by a factor of 2, while keeping 

qiCoi constant. The dependence on these variations are quite instructive. The 

next two sets of calculations are made by reducing all qiCoi by a factor of 2 rela­

tive to the base case. This may be done by either decreasing qi by a factor of 2, 

or by decreasing C0 i by a factor of 2, with the results displayed in Figures 24 and 

25 respectively. 

After these sensitivity studies, the parameters for each peak are varied to 

obtain a best fit to observed data (Figure 16). The best fit was obtained by visu­

ally comparing calculated and observed curves. The results are shown in Figures 

26 with the final matching parameters listed in Table 5. Figure 27 displays both 

the matching results and the observed data for the time = 57.24 hrs. 

We next extrapolate the results to future times assuming the parameters in 

Table 5. The results shown in Figure 28 are the predicted results if the experi­

ment were to be continued for a longer period of time. 

Conclusion and Proposal for Further Validation Experiments 

In this paper we first discussed the procedure and physical processes associ­

ated with a time series of fluid conductivity logs in a borehole intersected by a 

number of flowing fractures. Simple formulas to evaluate some of the relevant 

parameters are described and their uses demonstrated. ·Then numerical matching 

of the data to obtain the remaining parameters is shown. The results are not 

sensitive to borehole radius variations and the method may be able to measure 

small inflow rates. From Table 4, it appears that flow rates as low as 

0.2 X 10-6m3 /s or 0.01 l /min can be measured. This may prove to be a useful 

technique and may complement existing flow-meter or temperature-log methods. 

To further validate the proposed method, we suggest that further experi­

ments be performed in a borehole. The basic measurements are those described 

above for the field experiment by NAGRA. However the following additional 
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variations should be carried out. First, ~nore than one value of the total flow 

rate, Q, should be used. Changing total flow rate will also change the individual 

inflow rates, qi, and affect the skewness of the peaks. 

Longer measurement times should be used. In the NAGRA case, increasing 

observation times to one or two weeks would probably allow some of the peaks to 

reach saturation and a fiat salinity curve region to develop for some inflow points 

(see Figure 4). Such a fiat region makes analysis more straightforward and less 

ambiguous. 

More careful measurements of the early time data are important because we 

depend on them to determine some of the parameters. 

Finally, the different saturating salinity values at the inflow points, C0 i, 

should be measured to validate the results obtained from our analysis. 
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Table 1. Data from [a(O,t)] 2 vs t curves. 

Peak X toi sc 
No. (meters) (hours) (JJS)2 fcm2hr 

1 1440 18 929 

2 1300 16 339 

3 1215 19 711 

4 1200 21 (854) 

5 1188 19 892 

6 1085 17 73 

7 1048 2 402 

8 918 g 55663 

9 843 -24 34310 
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00 

Table 2. Data from J a(x,t) dx vs t curves. 
-oo 

.~ 

SjjSc Peak X toi SA 
No. (meters) (hours) (100 pS /hr) (m2/hr) 

1 1440 6 145 22.6 

2 1300 3 102 30.7 

3 1215 11 111 17.3 

4 1200 13 47 (2.59) 

5 1188 13 121 16.4 

6 1085 11 40 21.9 

7 1048 8 118 34.6 

8 918 6 1243 27.8 

g 843 6 (5449) (866) 
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Table 3. Parameters used in initial match of field data 

Peak X toi qiCoi qi coi 
No. (meters) (hours) (lo-6kg/s) (lo-6 m3/s) (kg/m3

) 

l 1440 18 0.33 6.5 0.051 

2 1300 18 0.23 4.6 0.051 

3 1215 18 0.26 5.0 0.051~ 

4 1200 18 0.11 2.1 0.051 

5 1188 18 0.28 5.4 0.051 

6 1085 18 0.09 1.8 0.051 

7 1048 2 0.27 5.3 0.051 

8 918 9 2.9 56 0.051 

9 843 -24 13 240 0.051 

K = 5.0 x 10-4 m 2js 

Q = 3.3 x 10-4 m3js 
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Table 4. Parameters used in sensitivity analysis: 
Base Case 

Peak X toi qiCoi qi coi 
No. (meters) (hours) (1o-6 kg/s) uo-6 m3 /s) (kg/m3) 

1 1440 18 0.33 0.65 0 . .51 

2 1300 18 0.23 0.46 0.51 

3 1215 18 0.26 0.50 0.51 

4 1200 18 0.11 0.21 0.51 

5 1188 18 0.28 0.54 0.51 

6 1085 18 0.09 0.18 0.51 

7 1048 2 0.27 0.53 . 0.51 

8 918 9 2.9 5.6 0.51 

g 843 -24 . 13. 24 . 0.51 

K = 5.0 x 10-4 m2/s 

Q = 3.3 X 10-S m3js 
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Table 5. Parameters used in final match of field data. 

Peak X toi qhCoi qi coi 
No. (meters) (hours) (lo- kg/s) (lo-6 m3 /s) (kgjm3) 

1 1440 18 0.23 0.65 0.35 

2 1300 18 0.09 0.46 0.20 

3 1215 18 0.23 0.50 0.45 

4 1200 18 0.09 0.21 0.45 

5 1188 18 0.24 0.54 0.45 

6 1085 18 0.06 0.18 0.35 

7 1048 2 0.27 0.53 0.50 

8 918 9 4.2 1.5 2.80 

9 843 -24 25. 28. 0.90 

K = 5.0 x 10-4 m 2/s 

Q = 3.3 x 10-5 m3 js 
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Schematic picture of salinity curves from three inflow points in a 
wellbore at early times. 
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Schematic picture of salinity concentration curves from early to 
later times, assuming one of the three inflow points begins much 
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Figure 17. Peak values squared versus time plots for all nine inflow points. 
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Figure 26. The final match to field data with the parameters given in Table 4, 
for times= 13.03, 27.12, 31.78, 38.41 and 57.24 hours. 
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Figure 27. Comparison of field data (dashed lines) and final-matched calcu­
lated results (solid lines). Only results at 57.24 hours are shown. 
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Figure 28. Calculated results at large times (57, 115, 230, 460, 918 hours) 

based on the final-match parameters given in Table 4. 
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