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Abstract

Quantum Chaos and Eigenstate Thermalization:

Foundations and Implications

by

Fernando Iniguez

The eigenstate thermalization hypothesis (ETH) has been widely accepted as the mecha-

nism by which isolated non-integrable quantum systems thermalize and has cemented itself as

a cornerstone of quantum many-body physics. With advancements in technology enabling the

creation of such systems, further exploration and theoretical development of ETH are neces-

sary.

First, we expand ETH to the regime of isolated non-integrable quantum systems with non-

Abelian conserved charges. We show that our extension, the non-Abelian eigenstate thermal-

ization hypothesis, indeed predicts thermal expectation values of local observables, filling a

crucial gap toward a more general framework.

We further investigate ETH’s validity by examining the structure of observable matrix el-

ements in the energy eigenstate basis. ETH-predicted matrix elements cannot be completely

random and independent due to unrealistic consequences such as nonsensical results for the

n-point correlation function of an observable. Nevertheless, assuming ETH, we discover a

centered Jacobi ensemble distribution for the eigenvalue spectrum of a truncated observable

operator in the energy basis. This analytical solution, converging to the Wigner semi-circle

for small truncations, reinforces the intuitive notion that ETH applies within a limited energy

window. Additionally, it serves as a benchmark for comparing numerical results, enabling the

study of the correlations between energy eigenstates of a system.

Next, we delve into a critical inquiry: how can we differentiate between an energy eigen-
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state conforming to ETH and a genuinely thermal density matrix? Quantum Fisher information

(QFI) offers a theoretical tool that distinguishes between these two states. However, the choice

of state preparation protocol significantly influences QFI. To address this, we systematically

examine the resulting QFI for both an energy eigenstate and a thermal density matrix across

diverse experimental protocols.

Lastly, we explore entanglement negativity in the context of chaotic eigenstates. We study

phase transitions in a simplified model of entanglement negativity to facilitate analytical tractabil-

ity. This allows us to establish conditions on the volume fractions for a tripartite system where

predictions for the entanglement negativity based on ETH align or deviate from thermal pre-

dictions.
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Chapter 1

Introduction

The concept of macroscopic thermalization is intuitive to everyone. Everyone has seen a beer,

coffee, or ice cream left unattended for too long undergo thermalization. The beer warms up,

the coffee cools down, and the ice cream melts. These changes occur due to external influences

from the environment. This is thermalization. But what if the beer were completely isolated

from the rest of the universe? Would it still undergo thermalization? At its core, the beer is

comprised of constituent quantum particles. When considering the beer as a quantum mechan-

ical system, the question arises: Do isolated quantum systems thermalize1? The answer to this

fundamental question is crucial for our understanding of physics, as it bridges the gap between

quantum mechanics and statistical mechanics. The answer, however, is not straightforward. To

comprehend it, we delve into a historical review, which encompasses decades of conjectures,

ansatzs, and a wealth of numerical and empirical evidence. Having understood the answer to

this question opens a rich avenue of research directions, which we explore in this thesis.

While studying atomic nuclei in the 1950’s, Wigner had the ingenious idea of considering

the nuclei as a quantum mechanical system whose hamiltonian resembles a random matrix

1In this thesis thermalization refers to a system that can be described by a “traditional” thermal ensemble (such
as the canonical ensemble). This is different than a system reaching equilibrium, which they all do, and will be
explained shortly.
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Introduction Chapter 1

[1]. This idea was reinforced by energy level spacing statistics of atomic nuclei matching

eigenvalue statistics predicted by random matrix theory (RMT). After some refinement, and

classification using different types of random matrices by Dyson [2], the eigenvalue statistics

of these systems would be named Wigner-Dyson statistics. Indeed Wigner-Dyson statistics

were proven to hold for nuclear energy levels [3].

In an attempt to more generally describe which systems should exhibit Wigner-Dyson

statistics, Bohigas, Giannoni, and Schmit conjectured that a quantum mechanical system with

a hamiltonian whose classical counterpart is chaotic should obey the spectral properties pre-

dicted by RMT [4]. Backed by numerical evidence, this phenomena became known as quantum

chaos. Even though the BGS conjecture was upheld by many single-particle quantum exam-

ples that had classic counterparts [5, 6, 7], it also held for quantum many-body systems that

do not necessarily have a classical counterpart [8, 9]. A more encompassing phrase would be

that non-integrable quantum systems obey the properties predicted by RMT, since that would

encompass the systems detailed by the BGS conjecture and systems that do not have a classic

counterpart. However, this also proves to be too general of a statement for reasons explained

further below. To maintain specificity and accuracy while still incorporating historical nomen-

clature, it is customary to say that most non-integrable quantum systems have the properties

predicted by quantum chaos.

The question of which isolated quantum systems thermalized was answered independently

by Deutsch and Srednicki and relied on the aforementioned history. Deutsch showed this by in-

troducing a random matrix perturbation to an integrable system, effectively making the system

non-integrable, and showing that the average-time quantum expectation value of an observ-

able approximated the microcanonical result [10], and by extension the canonical ensemble

(thermal) expectation value2. Srednicki answered this question3 with the use of Berry’s con-

2This extension is made by the equivalence of thermodynamic ensembles in the thermodynamic limit
3Although I know for a fact Mark wasn’t thinking about isolated quantum beers.

2



Introduction Chapter 1

jecture, which states that the energy eigenstates of a quantum system whose classical counter

part is chaotic can be written as the superposition of gaussian random waves [11]. With a sin-

gle energy eigenstate that conforms to Berry’s conjecture, Srednicki reproduced a Boltzmann,

Bose-Einstein, and Fermi-Dirac distribution for the momentum of each constituent particle of

a hard-sphere gas, effectively linking quantum mechanics and quantum statistical mechanics

[12]. The phenomena of a single energy eigenstate reproducing thermal results for a local ob-

servable was further developed into the eigenstate thermalization hypothesis (ETH) which is

an ansatz for the structure of physically observable matrix elements in the energy eigenbasis of

quantum chaotic systems [13]. When posing the question of which type of isolated quantum

systems thermalize, one could expect any of the following responses: those that obey quantum

chaos, ETH, or most non-integrable systems. For the rest of this thesis we use these three

interchangeably.4

To this end, it became obvious that isolated integrable systems do not thermalize. Integrable

systems have energy level spacing statistics that follow a Poisson distribution and not any of

the ones predicted by quantum chaos. Their internal dynamics are more tractable due to an

large (extensive with degrees of freedom) number of conserved quantities. Instead, integrable

systems equilibrate to a more complicated generalized Gibbs ensemble (GGE) [14]. It is also

known that non-integrable systems can exhibit various phenomena such as many body local-

ization, quantum many-body scars, and Hilbert space fragmentation, which can either strongly

or weakly violate ETH, thus obstructing thermalization [15, 16, 17].

The answer to whether or not an isolated quantum system thermalizes was fundamental but

seemingly theoretical; however, it became more relevant with the advancement of technology.

In a seminal experiment by Weiss et al., an integrable system of trapped one-dimensional Bose

gases comprised of 87Rb formed a quantum Newton’s cradle where thermalization was not

observed [18]. The experimental possibility to create isolated non-integrable quantum systems

4For brevity, “most non-integrable” and “non-integrable” will be used interchangeable henceforth.
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Introduction Chapter 1

motivated an exploration for other properties these systems may have, and how the resulting

phenomena can be used in applicable fields of research such as quantum computing. On the

theoretical research side, quantum information theory, black hole physics, and many other

fields have had illuminating results because of the understanding of quantum chaotic systems.

ETH proves to be a powerful tool in solving for properties of otherwise intractable systems, and

it is crucial to further our understanding of it. In this thesis we explain eigenstate thermalization

and quantum chaos, expand on their foundational understanding, and explore the implications

they have on non-integrable quantum systems.

In Chapter 2 we briefly review ETH, now a cornerstone of many-body physics, and extend

it to the general case of a system with non-Abelian conserved charges. Reproducing thermal

results via the ETH ansatz had been resolved for Abelian systems which have no degeneracies.

The last gap in the literature is the case of a system which has energy degeneracies due to con-

served non-commuting charges. In our extension, the non-Abelian Eigenstate Thermalization

Hypothesis, we find that for sufficiently feasible conditions, thermal and quantum expectation

values may differ by an O( 1
N
) term, agreeing with standard ETH. While this result was de-

rived for a specific system, we expect it to hold for most generic non-integrable systems, and it

suffices as a true extension of the ETH to the non-Abelian case.

In Chapter 3 we once again probe the validity of the ETH and expand its foundational un-

derstanding. ETH instructs us to think of an observable having random matrix properties for

a suitably small energy eigenspace range. The question of how small of an energy range one

should consider is a topic of discussion. Furthermore, observable matrix elements cannot be

completely random and independent due to unrealistic consequences, such as the n-point time

correlation function of an observable only depending on the 2-point correlation function. Nev-

ertheless, we take ETH at face value for exploratory purposes. For a single-spin-component op-

erator transformed into the energy eigenbasis via a random unitary transformation, we present

an analytical form of the spectra after performing truncations on it. This is a toy model as the

4
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unitary which takes you into the energy basis should encode true correlations between energy

states and could not possibly be fully random. However, this result still proves to be very illu-

minating. The derived generalized form for the eigenvalue spectra is that of a centered Jacobi

ensemble. For a very small truncation size the spectra has an analytic convergence to random

matrix statistics appearing in the form of a Wigner semicircle. We provide a quantitative crite-

rion for the truncation size at which the distribution definitely ceases to be a Wigner semicircle.

At half the Hilbert space truncation size, a phase transition is observed. For energy truncations

greater than half the Hilbert space dimension, the spectra of a centered Jacobi ensemble is ob-

served along with Dirac deltas along the original eigenvalues of the observables. We present

numerical results which agree with the theory. These results fortify the intuitive notion of

when ETH is expected to hold, and serve as a benchmark for comparing numerical results in

true physical systems.

In Chapter 4 we explicate the possibility of distinguishing between energy eigenstates that

obey ETH and truly thermal density operators. Since chaotic eigenstates self-thermalize it begs

the question if an experimenter can distinguish between one of these states and a truly thermal

state. From a theoretical point of view, Quantum Fisher information (QFI), a quantity deter-

mined by how a system is prepared, differs between the two and thus serves as a mechanism

to distinguish them. QFI of a chaotic eigenstate and thermal state are cataloged for different

experimental processes. These results also have implications for quantum metrology. From an

experimental point of view, QFI can be measured indirectly through the dynamic susceptibility

of a system that has thermalized and bounds the uncertainty of an ideal measurement by the

Cramér-Rao bound.

In Chapter 5 we explore the Rényi negativities and entanglement negativity of quantum

chaotic systems. Entanglement negativity proves to be a feasibly computable quantity to diag-

nose entanglement in generic bipartite systems. A brief review of entanglement negativity is

presented, followed by a model-specific analysis through the lens of chaotic eigenstates. The

5
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difference between the canonical and chaotic eigenstate Rényi negativities are calculated in an

effort to identify the regimes in which these quantities are self-averaging (when ETH holds).

Various phase transitions are presented in a particular phase space region of interest for a pure

state tripartite system. In particular, it is found that the even and odd Rényi negativities, and

their analytic continuations, entanglement negativity, and partially transposed entropy, respec-

tively, satisfy ETH depending on the volume partitioning of the three subsystems.

In conclusion, Chapter 6 talks about the implications of the work presented here as we

explore potential avenues for future work.

1.1 Permissions and Attributions

The content of Chapter 2 is the result of a collaboration with Chaitanya Murthy, Arman

Babakhani, Mark Srednicki, and Nicole Yunger Halpern, and has previously appeared in Phys-

ical Review Letters [19]. It is © 2023 American Physical Society. It is reproduced here

with the permission of the American Physical Society: https://journals.aps.org/

copyrightFAQ.html.
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Chapter 2

Non-Abelian Eigenstate Thermalization

Hypothesis

The eigenstate thermalization hypothesis (ETH) explains why chaotic quantum many-body

systems thermalize internally if the hamiltonian lacks symmetries. If the hamiltonian con-

serves one quantity (“charge”), ETH implies thermalization within a charge sector—in a mi-

crocanonical subspace. But quantum systems can have charges that fail to commute with each

other and so share no eigenbasis; microcanonical subspaces may not exist. Furthermore, the

hamiltonian will have degeneracies, so ETH need not imply thermalization. In this chapter, we

briefly review ETH and adapt it to non-commuting charges by positing a non-Abelian ETH and

invoking the approximate microcanonical subspace introduced in quantum thermodynamics.

2.1 Introduction to Quantum Chaos and Eigenstate Ther-

malization

Quantum chaos predicts thermalization by use of Berry’s conjecture, which states that the

eigenstates of a quantum chaotic system can be written as the superposition of plane waves
7



Non-Abelian Eigenstate Thermalization Hypothesis Chapter 2

with a fixed wavelength determined by the energy of that specific eigenstate and with gaus-

sian random amplitudes and random phases [11]. Berry’s conjecture reproduces a Boltzmann,

Bose-Einstein, and Fermi-Dirac distribution for particles. It also shows that a single eigenstate

predicts a thermal distribution for the expectation value of a local observable [12]. This phe-

nomenon, in which a single energy eigenstate reproduces thermal behavior for an observable,

is known as eigenstate thermalization. The field of quantum chaos has widely accepted the

moniker eigenstate thermalization hypothesis (ETH) and uses it when referring to systems that

obey certain properties predicted by quantum chaos.

The foundation of ETH is based on the ansatz that quantum chaotic systems have observ-

able matrix elements with the form of

Aij = A(E)δij + e−S(E)/2f(E,ω)Rij (2.1)

in the energy basis [13]. Here S(E) is the standard thermodynamic entropy of the system at a

specified energy E and ω = Ei−Ej . The matrixRij is gaussian random and has the properties

Rij = 0, RijRkl = δikδjl, and Rij = R∗
ji by the hermiticity of A. A(E) and f(E,ω) are real,

smooth functions of their arguments, with the latter being positive and an even function of ω.

One can derive thermal behavior using Eq. (2.1) by looking at the quantum time expectation

value of an observable in a generic quantum state,

At ≡ ⟨ψ(t)|A|ψ(t)⟩ =
∑
ij

c∗i cje
i(Ei−Ej)tAij. (2.2)

Taking an infinite time average of Eq. (2.2) yields

Ā =
∑
i

|ci|2Aii, (2.3)

where the non-degeneracy of energies has been assumed. We know from statistical mechanics

8
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that at equilibrium thermal averages have small fluctuations. So, for all intents and purposes,

Ā = ⟨A⟩T where ⟨A⟩T is the thermal average, Tr(e−βHA)/Z, of an observable. The connection

comes back to quantum chaos when one inputs matrix elements of the form seen in Eq. (2.1)

into Eq. (2.3). The link between quantum mechanics and statistical mechanics is encoded in A

by the relationship

A(E) = ⟨A⟩T +O(N−1) +O(e−S/2). (2.4)

This gives a thermal prediction for an observable A in an initial quantum state that satisfies

ETH. When removing the assumption of non-degeneracy, linking quantum chaos to thermal-

ization via ETH becomes more involved.

Understanding probes of quantum chaos is a heavily studied topic [20, 21, 22, 23]. Tra-

ditionally, one looks at the eigenvalue statistics of the hamiltonian to see if the underlying

system obeys ETH. This is due to the BGS conjecture which claims that quantum hamiltoni-

ans whose classical counterparts are chaotic have eigenstatistics predicted by random matrix

theory (RMT) [4]. Because of this, RMT and quantum chaos have become two closely-knit

fields. The energy level spacings of quantum chaotic systems are predicted to follow one of

three Wigner-Dyson distributions which are derived from random matrices [2]. Checking the

level spacings is often a daunting task. Instead, a more universally applicable method is to

check the ratio of level spacings. In this case, the three distributions are given by

PW (r) =
1

ZB

(r + r2)β

(1 + r + r2)1+
3
2
β

(2.5)

where r is given by the ratio of consecutive level spacings, (e3−e2)/(e2−e1), and a normaliza-

tion factor ZB [24]. The Dyson index, β, is system dependent and takes on the values 1, 2, and

4 for hamiltonians that are real (GOE), complex (GUE), or quaternionic (GSE), respectively.

Recovering Wigner-Dyson statistics in a system with no symmetries is straightforward. In

9
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the case of Abelian symmetries it is a bit more subtle. These symmetries lead to the eigenbasis

of a chaotic hamiltonian taking the form {|r, a; i⟩} where r runs through the number of sym-

metries, a labels the state within a given multiplet and i labels the different multiplet [25]. The

matrix elements

⟨r, a, i|H|r′, a′, i′⟩ = δrr′δaa′H
(r)
ii′ (2.6)

indicate that this matrix element is zero across different sectors but illuminates nothing about

the matrix elements within sectors. By looking at H(r)
ii′ , one can recover energy level distri-

butions predicted by Eq. (2.5). Without looking in the appropriate basis (sectors) one would

get a mixed statistics by looking at uncorrelated H(r)
jj′ and H(r′)

ii′ . This results in the known

technique of looking within charge sectors to retrieve Wigner-Dyson statistics of a hamiltonian

with Abelian symmetries. For Abelian conserved charges there will generically be no energy

degeneracies and one can use the same arguments to get the same results as in Eq. (2.4). Hence,

ETH still accurately predicts the behavior of systems with Abelian symmetries present. With

the Abelian symmetry case treated, the last case needing to be bridged in the context of ETH

is the most general, the case of non-Abelian conserved charges.

2.2 Non-Abelian Conserved Charges

Here we bridge the gap between ETH and conserved non-commuting charges. As previ-

ously explained, when Abelian symmetries are present one must look at sectors of the com-

pletely symmetry-factorized hamiltonian in order to get thermal predictions from ETH. This is

possible because Abelian symmetries share an eigenbasis in which all symmetries can be re-

solved. However, this is not the case for non-Abelian symmetries. No simultaneous basis exists

where all charges can be simultaneously diagonalized. Hence, we cannot say there is a basis

for which matrix elements of observables have the form predicted by ETH. To circumvent this

10
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we invoke the work of [26] which claims that there is an approximate microcanonical subspace

which generalizes a microcanonical subspace for non-commuting charges. In this approximate

microcanonical subspace there is eigenbasis which simultaneously diagonalizes our originally

non-commuting charges by looking at a limiting case where they essentially commute1.

Another subtlety arises when attempting to compare whatever form of ETH is derived to a

proper thermal state as was done previously with a canonical ensemble. In order to compare an

ETH-like result we need to know what thermal ensemble we expect our system to thermalize to.

Relying on approximate microcanonical subspaces, systems with non-commuting conserved

charges are stated to reach a non-Abelian thermal state with the form

ρNATS = e−β(H−
∑

a µaQa)/Z (2.7)

where β and the µa take on the usual roles of effective chemical potentials defined by their

conjugate observable’s expectation value, ⟨Qa⟩ = Tr(QaρNATS) [27]. We note the similarities

of Eq. (2.7) to the form of a generalized Gibbs ensemble, which integrable quantum systems

with commuting charges [14] equilibrate to, but point out their internal dynamics differ.

In order to find an answer, we consider a model which has properties that can make the

problem tractable. More specifically, we consider a rotationally invariant system of N spin-1
2

qubits whose three components of angular momentum are conserved, i.e., [H,Sa=x,y,z] = 0. Of

course the charges, namely the Sa, do not commute with each other, hence they are non-Abelian

conserved charges. This introduces a conserved S⃗2 observable. The system considered must

be non-integrable such that the rules of quantum chaos hold, and must preserve the rotational

symmetry of the system. An example of such a hamiltonian with the desired properties is

a nearest-neighbor interaction between spins with varying interaction strength Ji, where the

spread of interaction strengths, ∆J , is not large enough to cause many-body localization [15].

1This is valid in the thermodynamic limit, which is the case we treat here.

11
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The system has a shared eigenbasis forH , Sz and S⃗2 given by {|α,mα ⟩} with the following

eigenvalues:

H|α,mα ⟩ = Eα|α,mα ⟩ (2.8)

S⃗2|α,mα ⟩ = sα(sα + 1)|α,mα ⟩, and (2.9)

Sz|α,mα ⟩ = mα|α,mα ⟩, wherein (2.10)

mα = −sα,−sα + 1, ..., sα (2.11)

and begins in a normalized initial state

|ψ(t = 0)⟩ =
∑
α,mα

cα,mα |α,mα⟩. (2.12)

The system has energy ⟨H⟩ = E = O(N), ⟨Sz⟩ = M , and we orient the system z-axis with

⟨S⃗⟩ so that the other non-commuting charges have expectation values ⟨Sx,y⟩ = 0. The charges’

variances are bounded by

var(H) ≤ O(N), (2.13)

var(Sz) ≤ O(N), and (2.14)

var(Sx,y) ≤ O(N) (2.15)

which is within the realm of yielding physically significant measurements.

2.3 Non-Abelian ETH

At this point, if one tried to naı̈vely apply ETH for any observable and use the form of

Eq. (2.1) they would not capture the non-Abelian nature of the system. The case of non-

commuting charges encodes more information into observable matrix elements and so the orig-

12
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inal ETH ansatz must be modified to accommodate for this. A way to see this is by making

use of the fact that every observable is a linear combination of the irreducible spherical tensor

operators, T (k)
q , where k is an integer and denotes tensor rank and q is an integer amount of

charge the operator imparts on an energy eigenstate and runs from −k to k [28].

Some important commutation relations of use for our current problem are [Sz, T
k
q ] = qT k

q and

[S±, T
(k)
q ] =

√
(k ∓ q)(k ± q + 1)T

(k)
q±1, where S± are the standard raising and lowering oper-

ators. In the context of our system, a single site spin component, siz, is a T (1)
0 operator and the

site ladder operators, si±, are T (1)
±1 operators.

For this work we focus on operators that are K-local. In other words, their operator norms

are upper bounded by K where K is O(1). Every K-local observable equals a linear combina-

tion of T (k)
q ’s whose k ≤ K.

With the proper approach we can now encode the relevant information produced by con-

served non-commuting charges into the ETH ansatz for observable matrix elements. Decom-

posing observables into spherical tensors and calculating their expectation value in the energy

eigenbasis, one finds a recollection to the Wigner-Eckart theorem. Namely,

⟨α,mα|T (k)
q |α′,mα′⟩ = ⟨sα,mα|sα′ ,mα′ ; k, q⟩⟨α||T (k)||α′⟩, (2.16)

where ⟨sα,mα|sα′ ,mα′ ; k, q⟩ are the well known Clebsch-Gordan coefficients. Note that the

Clebsch-Gordan coefficients are a general statement on looking at charge sectors.

We now assume that the reduced matrix element ⟨α||T (k) ||α′⟩ obeys what we call non-

Abelian ETH. As in traditional ETH, we define the average energy E = 1
2
(Eα+Eα′), the energy

difference ω = Eα−Eα′ , and the matrix Rαα′ as normally done. Due to our conserved charges

our system can only explore a specified surface on phase space. Thus, we now define the

average spin quantum number S = 1
2
(sα+sα′) and the difference ν = sα−sα′ . The observable

13
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T
(k)
q obeys non-Abelian ETH if, for smooth, real functions T (k)(E ,S) and f (k)

ν (E ,S, ω),

⟨α||T (k)||α′⟩ = T (k)(E ,S)δα,α′ + e−Sth(E,S)/2f (k)
ν (E ,S, ω)Rαα′ . (2.17)

We label this equation non-Abelian ETH.

A few comments are in order about Eq. (2.17). We note the lack of dependence on mα,α′ .

As seen in the LHS of Eq. (2.17) there is no m dependence, therefore the RHS cannot have a

dependence on m. The dependence on S is deduced, as the non-Abelian symmetry can only

be encoded by it. The deduction is made by considering the case where Sz is conserved but

not Sa=x,y. In this case one could insert Eq. (2.17) into Eq. (2.16) and retrieve traditional

ETH, where the Clebsch-Gordan coefficients just enforce charge conservation of M in the

matrix elements of an operator, and S reduces to M by |S⃗| =
√
S2
z + S2

x + S2
y . Hence, the

non-Abelian nature is encoded by S .

2.4 Thermal and Quantum Predicition for M = O(N)

Employing the help of Eq. (2.7), we expect our system to thermalize to a non-Abelian

thermal state

ρNATS =
1

Z
e−β(H−µSz) (2.18)

which we use to derive a thermal expectation of the spherical tensor operators:

⟨T (k)
q ⟩th = Tr(T (k)

q ρNATS) =
1

Z

∑
α,mα

e−β(Eα−µmα)⟨sα,mα|sα,mα; k, q⟩T (k)(Eα, sα). (2.19)

This yields 0 if q ̸= 0, so

⟨T (k)
q ⟩th =

δq,0
Z

∑
α,mα

e−β(Eα−µmα)⟨sα,mα|sα,mα; k, 0⟩T (k)(Eα, sα). (2.20)

14
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Taking the time-averaged expectation value in our time-evolved initial quantum state of a

spherical tensor for any general k and q gives

⟨T (k)
q ⟩t =

∑
α,α′,mα,mα′

C∗
α,mα

Cα′,mα′e
i(Eα−Eα′ )t⟨sα,mα|T (k)

q |α′,mα′⟩. (2.21)

Taking the infinite-time average and applying the non-Abelian ETH ansatz results in

⟨T (k)
q ⟩t =

∑
α,mα

C∗
α,mα+qCα,mα⟨sα,mα + q|sα,mα; k, q⟩T (k)(Eα, sα) (2.22)

where the off-diagonal terms have vanished due to dephasing over an infinite time.

Up until this point, the conserved quantity M was never specified and the arguments were

general. To determine whether thermalization, or any thermalization altering effect, results

from non-Abelian conserved charges, we must look at different scaling regimes for M . We

restrict ourselves to an extensive M but make some comments in the conclusion section re-

garding other scalings.

For q = 0, the thermal average (2.20) and infinite-time average (2.22) take on the similar form

of

⟨T (k)
0 ⟩p =

∑
α,mα

pα,mα⟨sα,mα|sα,mα; k, 0⟩T (k)(Eα, sα). (2.23)

In the infinite-time averaged case the probability distribution is that of the diagonal ensemble,

{|Cα,mα |2}, and in the thermal average the distribution is {e−β(Eα−µmα)/Z}.

For thermal probabilities it is typical to expected the moment condition

⟨(Eα − E)a(ma −M)b(sα −M)c⟩p ≤ O(Na+b+c−1)∀(a, b, c) ∈ Z3
≥0\(0, 0, 0). (2.24)

This can be seen via Laplace’s method and the conditions E = O(N) and M = O(N). It is

not so easily seen that the diagonal ensemble yields the same moment condition.
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2.4.1 Diagonal Ensemble Moment Condition

To examine corrections to thermal predictions from non-Abelian ETH, the moment con-

ditions for E, M , and S must be derived in the diagonal ensemble. To do this we make use

of the extensive scalings E = O(N) and M = O(N) as well as our system’s variance condi-

tions (2.13)- (2.15). We also assume finite dimensional Hilbert spaces for the subsystems. We

define the diagonal average of any variable Xα,m as

⟨Xα,m⟩diag =
∑
α,m

|Cα,m|2Xα,m. (2.25)

We sum our variance conditions (2.14) and (2.15)

⟨S⃗2⟩ −M2 ≤ O(N) (2.26)

and evalulate the LHS with |ψ(0)⟩:

∑
α,m

|Cα,m|2sα(sα + 1)−M2 ≤ O(N). (2.27)

The inequality is equivalent, by algebra and the normalization of {|Cα,m|2}, to

M + (2M + 1)
∑
α,m

|Cα,m|2(sα −M) +
∑
α,m

|Cα,m|2(sα −M)2 ≤ O(N). (2.28)

SinceM =
∑

α,m |Cα,m|2m,we can replace the second term’s (sα−M) with (sα−m). Recall

thatm ≤ sα. Every factor on the inequality’s LHS is therefore nonnegative, so every term must

be ≤ O(N) . Since 2M + 1 = O(N), the second term implies that
∑

α,m |Cα,m|2(sα −M) ≤

O(1) . By the definition of ⟨.⟩diag, we see

⟨sα⟩diag ≤M +O(1) (2.29)
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and from the third term in Eq. (2.28) we get the inequality

⟨(sα −M)2⟩diag ≤ O(N) (2.30)

by similar arguments.

We now upper-bound fairly general correlators’ magnitudes. Let x1, x2, . . . , xn denote real-

valued functions of α and m. (For notational brevity, we suppress the functions’ dependencies

on α and m.) Let the functions’ magnitudes obey the upper bound |xj| ≤ X ∈ R ∀ j, α,m.

We analyze correlator magnitudes of the form

∣∣⟨xA1
1 xA2

2 . . . xAn
n ⟩diag

∣∣ . (2.31)

Without loss of generality, the powers are ordered from greatest to least: A1 ≥ A2 ≥ . . . ≥

An ≥ 0. At-least-two-point correlators interest us, so A :=
∑n

j=1Aj ≥ 2. Therefore, either

A1 ≥ 2 or A1 = A2 = 1. In the first case, we show, the correlator magnitude (2.31) is upper-

bounded by XA−2 times ⟨x21⟩; in the second case, the correlator magnitude is upper-bounded

by XA−2 times 1
2
⟨x21 + x22⟩. We parcel the factors so for reasons clarified below.

First, suppose that A1 ≥ 2. To upper-bound (2.31), we invoke the average’s definition, then

the triangle inequality:

∣∣⟨xA1
1 xA2

2 . . . xAn
n ⟩diag

∣∣ ≤∑
α,m

|Cα,m|2 |x1|A1|x2|A2 · · · |xn|An . (2.32)

We separate out a factor of |x1|2. Then, we bound the rest using the assumption |xj| ≤ X and
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the definition A :=
∑n

j=1Aj:

∣∣⟨xA1
1 xA2

2 . . . xAn
n ⟩diag

∣∣ ≤∑
α,m

|Cα,m|2 |x1|2 · |x1|A1−2|x2|A2 · · · |xn|An︸ ︷︷ ︸
≤XA−2

≤ ⟨x21⟩diagX
A−2. (2.33)

The final inequality follows from the reality of x1.

Now, suppose that A1 = A2 = 1. To bound the correlator magnitude (2.31), we again

invoke the average’s definition, then the triangle inequality. This time, we separate xA1
1 xA2

2 =

x1x2 from the other variables:

∣∣⟨xA1
1 xA2

2 . . . xAn
n ⟩diag

∣∣ ≤∑
α,m

|Cα,m|2 |x1x2| · |x3|A3|x4|A4 · · · |xn|An︸ ︷︷ ︸
≤XA−2

. (2.34)

Since x1 and x2 are real, x21 + x22 − 2|x1x2| = (|x1| − |x2|)2 ≥ 0. Rearranging yields |x1x2| ≤
1
2
(x21 + x22). Combining this inequality with Ineq. (2.34), we obtain

∣∣⟨xA1
1 xA2

2 . . . xAn
n ⟩diag

∣∣ ≤ 1

2
⟨x21 + x22⟩diagX

A−2 . (2.35)

Finally, we combine our previous results given by Eqs. (2.29), (2.30) and (2.35). Let

(x1, x2, x3) equal (Eα−E, m−M, sα−M). Since local subsystems have finite-dimensional

Hilbert spaces, each variable is upper-bounded by some O(N) number X . By the variance

conditions, the functions ⟨x2j⟩diag and 1
2
⟨x2j + x2k⟩diag are O(N) for all j, k = 1, 2, 3 . There-

fore, substituting into Eq. (2.33) yields the moment condition (2.24), as does substituting into

Eq. (2.35).

We can now explain why we sought bounds that contained ⟨x21⟩diag or ⟨x21 + x22⟩diag. These

averages are only O(N). If we had treated x21 or x1x2 like the other variables, each would have
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contributed an O(N2) factor to the corresponding bound. We would not have recovered the

all-important −1 in the moment condition’s exponent (2.24).

2.4.2 Clebsch-Gordan Coefficients for Extensive M

Having proven that both our ensembles have moment conditions that obey Eq. (2.24), we

proceed to evaluate the thermal and quantum expectation value (2.23). Our probability distri-

bution in both cases yield the moment conditions (2.24) and so each pα,mα is only large near

Eα = E, mα =M , and sα =M . The Clebsch-Gordan coefficients and T (k) are smooth so we

Taylor expand them about E and M . From our extensive quantities and z-axis-oriented system

we have sα ≫ 1 and sα −mα ≪ sα. The general form of the Clebsch-Gordan coefficients is

given by

⟨sα,mα|sα′ ,mα′ ; k, q⟩ = δmα,mα′+q (2.36)

×

√
(2sα + 1) (sα + sα′ − k)! (sα − sα′ + k)! (sα′ + k − sα)! (sα +mα)!

(sα + sα′ + k + 1)!

×
√

(sα −mα)! (sα′ −mα′)! (sα′ +mα′)! (k − q)! (k + q)!

×
∑
ℓ

[ (−1)ℓ

ℓ! (sα′ + k − sα − ℓ)! (sα′ −mα′ − ℓ)! (k + q − ℓ)
!

× 1

(sα − k +mα′ + ℓ)! (sα − sα′ − q + ℓ)!

]

where the sum runs over all integer ℓ values for which every factorial’s argument is nonnega-

tive [29]. Setting sα′ = sα, as was done in the time-averaged expectation value, and assuming
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that mα′ > 0 as prescribed by our system, we arrive at

⟨sα,mα|sα,mα′ ; k, q⟩ = δmα,mα′+q

√
(2sα + 1) (2sα − k)! (k!)2 (sα +mα)!

(2sα + k + 1)!

×
√

(sα −mα)! (sα −mα′)! (sα +mα′)! (k − q)! (k + q)!

×
∑
ℓ

[ (−1)ℓ

ℓ! (k − ℓ)! (sα −mα′ − ℓ)!

× 1

(k + q − ℓ)! (sα − k +mα′ + ℓ)! (ℓ− q)!

]
. (2.37)

The sum has the same condition on ℓ and the factorials imply six conditions on ℓ. Of the six,

four are worth noting as two of them supersede two others since we take q ≥ 0. The four

constraints on ℓ are ℓ ≤ k, ℓ ≤ sα −mα′ , ℓ ≥ k − sα −mα′ and ℓ ≥ q. These constraints can

be summarized as

ℓ ∈ {q, q + 1, ...,min{k, sα −mα′}}. (2.38)

Continuing the simplification of the Clebsch-Gordan coefficients, we take mα = mα′ + q due

to the Kronecker delta function and substitute the O(1) variable ∆α′ = sα −mα′ , giving

⟨sα,mα|sα,mα′ ; k, q⟩ = k!
√

(∆α′ − q)!∆α′ ! (k − q)! (k + q)!

×
∑
ℓ

[ (−1)ℓ

ℓ! (k − ℓ)! (∆α′ − ℓ)! (k + q − ℓ)! (ℓ− q)!

×

√
(2sα + 1)(2sα − k)!(2sα −∆α′ + q)! (2sα −∆α′)!

(2sα + k + 1)!

× 1

(2sα −∆α′ − k + ℓ)!

]
. (2.39)
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Using Stirling’s approximation for the extensive sα factors and expanding the natural log func-

tion, the sα-dependent factor becomes

(2sα)
q
2
−ℓexp(O(

1

sα
)) = (2sα)

q
2
−ℓ(1 +O(1/sα)) (2.40)

where we can see the greatest contribution to our sum in Eq. (2.40) comes from the smallest

ℓ value. By the constraints on ℓ, the least possible value is given by q. Replacing the sum in

Eq. (2.40) with the ℓ = q term, switching from mα′ to mα (for notational simplification only),

and switching back from the ∆α′ , we get a form for the Clebsch-Gordan coefficients of

(−1)q

q!(2sα)q/2

(
(sα −mα)! (k + q)!

(k − q)! (sα −mα − q)!

)
[1 +O (1/sα)] (2.41)

or, written more intuitively,

⟨sα,mα + q|sα,mα; k, q⟩ =
[−sgn(q)]q

|q|!(2sα)|q|/2

(
(sα −mα)! (k + |q|)!

(sα −mα − |q|)!(k − |q|)!

) 1
2

×
[
1 +O

(
1

sα

)]
. (2.42)

With this in order, we turn our attention to the T (k) function.

2.4.3 Approximation of the T (k) Function

To see all corrections to thermal prediction we must also look at the scalings of the T (k)

function. While we usually write the T (k) function as a function of energy, it is more generally

a function of densities such as E/N . This is because the T (k) gives us single-site expectation

values. Writing it as T (k)
( E
N
, S
N

)
, we can approximate an order of magnitude for the derivatives

as
∂a

∂Ea

∂b

∂Sb
T (k)(E ,S) = O

(
1

Na+b

)
. (2.43)
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As a result,

T (k)(Eα, sα) = T k(E,M) +O

(
Eα − E

N

)
+O

(
sα −M

N

)
+ . . . (2.44)

where the following terms are of order ([Eα − E]a[sα −M ]c]/Na+c). With this result we can

finally retrieve deviations between thermal and quantum results.

2.4.4 Thermal and Quantum Result for q = 0

Expanding Eq. (2.42) when q = 0 and using our moment conditions (2.24) we can approx-

imate the Clebsch-Gordon coefficients as

⟨sα,mα|sα,mα; k, 0⟩ = 1 +O

(
sα −M

N

)
+O

(
mα −M

N

)
+ ... (2.45)

where each following term is of order ([mα −M ]b[sα −M ]c]/N b+c). Plugging in our approx-

imations for the Clebsch-Gordon coefficients and the T (k) function we arrive at

⟨T (k)
0 ⟩p =

∑
α,mα

pα,mα [T (k)(E,M) +O

(
Eα − E

N

)
+O

(
sα −M

N

)
+O

(
mα −M

N

)
+ ...].

(2.46)

By the normalization constraint on the probabilities the first term can be taken out of the sum.

By the moment conditions, the following terms are upper-bounded by ≤ O(Na+b+c−1/Na+b+c) =

O
(

1
N

)
. We therefore arrive at the conclusion that for an extensive M , and q = 0, both the ther-

mal and quantum time-average for a T (k)
0 operator is

⟨T (k)
0 ⟩p = T (k)(E,M) +O

(
1

N

)
(2.47)
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hence suggesting that the thermal and quantum time averages are equal to each other within

O
(

1
N

)
corrections, as is the case with standard ETH.

2.4.5 Thermal and Quantum Result for q ̸= 0

The thermal expectation value for q ̸= 0 is simply 0. The time-averaged expectation value

becomes a bit more unruly. The case of q = 0 allowed us to consider the diagonal ensemble

probability distribution given by the |Cα,mα|2 and derive moment conditions. The comparison

for q ̸= 0 becomes more involved as the we no longer have a probability distribution in our

quantum time-average (2.23) but instead a sum,

⟨T (k)
q ̸=0⟩t =

∑
α,mα

C∗
α,mα+qCα,mα⟨sα,mα + q|sα,mα; k, q⟩T (k)(Eα, sα), (2.48)

where we have C∗
α,mα+qCα,mα . To circumvent this we make use of the Cauchy-Schwarz in-

equality to provide an upper bound on Eq. (2.48). Defining a vector u⃗ with components

uα,mα = Cα,mα+q, and a vector v⃗ with components vα,mα = Cα,mα⟨sα,mα + q|sα,mα; k, q⟩,

the Cauchy-Schwarz inequality, which states u⃗ · v⃗ ≤
√
u⃗ · u⃗

√
v⃗ · v⃗, yields

⟨T (k)
q ̸=0⟩t ≤

√ ∑
α,mα:|mα+q|≤sα

|Cα,mα+q|2

×

 ∑
α′,mα′

|Cα′,mα′ |2⟨sα′,mα′+q|sα′ ,mα′ ; k, q⟩2[T (k)(Eα, sα)]
2


2

.

(2.49)

This equation took advantage of the realness of the Clebsch-Gordon coefficients and T (k). By

the normalization condition on the C’s we can upper bound the first sum by 1. In the same

fashion as with the q = 0 case, the second sum is dominated by terms where Eα ∼ E,mα ∼
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M, sα ∼M and sα −mα ≪ sα. Using Eq. (2.42) we can arrive at, for general q,

⟨sα,mα + q|sα,mα; k, q⟩ = O

([
sα −mα

2sα

]|q|/2)[
1 +O

(
1

sα

)]
(2.50)

or

⟨sα,mα + q|sα,mα; k, q⟩ = O
(
N−|q|/2) [1 +O

(
1

sα

)]
. (2.51)

The reason for keeping the O(1/sα) term in the brackets will prove to be necessary. First,

consider the case |q| ≥ 2. This gives a time-averaged expectation value of

⟨T (k)
|q|≥2⟩t ≤ O

(
1

N

)
. (2.52)

The thermal and time-averaged expectation values may differ within O
(

1
N

)
corrections, as

typically expected. However, inserting q = ±1 into Eq. (2.51) may indeed make someone

naı̈vely believe that there is a possible “anomalous thermalization” occurring as now the two

expectation values may only differ by an O(1/
√
N) factor. This is not the case. In order to

prove this we first look at the average of the standard raising operator, ⟨S+⟩. We can write the

average as ⟨S+⟩ = ⟨Sx⟩+ i⟨Sy⟩ which is 0 by our system constraints. Using the fact that S+ is

a T 1
1 operator and how it acts on an eigenstate, we can write

⟨S+⟩ =
∑
α,mα

C∗
α,mα+1Cα,mα

√
(sα −mα)(sα +mα + 1) = 0. (2.53)

Taylor approximating the large
√
s+ma + 1 term as

√
2M + 1 we see,

⟨S+⟩ =
√
2M + 1

∑
α,mα

C∗
α,mα+1Cα,mα

√
(sα −mα)

×
[
1 +O

(
sα −M

N

)
+O

(
mα −M

N

)]
= 0. (2.54)
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For q = ±1 the Clebsch-Gordan coefficient (2.42) simplifies to

⟨sα,mα + 1|sα,mα; k, q⟩ = −sgn(q)

√
k(k + 1)(sα −mα)

2sα

(
1 +O

(
1

sα

))
. (2.55)

Using this we can write

⟨T (k)
±1 ⟩t = −sgn(q)

√
k(k + 1)

2

∑
α,mα

C∗
α,mα+1Cα,mα

√
sα −mα

sα

×
[
1 +O

(
1

sα

)]
T (k)(Eα, sα). (2.56)

Taylor expanding about our average values, 1√
sα

= 1√
M
[1 + O( sα−M

N
)] and T (k)(Eα, sα) =

T (k)(E,M) +O(Eα−E
N

) +O( 1
N
), we arrive at

⟨T (k)
±1 ⟩t = −sgn(q)

√
k(k + 1)

2

T (k)(E,M)√
M

∑
α,mα

C∗
α,mα+1Cα,mα

√
sα −mα

×
[
1 +O

(
sα −M

N

)
+O

(
Eα − E

N

)
+O

(
1

N

)]
. (2.57)

We see that the first term is exactly ⟨S+⟩ to leading order; thus, to leading order, ⟨T (k)
±1 ⟩t = 0.

Hence, the case for q = ±1 does not result in greater corrections than expected.

We have demonstrated that for a conserved extensive M , all k-local observables adhere to

typical thermalization. In other words, no corrections were found which exceeded the expected

O( 1
N
), in agreement with standard ETH.

2.5 Discussion and Conclusions

This work extended the eigenstate thermalization hypothesis to the general scenario of a

system with non-commuting conserved charges. For our specific system and O(N) observable
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we retrieved thermal predictions from a quantum start point. This was possible by using an

approximate microcanonical ensemble. An important mention is the possibility for anomalous

thermalization where thermal and quantum results differ by an order greater than O(N−1). In

[19] we give a scenario where, for a different scaling of M = 0, one might expect anoma-

lous thermalization by an O(N−1/2) term. There are many different scenarios to explore for

anomalous thermalization, such as M = O(Nγ) for 0 < γ < 1. However, the possibility for

anomalous thermalization is still up for discussion and is only mentioned for completeness.

While this analysis was system-specific, we expect it to hold for most systems with non-

Abelian conserved charges, serving as a true extension of ETH.
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Chapter 3

Microcanonical Truncations of

Observables in Quantum Chaotic Systems

We consider the properties of an observable (such as a single spin component that squares to

the identity) when expressed as a matrix in the basis of energy eigenstates, and then truncated to

a microcanonical slice of energies of varying width. For a quantum chaotic system, we model

the unitary or orthogonal matrix that relates the spin basis to the energy basis as a random

matrix selected from the appropriate Haar measure. We find that the spectrum of eigenvalues

is given by a centered Jacobi distribution that approaches the Wigner semicircle of a random

hermitian matrix for small slices. We give a quantitative critical point for which the distribution

definitely ceases to be semicircular. For slices that contain more than half the states, there is a

set of eigenvalues of exactly ±1. The transition to this qualitatively different behavior at half

size is similar to that seen in other quantities such as entanglement entropy. Our results serve

as a benchmark model for numerical calculations in realistic physical systems.
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3.1 Introduction

The eigenstate thermalization hypothesis (ETH) [10, 12, 30, 13, 31, 32, 33] is now widely

accepted as a microscopic mechanism that is able to explain how an isolated quantum many-

body system can come to thermal equilibrium when starting from an initial pure state that

appears to be far from equilibrium. ETH is expected to hold for a “chaotic” quantum system

that is sufficiently far (in a parameter space of possible hamiltonians) from any point of inte-

grability and which also does not exhibit many-body localization due to strong disorder. ETH

then takes the form of an ansatz for the matrix elements (in the energy-eigenstate basis) of

each observable A that would be measured in order to determine whether or not the system is

in thermal equilibrium. This ansatz is

Aij = A(E)δij + e−S(E)/2f(E,ω)Rij, (3.1)

whereE = (Ei+Ej)/2 is the average energy of the two eigenstates, ω = Ei−Ej is their energy

difference, S(E) is the thermodynamic entropy (logarithm of the density of states) at energyE,

A(E) and f(E,ω) are smooth, real functions of their arguments, with f(E,ω) = f(E,−ω),

and Rij varies erratically, with overall zero mean and unit variance in local ranges of E and ω.

A question of interest is whether more can be said about the statistical properties of the

Rij’s. An argument based on the central limit theorem would indicate that they can be treated

as independent gaussian random variables, and numerical investigations in specific systems

have generally been consistent with this. However, as has been pointed out before [34, 35],

this gaussianity cannot be an exact property, as it would yield various unphysical predictions,

including an expression of any n-point time correlation function of A in terms of the 2-point

function. Furthermore, the operator A has a spectrum of eigenvalues, and this spectrum must

somehow be encoded in the energy-basis matrix elements Aij . Because of this, as noted in
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[34], it is more useful to think of the unitary matrix Uai that transforms basis states in which A

is diagonal to the energy-eigenstate basis as a statistically random matrix.

In [35] (see also [36]), the observable A was taken to be a component of a single spin

in a lattice spin system, and the eigenvalues of Aij computed when i and j were restricted

to particular ranges of energies. If this submatrix had the statistical properties of a gaussian

random matrix, then a Wigner semi-circular distribution of eigenvalues would be expected.

This was found for small energy ranges, but significant deviations appeared at larger ranges.

Our goal here is to provide a theoretical benchmark for these calculations, computing the

expected eigenvalue spectrum for a single-spin-component operator A (which obeys A2 = I)

when its matrix Aij in the energy-eigenstate basis is truncated, with the energies Ei and Ej

each in the same finite range. We refer to this as a microcanonical slicing. We specialize to the

case where the A(E) function in Eq. (3.1) is zero; this is equivalent to

Tre−βHA = 0 (3.2)

for all inverse temperatures β. This corresponds to a system in which the hamiltonian H is in-

variant under A→ −A. We then treat the diagonalizing matrix U as either a unitary or orthog-

onal Haar-random matrix. (The result is the same in both cases.) This is the strongest possible

assumption of random-matrix behavior; for an actual physical system, we expect correlations

that result in U having an approximately banded structure. We hope that our benchmark results

can be used in the future to help elucidate this structure in different physical systems of interest.

3.2 Microcanonical Truncations of an Observable Operator

We consider an operator A that obeys A2 = I and TrA = 0. We take the dimension of the

full Hilbert space to be 2D; for a system of N two-component spins, we would have 2D = 2N .
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The eigenvalues of A are hence ±1, with D eigenvalues of each sign.

We then write

A = U †ÃU, (3.3)

where Ã is a 2D × 2D diagonal matrix,

Ã =

+I 0

0 −I

 , (3.4)

and U is a unitary (or orthogonal) matrix that transforms from the computational basis (in

which a component of each spin is diagonal) to the energy basis (in which the hamiltonian is

diagonal).

We are now interested in a microcanonical slicing of A, defined as

AK = ΠKAΠK (3.5)

where ΠK is a projection operator onto an energy window that spans K energy eigenstates.

We first specialize to the case K ≤ D. We treat U as either a unitary or orthogonal matrix

that is selected at random from the corresponding Haar measure, and consider the expected

distribution ρ(λ) of the eigenvalues λ of AK in the limit of large D.

This problem has been solved in the context of products of random projectors1 [37], and the

result (for either unitary or orthogonal U ) is a special case of the centered Jacobi distribution,

ρ(λ) =

√
4α(1− α)− λ2

2πα(1− λ2)
, (3.6)

1These products have the form ΠkΠΠk, which our problem can be mapped to by making the substitution
Π = 1

2 (A+ I).
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where we have defined

α =
K

2D
, (3.7)

and where ρ(λ) vanishes for values of λ for which the argument of the square-root is negative.

We have normalized ρ(λ) to integrate to one.

For a thin microcanonical slice, K ≪ D and hence α ≪ 1, the maximum value of λ2 is

4α ≪ 1, and then we can replace 1− λ2 in the denominator of Eq. (3.6) with 1. We then have

ρα≪1(λ) ≃
1

2πα

√
4α− λ2. (3.8)

We can compare this result with the Wigner semicircle for an K×K hermitian random matrix

H with matrix elements Hij drawn from a gaussian distribution with the expected value of

|Hij|2, i ̸= j, given by v2; this is [38]

ρW(λ) =
1

2πKv2

√
4Kv2 − λ2. (3.9)

Our 2D × 2D matrix A obeys A2 = I , and hence

2D∑
j=1

|Aij|2 = 1. (3.10)

This implies that the expected value of each |Aij|2 is 1/2D. If we set v2 = 1/2D in Eq. (3.9),

we find that Eq. (3.8) matches it. This result agrees with the expectation from ETH that, for

small energy differences, the energy-basis matrix elements of a local observable should have

the statistics of independent gaussian random variables.

For larger values of α, Eq. (3.6) begins to differ from the Wigner semicircle. The curvature

at the origin ρ′′(0) is one diagnostic; it is negative for α < αc = (2−
√
2)/4 = 0.146 but turns

positive for α > αc. This can be thought of as a critical point where the distribution definitely
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ceases to be a Wigner semicircle. At α = 1/2, K = D, we find an arcsine distribution with

integrable singularities at λ = ±1,

ρα=1/2(λ) =
1

π
√
1− λ2

. (3.11)

In Fig. 3.1(a,b,c), we show the eigenvalue distribution for a matrix with 2D = 10, 000 and

with U a particular orthogonal matrix selected at random from the Haar measure, and with

K/2D = α = 1/8, 1/4, 1/2, along with the predicted distribution of Eq. (3.6). We find very

good agreement.

Next we consider the case K ≥ D. This can be related to the case K ≤ D by considering

the complementary microcanonical projection operator,

Π2D−K = I − ΠK . (3.12)

For K > D the eigenvalues of AK are minus those of A2D−K , plus K − D extra pairs of

eigenvalues of exactly ±1. This is true for any specific individual U . To see this We write

A = U †ÃU in block-diagonal form,

A =

AK B

B† A2D−K

 . (3.13)

We take K ≤ 2D. Since the eigenvalues of A are ±1, we have

A2 = I. (3.14)
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This yields the three equations

A2
K +BB† = I, (3.15)

AKB +BA2D−K = 0, (3.16)

B†B + A2
2D−K = I. (3.17)

We can make independent unitary transformations on the upper K×K block and on the lower

(2D−K)× (2D−K) block that render AK and A2D−K diagonal. We then write

(AK)ij = λiδij, (A2D−K)i′j′ = κi′δi′j′ , (3.18)

where i, j = 1, . . . , K and i′, j′ = K+1, . . . , 2D−K. Taking the ij′ matrix element of

Eq. (3.16), we get

(λi + κj′)Bij′ = 0. (3.19)

This shows that a nonvanishing matrix element of B is possible if and only if there is an

eigenvalue κj′ of A2D−K that is the negative of an eigenvalue λi of AK . For K < D, there are

more eigenvalues of A2D−K than there are of AK , and Eq. (3.17) then implies that these extra

eigenvalues must be ±1. Since TrA = 0, these extra eigenvalues must come in ±1 pairs.

We conclude that, for K ≤ D, the 2D−K eigenvalues of A2D−K consist of K eigenvalues

that are equal in magnitude and opposite in sign to theK eigenvalues ofAK ,D−K eigenvalues

+1, and D−K eigenvalues −1.

Hence, after averaging U over a Haar measure, the result will be a continuous spectrum

given by Eq. (3.6) (though with the normalizing factor of α in the denominator replaced by

1− α), plus a discrete spectrum of K −D eigenvalues +1 and K −D eigenvalues −1.

In Fig. 3.1(d,e), we show the eigenvalue distribution for K/2D = α = 3/4, 7/8. We find,

as predicted, a continuous distribution that matches that of the matrix with K/2D = 1 − α,
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with all remaining eigenvalues exactly equal to ±1.

These results for K > D are contrary to our initial expectations. We expected to find

the Wigner semicircle for K ≪ D, and for this to gradually morph into a set of only ±1 at

K = 2D. Our expectations are met by the results for K ≤ D, but the sudden appearance of

some exact ±1 eigenvalues for every K > D, along with an additional continuous distribution

that mirrors the distribution for K < D and eventually becomes a Wigner semicircle for small

2D −K, came as a surprise to us. We will discuss this further in our conclusions.

3.3 Conclusions

Motivated by the investigations of [35], we have considered the properties of a single spin-

component operator (with eigenvalues that are an equal number of plus ones and minus ones) in

a many-body quantum-chaotic system. We are interested in the statistical properties of the ma-

trix elements of such an operator in the energy-eigenstate basis. We model this by treating the

unitary (or orthogonal) matrix U that relates the spin-eigenstate basis to the energy-eigenstate

basis as a random matrix selected from the Haar measure. We then consider microcanonical

truncations of this matrix in the energy basis, and study their eigenvalues. For truncations to a

much smaller matrix, we find the distribution agrees with the Wigner semicircle expected for

a hermitian random matrix. For larger truncations, we find that the truncated matrix begins to

“remember” that the eigenvalues of the full matrix are ±1.

Once the truncation is to a matrix larger than half the size of the original, we find that

there are now a set of eigenvalues of exactly ±1, along with a continuous distribution that

matches that of the complementary truncation. This result was counter to what we initially

expected, and shows a kind of phase transition at half system size. This is reminiscent of a

similar transition in the behavior of entanglement and Rényi entropies [39], which also exhibit

sudden changes of behavior at half system size. Similar transitions have also been discussed in
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[40] for operators that include more than half the degrees of freedom of the system.

Our results are based on the most chaotic possible behavior of a physical system, in which

the energy eigenstates are completely random superpositions of basis states, without any addi-

tional structure. Though this is unlikely to be true for any realistic physical system, our results

serve as a useful benchmark of comparison for numerical calculations in these systems.
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Figure 3.1: Histograms of eigenvalues for different microcanonical truncation sizes of an
originally 10000 × 10000 matrix (2D = 10000). The blue curve represents the analyti-
cal prediction given by the Jacobi distribution of Eq. (3.6). Figs. (a)–(e) show results for
K/2D = 0.125, 0.25, 0.5, 0.75, 0.875. Figs. (d) and (e) are truncated in height and do not
show the full count of ±1 eigenvalues.

36



Chapter 4

Quantum Fisher Information for Different

States and Processes in Quantum Chaotic

Systems

In this chapter, we discuss the ability to distinguish between an energy eigenstate that obeys

ETH and a truly thermal density matrix. The quantum Fisher information (QFI) associated

with a particular process applied to a many-body quantum system has been suggested as a

diagnostic for the nature of the system’s quantum state, e.g., a thermal density matrix vs. a

pure state in a system that obeys the eigenstate thermalization hypothesis (ETH). We compute

the QFI for both an energy eigenstate and a thermal density matrix for a variety of processes in

a system obeying ETH, including a change in the hamiltonian that is either sudden (a quench),

slow (adiabatic), or followed by contact with a heat bath.
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4.1 Introduction

Quantum Fisher information (QFI; for an introduction and review, see [41]) has recently

received renewed attention as a diagnostic tool for understanding properties of quantum many-

body systems [42, 43]. The QFI for a one-parameter family of density operators ρθ is desig-

nated Fθ, and one of its key properties is that it sets the minimum uncertainty ∆θ in the value

of θ after an ideal measurement. Specifically, for a single ideal measurement, the Cramér–Rao

bound is

(∆θ)2 ≥ 1

Fθ

. (4.1)

This can be viewed as a generalized form of the uncertainty principle.

In practice, we are most interested in density operators ρθ whose θ dependence is due to

some specific experimental manipulation on a base ρ0, such as a local unitary transformation of

the form ρθ = U †
θρ0Uθ with Uθ = exp(−iθA) for some local hermitian operator A. This corre-

sponds to an experimental set-up in which the experimenter has direct control of the physical

quantity represented by A, such as a single qubit.

In [42], the QFI for a system whose quantum state is a thermal density matrix that is

subjected to this type of local unitary transformation was expressed in terms of a particular

dynamical susceptibility. In [43], it was pointed out that, in a system that obeys the eigenstate

thermalization hypothesis (ETH), the QFI for an energy eigenstate differs from the the QFI

for a thermal density matrix when both are subjected to the same local unitary transformation.

This makes the QFI a useful theoretical tool for distinguishing pure and mixed states that are

not distinguished by measurements of local observables. In this regard the QFI is comparable

to the von Neumann entropy and Rényi entropies of ρθ.

In this work, in addition to the local unitary transformation described above, we consider

three other possible experimental protocols performed on a quantum chaotic system: an adia-

batic transformation, in which the system’s hamiltonian is very slowly changed; a quench, in
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which the system’s hamiltonian is suddenly changed and the system is then allowed to evolve

in time under the new hamiltonian (this case has been discussed previously in [44]); and a

rethermalization, in which a system that was initially thermalized by contact with a heat bath

has its hamiltonian changed, and then is put back in contact with the same heat bath. We com-

pute the QFI for these transformations for an energy eigenstate and for a thermal density matrix

(only the latter in the case of rethermalization).

4.2 Quantum Fisher Information

The QFI is given formally by

Fθ = TrL2
θρθ, (4.2)

where Lθ (the symmetric logarithmic derivative) is an operator that is defined implicitly via

ρ′θ =
1
2

(
Lθρθ + ρθLθ

)
, (4.3)

where the prime denotes a derivative with respect to θ. Eq. (4.1) holds if the rank of ρθ does

not change as θ is varied over a small range around its base value [45], which will always be

the case in this work.

A more explicit formula for the QFI follows from the spectral decomposition of ρθ,

ρθ =
∑
i

pi|i⟩⟨i|, (4.4)

where the states {|i⟩} form an orthonormal and complete basis, and the probabilities pi obey

0 ≤ pi ≤ 1 and
∑

i pi = 1. (These states and probabilities depend on θ, but we do not denote
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this explicitly.) We then have

Fθ = 2
∑′

ij

|⟨i|ρ′θ|j⟩|2

pi + pj
, (4.5)

where the prime on the sum means that terms for which pi + pj = 0 (if any) are omitted.

Because of the linearity of quantum mechanics, in all cases of practical interest ρ′θ is linearly

related to ρθ. For the four specific types of transformations that we consider, this linear relation

takes the form

ρ′θ = i[B, ρθ] +Dρθ, (4.6)

where B and D are hermitian operators with [D, ρθ] = 0 and TrDρθ = 0. We note that the

normalization condition Trρθ = 1 implies Trρ′θ = 0, which is satisfied by Eq. (4.6). Using

Eq. (4.6) in Eq. (4.5), we get

Fθ = 2
∑′

ij

(pi − pj)
2

pi + pj
|⟨i|B|j⟩|2 +

∑
i

pi|⟨i|D|i⟩|2. (4.7)

For a transformation that is unitary (which is the case for all but one of the transformations

we consider), we have D = 0. In this case, an important relation obeyed by Fθ is

Fθ ≤ 4(∆B)2, (4.8)

where

(∆B)2 = TrρθB
2 − (TrρθB)2 (4.9)

is the quantum variance in the expectation value of B in the state ρθ. Eq. (4.8) becomes an

equality if and only if ρθ is a pure state. Thus the QFI of a mixed state is strictly less than that

of a pure state with the same quantum variance of B.

Note that Eqs. (4.1,4.8,4.9) yield (∆θ)(∆B) ≥ 1/2, which is a more recognizable form of

the uncertainty principle.
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4.3 Experimental protocols

We consider four types of experimental protocols that transform an initial reference state

ρ0 to ρθ.

Local unitary. We set

ρθ = eiθAρ0e
−iθA, (4.10)

where A is a dimensionless local hermitian operator. This is the form of ρθ that is treated in

[43].

Adiabatic. The hamiltonian is slowly changed from H to

Hθ = H + θµA, (4.11)

where µ is a constant with dimensions of energy. (This constant could be absorbed into either

θ or A, but we prefer to keep both these quantities dimensionless to facilitate comparison of

different transformation protocols.) As H is slowly changed from H to Hθ, an eigenstate |α⟩

of H evolves adiabatically to an eigenstate |α⟩θ of Hθ. Hence, an initial density operator ρ0

evolves to

ρθ =
∑
α,β

|α⟩θ⟨α|ρ0|β⟩⟨β|θ. (4.12)

This is a unitary transformation.

Quench. The hamiltonian is suddenly changed from H to Hθ, Eq. (4.11), and the system

then evolves unitarily under Hθ for a time t. This yields

ρθ = e−iHθtρ<e
iHθt, (4.13)
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where ρ< is the state of the system just before the quench at t = 0. This differs from ρ0, which

is defined as the state of the system with θ = 0 at time t. In terms of ρ0, Eq. (4.13) becomes

ρθ = e−iHθteiHtρ0e
−iHteiHθt. (4.14)

This is a unitary transformation.

Rethermalization. For this protocol, we specialize to the case that the initial state is a

thermal density operator for the hamiltonian H at an inverse temperature β,

ρ0 = Z−1
0 e−βH , (4.15)

where Z0 = Tre−βH . The density operator ρθ is then taken to be a thermal density operator at

the same inverse temperature β, but now with hamiltonian Hθ, Eq. (4.11),

ρθ = Z−1
θ e−βHθ , (4.16)

where Zθ = Tre−βHθ . This protocol corresponds to putting the system (with hamiltonian H)

in contact with a heat bath at inverse temperature β, then changing the hamiltonian to Hθ,

and then putting the system back into contact with the same heat bath. This is not a unitary

transformation.

We now compute ρ′0 for each of these transformations (for an arbitrary ρ0) and identify the

operators B and D in Eq. (4.6), which then yields the QFI via Eq. (4.7).

For any unitary transformation (which includes our local unitary, adiabatic, and quench

transformations), we have

D = 0 (local unitary, adiabatic, quench). (4.17)
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For the local unitary transformation of Eq. (4.10), taking the derivative with respect to θ

and comparing to Eq. (4.6) yields

B = A (local unitary). (4.18)

For the adiabatic transformation of Eq. (4.11), an eigenstate |α⟩θ of Hθ is found from

Rayleigh-Schrodinger perturbation theory to be

|α⟩θ = |α⟩+ θµ
∑′

γ

Aγα

Eα − Eγ

|γ⟩+O(θ2), (4.19)

where the prime means that γ = α is omitted, and |α⟩ is an eigenstate of H with eigenvalue

Eα,

H|α⟩ = Eα|α⟩. (4.20)

Using Eq. (4.19) in Eq. (4.12) and taking the derivative with respect to θ, we get Eq. (4.6) with

the matrix elements of B (in the energy eigenstate basis) given by

Bαβ =


0 if α = β

iµAαβ

Eα − Eβ

if α ̸= β

(adiabatic). (4.21)

We note that these matrix elements of B are the same as the matrix elements of the adiabatic

gauge potential, a quantity introduced in [46] as a diagnostic tool for quantum chaos.

The quench transformation of Eq. (4.14) is unitary, and we can express B via

B = −i ∂
∂θ
e−iHθteiHt

∣∣∣
θ=0

(4.22)
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We start with the general identity [47]

∂

∂θ
e−iHθt = −i

∫ t

0

dt′e−iHθt
′
(
∂Hθ

∂θ

)
e−iHθ(t−t′). (4.23)

Setting Hθ = H + θµA and using Eq. (4.23) in Eq. (4.22), we get

B = −
∫ t

0

dt′e−iHt′µAeiHt′ (4.24)

for the case of a quench. Sandwiching Eq. (4.24) between two different energy eigenstates ⟨α|

and |β⟩, and performing the integral over t′, we obtain the off-diagonal matrix elements

Bαβ =
1− e−i(Eα−Eβ)t

Eα − Eβ

iµAαβ. (4.25)

Taking the limit Eβ → Eα yields the diagonal matrix elements

Bαα = −µtAαα. (4.26)

Hence the matrix elements are

Bαβ =


−µtAαα if α = β

1− e−i(Eα−Eβ)t

Eα − Eβ

iµAαβ if α ̸= β

(quench). (4.27)

For the rethermalization transformation of Eq. (4.16), once again we begin by taking the

derivative with respect to θ of ρθ as given by Eq. (4.16),

∂

∂θ
ρθ =

1

Zθ

∂

∂θ
e−βHθ − 1

Z2
θ

∂Zθ

∂θ
e−βHθ . (4.28)
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Applying Eq. (4.23) with t→ −iβ and t′ → −iβ′ and setting θ = 0 yields

ρ′0 = − 1

Z0

∫ β

0

dβ′e−β′HµAe−(β−β′)H +
1

Z2
0

e−βHTr

∫ β

0

dβ′e−β′HµAe−(β−β′)H . (4.29)

Using the cyclic property of the trace in the second term, we get

ρ′0 = − 1

Z0

∫ β

0

dβ′e−β′HµAe−(β−β′)H + βµ⟨A⟩ρ0, (4.30)

where ⟨A⟩ = Trρ0A.

Sandwiching Eq. (4.30) between two different energy eigenstates ⟨α| and |β⟩ yields zero

from the second term since ρ0 is diagonal in the energy basis. Performing the integral over β′

in the first term then results in the off-diagonal matrix elements

⟨α|ρ′0|β⟩ =
1

Z0

(
e−βEα − e−βEβ

) µAαβ

Eα − Eβ

. (4.31)

Using ρ0 = Z−1
0 e−βH , we have

⟨α|[B, ρ0]|β⟩ = − 1

Z0

(
e−βEα − e−βEβ

)
Bαβ. (4.32)

Using Eq. (4.6) and comparing with Eq. (4.31), we identify the off-diagonal matrix elements

of B as those of Eq. (4.35).

The diagonal elements of B can be set to zero, since they do not appear in Eq. (4.7) for any

ρ0 that is diagonal in the energy basis, which is the only case we consider for rethermalization.

Sandwiching Eq. (4.30) between identical energy eigenstates ⟨α| and |α⟩ yields the limit

of Eq. (4.31) as Eβ → Eα, plus the expectation value of the second term on the right-hand side

of Eq. (4.30),

⟨α|ρ′0|α⟩ = − 1

Z0

e−βEαβµ
(
Aαα − ⟨A⟩

)
. (4.33)
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We also have, using [D, ρ0] = 0,

⟨α|Dρ0|α⟩ =
1

Z0

e−βEαDαα. (4.34)

Our results take the form

Bαβ =


0 if α = β

iµAαβ

Eα − Eβ

if α ̸= β

(rethermalization) (4.35)

and

Dαα = −βµ
(
Aαα − ⟨A⟩

)
(rethermalization), (4.36)

where

⟨A⟩ = Trρ0A. (4.37)

In addition to specifying the experimental protocols, we must also specify the initial state.

As in [43], we compare and contrast the results for an initial energy eigenstate and a thermal

density operator with the same energy. Our results can be straightforwardly generalized to other

classes of initial states, both pure and mixed; we comment briefly on this in the conclusions.

We also note that for any ρ0 that is diagonal in the energy basis, the diagonal elements Bαα

of B drop out of the right-hand side of Eq. (4.6), and hence do not affect the value of the QFI.

4.4 An Even Briefer Review of ETH

We assume that the system of interest is a closed, finite, chaotic many-body system (with

N ≫ 1 degrees of freedom). Our working definition of chaotic is that each few-body observ-

able A obeys ETH, which states that the matrix elements of A in the energy basis take the
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form [13]

Aαβ = A(E)δαβ + e−S(E)/2f(E,ω)Rαβ, (4.38)

whereE = (Eα+Eβ)/2 is the average energy of the two eigenstates, ω = Eα−Eβ is the energy

difference, S(E) is the thermodynamic entropy (logarithm of the density of states) at energyE,

A(E) and f(E,ω) are smooth, real functions of their arguments, with f(E,ω) = f(E,−ω),

and Rαβ is a hermitian matrix of erratically varying elements, with overall zero mean and unit

variance in local ranges of E and ω. The function f(E,ω) can be related to the dynamical

susceptibility of A [43]. We take E to be an extensive quantity (E ∼ N ) and ω to be an

intensive quantity (ω ∼ 1). In accord with this, we assume that the initial state ρ0 yields an

expectation value of the energy that is extensive,

E = Trρ0H ∼ N, (4.39)

and a quantum energy uncertainty that is sub-extensive,

∆E = [Trρ0(H − E)2]1/2 ∼ Nν , ν < 1. (4.40)

We note that for a thermal state, ν = 1/2.

4.5 Computing QFI

We begin by considering an initial energy eigenstate, ρ0 = |α⟩⟨α|, and a local unitary

transformation, Eq. (4.10), which yields Eq. (4.18). Since the initial state is pure, Eq. (4.8)

holds as an equality. Using Eq. (4.9) and inserting a complete set of energy eigenstates, we

have

F0 = 4
∑
β ̸=α

|Aαβ|2. (local unitary). (4.41)
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We now use the ETH ansatz of Eq. (4.38). We replace |Rαβ|2 by its statistical average of 1 over

a small range of Eβ , and convert the sum over β to an integral over Eβ; this integral includes a

density-of-states factor of expS(Eβ). We then change the integration variable to ω = Eα−Eβ .

The result is

F0 = 4

∫ +∞

−∞
dω eS(Eα−ω)−S(Eα−ω/2)|f(Eα+ω/2, ω)|2. (4.42)

Treating Eα as extensive and ω as intensive, we can Taylor expand the S(E) factors using

β := S ′(Eα), where β is the inverse temperature of the system when the energy is Eα. We can

also neglect the shift of Eα in the first argument of f(E,ω). Finally, we can use the fact that

f(E,ω) is an even function of ω. The result is

F0 = 4

∫ +∞

−∞
dω cosh

(βω
2

)
|f(E,ω)|2. (local unitary), (4.43)

is in agreement with [43]. We have dropped the α index onE for notational simplicity. At small

ω, we generally expect f(E,ω) to approach a nonzero constant, and at large ω, |f(E,ω)|2 goes

to zero faster than exp(−β|ω|/2) [48]. Hence this integral converges.

For the other two transformation protocols that we consider in the case of an initial energy

eigenstate (adiabatic and quench), we express our results in terms of a function K(ω), defined

via

F0 = 4

∫ +∞

−∞
dωK(ω) cosh

(βω
2

)
|f(E,ω)|2. (4.44)

As we have already seen, for an energy eigenstate (es) and a local unitary transformation (lu),

we have

Kes,lu(ω) = 1. (4.45)

For an initial energy eigenstate and adiabatic transformation (ad), we can deduce K(ω) by
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comparing Eq. (4.21) with Eq. (4.18). We see that

Kes,ad(ω) =
µ2

ω2
. (4.46)

Since we generically expect f(E,ω) to approach a nonzero constant as ω → 0, the in-

tegral in Eq. (4.44) diverges at low ω. There is a lower cutoff at the mean level spacing

∆ ∼ exp[−S(E)], so in this case the QFI is exponentially large, F0 ∼ expS(E). Note, how-

ever, that for the transformation to be truly adiabatic, with negligible possibility of changing

energy levels, it must be done over an equally exponentially large time.

For a quench (qu), we get K(ω) by comparing Eq. (4.27) with Eq. (4.18). We find

Kes,qu(ω) = 4
µ2

ω2
sin2

(ωt
2

)
. (4.47)

In this case, Kes,qu(ω) → µ2t2 as ω → 0, and so the integral in Eq. (4.44) does not diverge at

low ω. In the limit of large t, following the standard procedure used to derive Fermi’s Golden

Rule for a transition rate, we can make the replacement

1

ω2
sin2

(ωt
2

)
→ π

2
|t|δ(ω). (4.48)

This implies that at late times after the quench, the QFI grows at a constant rate of

dF0

dt
= 8πµ2|f(E, 0)|2. (4.49)

After an exponentially long time, due to the discreteness of the energy levels, this will saturate

at the exponentially large value F0 ∼ expS(E) that we found for an equally long adiabatic

transformation.

We now consider a thermal initial state, Eq. (4.15). This is diagonal in the energy basis,
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with pα = e−βEα/Z0. Hence Eq. (4.7) becomes

F0 = 2
∑′

α,β

(pα − pβ)
2

pα + pβ
|Bαβ|2. (4.50)

For a local unitary transformation we have B = A. We use the ETH ansatz of Eq. (4.38),

replace |Rαβ|2 by its average of 1 over small energy ranges, and convert the sums to integrals

over Eα and Eβ , including a density-of-states factor of expS for each. We then change the

integration variables to E = (Eα + Eβ)/2, ω = Eα − Eβ . The result is

F0 =
4

Z0

∫
E,ω

eS(E)−βE sinh2(βω/2)

cosh(βω/2)
|f(E,ω)|2, (4.51)

where
∫
E,ω

:=
∫∞
0
dE
∫ +∞
−∞ dω. Performing the integral over E by Laplace’s method fixes the

value of E at the solution of S ′(E) = β, and yields a factor of Z0. Hence for a thermal initial

state and a local unitary transformation, we get Eq. (4.44) with

Kth,lu(ω) = tanh2
(βω

2

)
, (4.52)

The integral in Eq. (4.44) then converges at both high and low ω. This result is in agreement

with [43].

The relative factor between Kes,lu and Kth,lu comes solely from the different spectrum of

pα, and hence the same relation holds for the other transformations,

Kth,i(ω) = tanh2
(βω

2

)
Kes,i(ω), (4.53)

where i = lu, ad, qu. Hence for a thermal initial state and an adiabatic transformation, we have

Kth,ad(ω) =
µ2

ω2
tanh2

(βω
2

)
. (4.54)
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For a a thermal initial state and a quench, we have

Kth,qu(ω) = 4
µ2

ω2
tanh2

(βω
2

)
sin2

(ωt
2

)
. (4.55)

For the adiabatic and quench transformations, the integral in Eq. (4.44) converges at both high

and low ω. For the quench in the limit of large t, we can make the replacement

sin2
(ωt
2

)
→ 1

2
(4.56)

instead of Eq. (4.48); the difference is due to the differing behavior of the integrand at low ω.

The QFI in the case of a quench then approaches a constant value, equal to twice its value in

the adiabatic case.

For rethermalization, a comparison of Eq. (4.35) with Eq. (4.18) yields

Kth,re(ω) =
µ2

ω2
tanh2

(βω
2

)
, (4.57)

which is the same as the adiabatic case for a thermal initial state.

4.6 Conclusions

We have computed the QFI for several different possible experimental protocols performed

on a quantum many-body system that obeys ETH. The results are expressed in terms of a form-

factor K(ω) via Eq. (4.44). The difference between an energy eigenstate and a thermal density

matrix is the same for all protocols, and is given by Eq. (4.53), in agreement with the results of

[43].

The most dramatic difference occurs for an adiabatic transformation, where the QFI is

exponentially larger for a thermal density matrix than for an energy eigenstate (but the trans-
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formation must be made exponentially slowly). After a quench, the QFI grows linearly with

time for a thermal density matrix while it remains constant for an energy eigenstate.

The results for an energy eigenstate will also hold for “typical” pure state with a non-

extensive energy uncertainty. By “typical”, we mean a state whose expansion coefficients in

the energy-eigenstate basis are uncorrelated with the matrix elements of the transformation

operator A.

For a similarly “typical” mixed state, the results will depend on the details of the spectrum

of probabilities pi in the diagonalizing basis.

We have thus seen that the QFI is a valuable theoretical diagnostic tool. Its value distin-

guishes between a self-thermalized pure state in a quantum-chaotic system and a true thermal

density matrix, and furthermore distinguishes among different experimental measurement pro-

tocols, allowing for a precise characterization of the measurement uncertainty in these different

situations.
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Chapter 5

Entanglement Negativity Transitions in

Chaotic Eigenstates

In this chapter, we derive corrections to the leading order term in entanglement negativity in

chaotic eigenstates. Entanglement negativity is an entanglement measure defined on a bipartite

density matrix that is feasibly computable. We focus on a particular transition previously

studied in a toy model of JT gravity, one for which the sum over permutations was found

to give similar (or even stronger) enhanced corrections compared to entanglement entropy.

Using a simplification, we derive and resum the relevant permutations to give a form for the

averaged negativity spectrum, reproducing the gravitational answer for some quantities and

finding tension with other quantities, namely the partially transposed entropy.

5.1 Introduction

Bipartite entanglement has been a heavily studied subject as it has implications for many

areas of research. While entanglement entropy has become a staple of quantum mechanics, it

is not generalizable to determine if true quantum entanglement is present in mixed quantum
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states [49]. For a pure quantum state, the entanglement entropy is zero if it is not entangled

and non-zero otherwise. Determining if a generic state is entangled is an NP-hard problem

[50]. There is no quantity known which is zero if a mixed state is quantum untangled and non-

zero otherwise. Another point of interest is determining entanglement in a multipartite system,

where entanglement entropy also fails to do. A diagnostic tool for quantum entanglement

in bipartite or tripartite (at most) systems that has gained a lot of traction in recent years is

entanglement negativity.

First introduced in [51], entanglement negativity is a feasibly computable measure of en-

tanglement when compared to other candidates such as entanglement cost [52]. Entangle-

ment negativity has been used to characterized mixed state entanglement in free bosonic and

fermionic systems [53, 54, 55, 56, 57], one-dimensional conformal field theory [58, 59, 60],

spin chains [61, 62], and topologically ordered phases [63, 64]. Furthermore, it has been used

as a diagnostic for quantum thermalization [65], information recovery in evaporating black

holes [66], and other holographic contexts [67].

Recently, it was shown by [67] that similar enhanced corrections to the leading order term,

such as the ones discussed in [68, 69, 70] for the entanglement entropy, exist near transitions in

entanglement negativity used as a tripartite entanglement measure defined on a bipartite density

matrix ρA1A2 . In particular, the logarithmic negativity was shown to have the following form at

transition:

E(ρR1R2) = log k2 −
π2

8β
+O(log β), (5.1)

for two subsystems R1 and R2 with R1 ∪ R2 = R. Further corrections were derived for

measures descending from a Rényi version of negativity.

There exists a rich phase diagram for entanglement negativity in holographic states, and

we show that a similar phase diagram exists for a generic chaotic eigenstate for the specific

model considered here. Our aim is to systematically derive the corrections at transitions in this
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phase space. There are two possible transitions, but as was explored in [67] we only expect

interesting behavior near one of the transitions, for reasons that will be recapitulated shortly.

5.2 Entanglement Negativity

In this section we compute similar quantities as [70] for entanglement negativity measures.

We begin by reviewing some salient properties of entanglement negativity and its utility as a

tripartite measure of entanglement before diving into the calculation.

5.2.1 Review of Negativity

Entanglement negativity refers to an entanglement measure based on properties of the par-

tial transpose operation applied to a bipartite density matrix ρA1A2 , defined via

⟨a1, a2|ρ
TA2
A1A2

|a′1, a′2⟩ = ⟨a1, a′2|ρA1A2|a′1, a2⟩ (5.2)

for basis states {|a1⟩} inA1 and {|a2⟩} inA2 [51, 71, 72]. The partial transpose is a positive but

not completely positive map, which means some of the eigenvalues of ρ
TA2
A1A2

(hereafter ρT2
A1A2

)

can be negative. Entanglement negativity quantifies the different between the eigenvalues of

the partially transposed density matrix and the original density matrix via

N (ρA1A2) =
∑
i

|λi| − λi
2

=
∑
i:λi<0

|λi|. (5.3)

In other words, the entanglement negativity is a measure of how much the partially transposed

density matrix fails to be positive definite. Since the entanglement negativity depends only on

the trace norm of the partially transposed density matrix it is feasibly computable. Any state

that has a density matrix that is separable has a partially transposed density matrix which is
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also separable with N = 0 [73]. However, states with N = 0 may still be entangled. Some

further properties of entanglement negativity: it is convex, it does not increase under mixing,

it is not additive, and it is an entanglement monotone (does not increase under local operations

and classical communications (LOCC)). Entanglement negativity provides a lower bound on

how close a state can be taken to a specific mixed state by means of LOCC, a lower bound on

teleportation distance, and an upper-bound on teleportation results.

As with the von Neumann entropy, there exist Rényi generalizations of entanglement neg-

ativity:

Nn = Tr
(
ρT2
A1A2

)n
. (5.4)

Due to the absolute value, one needs to define two different analytic continuations for even and

odd Rényi index n, so there are in fact two Rényi negativities given by

N (even)
2k =

∑
i

|λi|2k

N (odd)
2k−1 =

∑
i

sgn(λi)|λi|2k−1 (5.5)

for integer k. We define relevant entanglement measures via analytic continuation from these

quantities. The most common quantity to talk about is the logarithmic negativity, given via a

k → 1/2 analytic continuation of the even Rényi negativity

E(ρA1A2) = lim
k→1/2

logN (even)
2k (ρA1A2) = log

∑
i

|λi|. (5.6)

The most important use of the logarithmic negativity is that it upper bounds the entanglement

of distillation of the bipartite system [51].

One other quantity of interest is the partially transposed entropy, also known as the odd

entropy, which is related to the k → 1 analytic continuation of the odd Rényi negativity and is
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explicitly given by

ST2 ≡ lim
k→1

1

2k − 2
logN2k−1 = −

∑
i

λi log|λi|. (5.7)

We need to include the Rényi entropy-like singular term out front as N (odd)
1 = TrρT2

A1A2
= 1.

5.2.2 Ensemble Averaged Negativity

We can now discuss the ensemble average of the Rényi negativity in the gaussian approxi-

mation. The Schmidt decomposition of a generic energy eigenstate |E⟩ defined on a tripartite

system can be written as

|E⟩ =
∑
i1j1J

MijJ |Ei⟩A1 ⊗ |Ej⟩A2 ⊗ |EJ⟩B (5.8)

where the subscripts denote eigenstates of the subsystem hamiltonians HA1 , HA2 and HB,

respectively. As is convention, we use lowercase indices for states of A and uppercase indices

for states of B. The eigenstate thermalization hypothesis (ETH) instructs us to think of MijJ

as a gaussian random variable with zero mean and energy banded with width ∆ [74, 39]. In

particular, for a system with spatial dimension d ≥ 2, we have the ansatz

MijJ = e−S(EAi
+EAj

+EBJ
)/2

(
e−ϵ2/2∆2

√
2π∆

)1/2

CijJ , (5.9)

where ϵ = EAi
+EAj

+EBJ
−E is the deviation from the total microcanonical energy. When

averaged over a small energy band in EAi
, EAj

and EB, the random coefficients CijJ satisfy

CijJ = 0, CijJCi′j′J ′ = δii′δjj′δJJ ′ . (5.10)
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The effects of finite ∆ will not affect the current and future computation, so we work in the

limit ∆ → 0, where we approximate

MijJ ≈ e−S(E)/2CijJ . (5.11)

The partially transposed density matrix is

ρT2
A1A2

=
1

N
∑

EiEjEJ

Ci1j1JCi2j2J |Ei1 , Ej2⟩⟨Ei2 , Ej1|, (5.12)

or, by replacing dummy variables

ρT2
A1A2

=
1

N
∑

EiEjEJ

Ci1j2JCi2j1J |Ei1 , Ej1⟩⟨Ei2 , Ej2|, (5.13)

where the sum over energies is understood to be in a window of width 3∆, though again we

take this width to vanish. We also have

(
ρT2
A1A2

)n
=

1

N n

∑
Ei1

,Ej1

∑
i1,··· ,in,j1,··· ,jn,J1,···Jn

n∏
m=1

Cimjm+1JmCim+1jmJm|Ei1 , Ej1⟩⟨Ein+1 , Ejn+1|.

(5.14)

Note that the partial transpose has made it so the i (A1) indices are contracted cyclically, while

the j (A2) indices are contracted anti-cyclically. The resolvent equation for these Wick con-

tractions is the same as derived in [67] and we briefly cover the general idea.

A resolvent exists for the ensemble averaging over Wick contractions for the partially trans-

posed density matrix ρT2
A1A2

. We work in the regime where SA2 ≪ SA1 + SB. The resolvent

equation is [67]

λR(λ)i1i2j1j2
= δi1i2j1j2

+ eSB

(
∞∑

m=1

R(λ)2m−2

e(2m−2)SA2

R(λ)i1i2j1j2
+

∞∑
m=1

R(λ)2m−1

e(2m−2)SA2

R(λ)i1i2j1j2

)
(5.15)
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Taking the trace:

λR(λ) = eSA1
+SA2 + eSB

(
∞∑

m=1

R(λ)2m−1(1 +R(λ))

e(2m−2)SA2

)
(5.16)

and resumming gives the final resolvent equation

λR(λ) = eSA1
+SA2 +

eSB

eSA2

R(λ)(1 +R(λ))

1− e2SA2R(λ)2
. (5.17)

We recognize this as the resolvent equation for the moments of a block transposed Wishart

matrix. In the case SA2 = 0 this reduces to the resolvent equation for the untransposed density

matrix. This is a cubic equation and can be solved exactly, but the solution is not enlightening.

In the case of entanglement entropy, it is seen that the moments of a Wishart matrix are

given in closed form by a sum of Narayana numbers [70]. This is derived by an inverse Stielt-

jes transform of the appropriate resolvent and a generating function for the Narayana numbers

gives the eigenvalue spectrum of a Wishart matrix. The inverse Stieltjes transform of the solu-

tion to Eq. (5.17), a generating function for the moments of a block transposed Wishart matrix

(“block transposed Narayana numbers”), will produce the eigenvalue spectrum of a block trans-

posed Wishart matrix (the “negativity spectrum”). The block transposed Narayana numbers are

not known in closed form; see [75] for a recursive definition.

This resolvent equation furnishes a negativity spectrum described by the phase diagram in

Figure 5.1. There are two transitions to consider. The first is when the A and B subsystems are

the same size, i.e. SA1 +SA2 = SB, corresponding to the transition from g = 1 to g = τ in the

phase diagram. From the calculation in [67], we don’t expect any enhanced corrections at this

transition, so we don’t study it in any detail, though the calculation would presumably follow

the same steps. The second transition of interest is when the A1 subsystem is the same size as

the combined A2B subsystem, SA1 = SA2 +SB, corresponding to the transition from g = τ to
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Figure 5.1: Phase diagram of Rényi negativity for various subsystem densities of state. The
g’s label the dominant permutation which appears in the sum over Wick contractions. The
resolvent equation (5.17) is valid in the regime SA2 << SA1 + SB; we’ve indicated the
forbidden region g = X−1 in a lighter shade. Reproduced with minor alterations from [67].

g = X in the phase diagram.

Let’s recall a few facts about the permutation group. For an element g ∈ Sn, we denote the

number of swaps from the identity permutation 1 = (1)(2) · · · (n) to g by ℓ(g) and the number

of distinct cycles in g by χ(g). These quantities satisfy the relation

ℓ(g) + χ(g) = n (5.18)

The number of swaps between two permutations ℓ(g−1h) ≡ d(g, h) introduces a natural dis-

tance measure between two permutations. In particular, there exists the traingle inequality

d(g, g1) + d(g1, h) ≥ d(g, h) (5.19)

A geodesic between two permutations G(g, h) is the set of g′1s which saturate this inequality.
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The sum over permutations we’re interested in takes the form [76, 67, 66]

SUM =
∑
g∈Sn

(eSB)m(eSA1 )p(eSA2 )q (5.20)

where we’ve made the substitutions

m = χ(g), p = χ(g−1X), q = χ(g−1X−1) (5.21)

Here X is the cyclic permutation (12 · · ·n) and X−1 is the anti-cyclic permutation (n n −

1 · · · 1). This is the sum relevant for calculating the moments of a block transposed Wishart

matrix [75], i.e. the weighting of Wick contractions when averaging over a random density

matrix with gaussian correlations. In our work, we’re interested in the permutations which

live on the geodesic G(1, X) and the geodesic G(X,X−1) but not necessarily on the geodesic

G(1, X−1). These permutations satisfy the following three equations:

m+ p = n+ 1

m+ q ≤ n+ 1

p+ q = n+ f(n) (5.22)

where the function f(n) = 1 if n is odd and 2 if n is even. When the second inequality

is saturated, we’re talking about the set of non-crossing pairings τ . There are Cn of these

permutations, where Cn are the Catalan numbers

Cn =
1

n+ 1

(
2n

n

)
(5.23)

An example of a τ permutation on an even number of elements is (12)(34) · · · (n−1 n). A non-

crossing pairing on an odd number of elements will have a single cycle of length 1 and all other
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cycles of length 2. Permutations which live on G(1, X) and G(X,X−1) but not G(1, X−1) are

precisely those which live on the single geodesic G(τ,X), which is the phase transition we’re

interested in. How do we enumerate these permutations? From the two equalities, we have:

p = n− 1−mq = m+ f(n)− 1 (5.24)

From this, we can derive an upper bound on m:

m ≤ n+ 2− f(n)

2
(5.25)

So we’ve reduced the sum over all permutations to a sum over a single parameter m = χ(g).

We now have

SUM =

n−f(n)+2
2∑

m=1

T ′(n,m)
(
eSA2

)f(n)−1 (
eSA1

)n+1
(
eSBeSA2

eSA1

)m

(5.26)

for some counting function T ′(n,m) which denotes the multiplicity at every χ(g). What is this

function? Let’s consider it for both even and odd n. For even n = 2k, the sum is

EVEN SUM =
k∑

m=1

Te(k,m)eSA2

(
eSA1

)2k+1
(
eSBeSA2

eSA1

)m

(5.27)

This is a sum over permutations starting with the cyclic permutation X at m = 1 and ending

with the pairwise connected permutations τ at m = k. Each m corresponds to a permutation

with m cycles of even length. In this case, the numbers Te(k,m) are equivalent to the number

of 2-Dyck paths of order k with m peaks and are given by

Te(k,m) =
1

k

(
k

m

)(
2k

m− 1

)
(5.28)
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The Te(k,m) that appear here are analogous to the Narayana numbers which appear in the sum

over non-crossing permutations. They are sometimes referred to as 2-Narayana numbers and

appeared in various contexts elsewhere [77, 78, 79]. We therefore have

EVEN SUM = eSA2

(
eSA1

)2k+1
k∑

m=1

Te(k,m)

(
eSBeSA2

eSA1

)m

= e2kSA1e2SA2eSB
2F1

(
1− k,−2k, 2;

eSBeSA2

eSA1

)
(5.29)

Now let’s look at the odd case. When n = 2k − 1, the sum over permutations is

ODD SUM =
k∑

m=1

To(k,m)
(
eSA1

)2k (eSBeSA2

eSA1

)m

(5.30)

Now the counting function is slightly different. We can derive it as follows: consider a permu-

tation allowed in the even sum (5.27) with m cycles. The second binomial factor in Eq. (5.28)

can morally be thought of as choosing m − 1 distinct elements to belong to different cycles,

while the rest is a symmetry factor that controls the number of non-crossing permutations

modulo that choice. Therefore, one can think of each non-crossing permutation as living in

a “labelled” superselection sector of size
(

2k
m−1

)
. By ignoring this choice and dividing by this

factor, we can find a degenerate set of “unlabelled” non-crossing permutations. From this set

we can remove an element from each cycle, so one unlabelled permutation in the even sum

generates m distinct unlabelled permutations in the odd sum, which then have to be relabelled

to give the correct counting. This strategy of unlabelling, removing an element, and relabelling

gives us

To(k,m) = m

(
2k−1
m−1

)(
2k

m−1

)Te(k,m) =

(
2k − 1

m− 1

)(
k − 1

m− 1

)
(5.31)

If that was a bit too abstract, we illustrate this procedure in Figure 5.2. The sum over permuta-
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Figure 5.2: The procedure of generating permutations on G(τ,X) for odd n from even n.
We identify even permutations on G(τ,X) which are the same up to the choice of m − 1
elements. Each of these pieces produces m unlabelled odd pieces by removing an element,
and identifying m− 1 elements again gives us all odd permutations on G(τ,X).
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tions for odd n is now

ODD SUM =
(
eSA1

)2k k∑
m=1

Te(k,m)

(
eSBeSA2

eSA1

)m

=
(
eSA1

)2k−1
eSA2eSB

2F1

(
1− 2k, 1− k, 1;

eSBeSA2

eSA1

)
(5.32)

As a sanity check for our counting functions Te(k,m) and To(k,m), both Te(k, k) and To(k, k)

are equal to the symmetry factors for the pairwise connected geometries:

Te(k, k) = Ck, To(k, k) = (2k − 1)Ck−1 (5.33)

and Te(k, 1) = To(k, 1) = 1.

Therefore the ensemble averaged partially transposed density matrices are

Tr(ρT2
A1A2

)2k =
1

N 2k e
2k(SA2

+SB)+SA1eSA2 2F1

(
1− k,−2k; 2; eSA1

−SA2
−SB
)
, SA1 < SA2 + SB

1
N 2k e

2kSA1
+SA2

+SBeSA2 2F1

(
1− k,−2k; 2; eSA2

+SB−SA1

)
, SA1 > SA2 + SB

(5.34)

for even n = 2k and

Tr(ρT2
A1A2

)2k−1 =
1

N 2k−1 e
(2k−1)(SA2

+SB)+SA1 2F1

(
1− 2k, 1− k; 1; eSA1

−SA2
−SB
)
, SA1 < SA2 + SB

1
N 2k−1 e

(2k−1)SA1
+SA2

+SB
2F1

(
1− 2k, 1− k; 1; eSA2

+SB−SA1

)
, SA1 > SA2 + SB

(5.35)

for odd n = 2k − 1.
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5.3 Negativity Phase Transitions

We can use Eqs. (5.34) and (5.35) to understand the difference between the microcanonical

and canonical Rényi negativities in a chaotic eigenstate, using much the same techniques as

were used in [70]. We denote by fA1 the volume fraction of A1 such that the naı̈ve phase

transition happens at fA1 = 1/2. We also denote the volume fraction of A2 by fA2 and use

fA = fA1 + fA2 to denote the total volume fraction of system A.

We impose energy conservation in all three subsystems, such that our ansatz is for subsys-

tem entropies is

SA1(EA1) = fA1V s

(
EA1

fA1V

)
SA2(EA2) = fA2V s

(
EA2

fA2V

)
SB(E − EA1 − EA2) = (1− fA)V s

(
E − EA1 − EA2

(1− fA)V

)
. (5.36)

These again follow from ergodicity and imposing that the subsystem entropy is only a function

of the subsystem energy density.

5.3.1 Comments on Our Ensemble Averaging

Unlike the case of Rényi entropy, the ensemble average over the partially transposed den-

sity matrix is not equivalent to upgrading the resummed traces (5.34) and (5.35) using the

ansatz (5.36). The reason for this is that energy conservation between replicated subsystems

for negativity forces “non-adjacent” subsystems to interact. The rules for energy conservation

are outlined in [66]1. For a given permutation, one can “follow the lines” of the three sub-

systems to see how the replicas interact. For an untransposed system, the constraints conspire

such that a resolvent sum over diagrams holds away from the infinite temperature limit.
1We thank Jonah Kudler-Flam for discussions on this point and explaining his work.
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This is no longer the case upon transposing. For simple permutations like g = 1 and

g = X , imposing the constraints returns integrals similar to those in the Rényi entropy case.

Things get more involved for general permutations on G(τ,X); the simplest permutations are

a subset of our τ permutations, labelled τES in [66]:

τES = (12)(34) · · · (n− 1 n) or (23)(45) · · · (n 1) (5.37)

These permutations require an integral over four subsystem energies, and the number of inte-

grals only grows for arbitrary permutations on G(τ,X). This implies our ansatz (5.36) doesn’t

describe energy conservation described by disorder averaging over (5.14).

Given this obstruction, we make the choice to connect the replicas in a manner that reduces

to the smallest number of integrals over subsystem energies. This has the advantage of allowing

us to write a resolvent equation and resum the relevant permutations, while not having a correct

interpretation as a trace-preserving energy flow between replicas. This produces some obvious

pathologies, such as disagreement between the second even Rényi negativity and the second

Rényi entropy, which must agree for a well-defined density matrix. However, as we’ll see, even

in this model one can reproduce some features of negativity seen in the gravitational model,

namely large deviations from the thermodynamic answer for entanglement negativity and an

enhanced correction for the partially transposed entropy.

5.3.2 Even Rényi Negativity

We’ll start with studying the even Rényi negativities, from which the logarithmic negativity

descends. Our expressions for the logarithms of the canonical ensemble and microcanonical
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ensemble Rényi negativities using our previous ansatzes are as follows:

N2k =
1

N 2k

∫
dEA1dEA2e

SA1
(EA1

)+2SA2
(EA2

)+SB(E−EA1
−EA2

)Gk(fA1 , fA2 , EA1 , EA2)

NMC
2k =

1

N 2k

∫
dEA1dEA2e

SA1
(EA1

)+SA2
(EA2

)+2k(SA2
(EA2

)+SB(E−EA1
−EA2

)), (5.38)

where the function Gk(fA1 , fA2 , EA1 , EA2) is defined as the k-dependent part of Eq. (5.34)

Gk(fA1 , fA2 , EA1 , EA2) =
e(2k−1)(SA2

+SB)
2F1

(
1− k,−2k; 2; eSA1

−SA2
−SB
)
, SA1 < SA2 + SB

e(2k−1)SA1 2F1

(
1− k,−2k; 2; eSA2

+SB−SA1

)
, SA1 > SA2 + SB,

(5.39)

and N (with no other sub/superscripts) is an overall normalization given by

N =

∫
dEA1dEA2e

SA1
(EA1

)+SA2
(EA2

)+SB(E−EA1
−EA2

). (5.40)

Whenever unspecified, the subsystem entropies should now be understood to be valued at the

subsystem energies, which we only omit for notational clarity. We write the difference between

the logarithms of these quantities as

logN2k − logNMC
2k ≡ log

(∫
dEA1dEA2 exp(F1(EA1 , EA2))∫
dEA1dEA2 exp(F2(EA1 , EA2))

)
, (5.41)

where the functions F1(EA1 , EA2) and F2(EA1 , EA2) are defined via the corresponding inte-

grands in Eq. (5.38). The strategy will be to find saddle points forF1(EA1 , EA2) andF2(EA1 , EA2)

and use the relative behavior of those saddle points to determine the scaling of the correction

at transition.

68



Entanglement Negativity Transitions in Chaotic Eigenstates Chapter 5

Figure 5.3: A schematic plot of regions (shaded in red) in the EA1 − EA2 plane where our
ansatz for the dominant sum over permutations does not hold. The lines separating the regions
will depend sensitively on the form of s(e) and the volume fractions of the subsystems.

We have two coupled saddle point equations for each both functions, which are given by

s′

(
E

(1)
1

fA1V

)
= s′

(
E − E

(1)
1 − E

(2)
1

(1− fA)V

)
−
∂EA1

Gk(fA1 , fA2 , E
(1)
1 , E

(2)
1 )

Gk(fA1 , fA2 , E
(1)
1 , E

(2)
1 )

2s′

(
E

(2)
1

fA2V

)
= s′

(
E − E

(1)
1 − E

(2)
1

(1− fA)V

)
−
∂EA2

Gk(fA1 , fA2 , E
(1)
1 , E

(2)
1 )

Gk(fA1 , fA2 , E
(1)
1 , E

(2)
1 )

s′

(
E

(1)
2

fA1V

)
= 2ks′

(
E − E

(1)
2 − E

(2)
2

(1− fA)V

)

(2k + 1)s′

(
E

(2)
2

fA2V

)
= 2ks′

(
E − E

(1)
2 − E

(2)
2

(1− fA)V

)
, (5.42)

where the pair E1 = (E
(1)
1 , E

(2)
1 ) denotes a saddle point forF1(EA1 , EA2), while E2 = (E

(1)
2 , E

(2)
2 )

denotes the saddle point for F2(EA1 , EA2). As F2(EA1 , EA2) is a strictly concave function,

there is only one global maximum. F1(EA1 , EA2) on the other hand can have two maxima, as

Gk(fA1 , fA2 , EA1 , EA2) is strictly nonmonotonic.

The first thing we have to be careful about is whether we are still within our regime of

validity for probing the transition of interest. In the case of Rényi entropy, the fact that the
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dominant contribution comes from non-crossing partitions was assumed to hold for all of pa-

rameter space, that is for all values of subsystem entropy. This can be traced back to the fact

that the dominant permutations all lie on a single geodesic G(1, X). In our case, we’re try-

ing to probe the transition on one geodesic G(τ,X) while suppressing diagrams from other

geodesics, which imposes some natural constraints on the size of our subsystems.

We are justified in only considering the diagrams from Section 5.2.2 only if the saddle point

energies satisfy the conditions:

SA2(E
(2)
1,2) < SA1(E

(1)
1,2) + SB(E − E

(1)
1,2 − E

(2)
1,2)

SB(E − E
(1)
1,2 − E

(2)
1,2) < SA1(E

(1)
1,2) + SA2(E

(2)
1,2), (5.43)

such that all contributions from subleading permutations remain subleading. We include a

rough phase diagram of the allowed region to explore in Figure 5.3. If the saddle point lies

outside the allowed region, our answer for the dominant sum over permutations no longer

holds, so we shouldn’t try to explore those regions of phase space.

This means before attempting to compute corrections at transition for all subsystem volume

fractions, we should derive some bounds on the regime of validity of our approximation. We’ll

make use of the following inequality:

SA1(EA1) + SA2(EA2) + SB(E − EA1 − EA2) ≤ V s

(
E

V

)
, (5.44)

which follows from the fact that our subsystem entropy function s(e) is concave. Plugging in

the saddle points and using the first constraint in Eq. (5.43) we can write

2SA2(E
(2)
2 ) < SA1(E

(1)
2 ) + SA2(E

(2)
2 ) + SB(E − E

(1)
2 − E

(2)
2 ) < V s

(
E

V

)
⇒ SA2(E

(2)
2 ) <

V

2
s

(
E

V

)
. (5.45)
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We can use this relation to find

SA2(E
(2)
2 ) = fA2s

(
E

(2)
2

fA2V

)
> fA2s

(
E

(2)
2

V

)

⇒ fA2s

(
E

(2)
2

V

)
<
V

2
s

(
E

V

)
, (5.46)

as E(2)
2 < E, a constraint on fA2 which makes this true for all subsystem entropy densities is

fA2 < 1/2. (5.47)

Therefore our calculations are only valid when subsystemA2 is less than half of the total system

size. We can find a similar inequality on SB using the second constraint in Eq. (5.43). We have

2SB(E − E
(1)
2 − E

(2)
2 ) < SA1(E

(1)
2 ) + SA2(E

(2)
2 ) + SB(E − E

(1)
2 − E

(2)
2 ) ≤ V s

(
E

V

)
⇒ SB(E − E

(1)
2 − E

(2)
2 ) <

V

2
s

(
E

V

)
. (5.48)

We can therefore write

SB(E − E
(1)
2 − E

(2)
2 ) = (1− fA)V s

(
E − E

(1)
2 − E

(2)
2

(1− fA)V

)

> (1− fA)V s

(
E − E

(1)
2 − E

(2)
2

V

)

⇒ (1− fA)V s

(
E − E

(1)
2 − E

(2)
2

V

)
<
V

2
s

(
E

V

)
. (5.49)

Again, a result that makes this inequality true for all saddle point energies is

fA > 1/2. (5.50)
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Figure 5.4: Excluded volume fractions from our analysis of the cyclic to pairwise phase
transition. Describing the colored “forbidden” regions would require a sum over permutations
we assert to be subdominant.

This ties together a nice family of restrictions: both subsystems A2 and B have to have volume

fraction less then half of the system. We illustrate these constraints in Figure 5.4. This makes

some sense, as we want to probe transitions dominated by the behavior of A1 relative to the

rest of the system.

Another way of seeing there should be a restricted regime for our procedure is as follows:

entanglement negativity is agnostic as to which subsystem A1 or A2 one applies the partial

transpose to. This would of course result in an averaged density matrix trace symmetric under

exchange of SA1 and SA2 , which our expressions (5.34) and (5.35) are not. However, by writing

a resolvent equation valid only in a certain parameter regime, we can no longer comfortably

integrate over all energies. This is an important point because the deviations from the feature-

less case can in principle be of order the system size, and so corrections are not necessarily

perturbative as they were assumed to be in [67].

We can, however, be comfortable in the validity of our calculation if the saddle points for

F1(EA1 , EA2) and F2(EA1 , EA2) obey the conditions above, so restricting to the set of entropy
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functions which satisfy Eq. (5.43), let’s first look at the saddle point equations for E2. Setting

the third and fourth equations equal yields

s′

(
E

(1)
2

fA1V

)
= (2k + 1)s′

(
E

(2)
2

fA2V

)
. (5.51)

As s′(e) is a monotonically decreasing function, for all k > 0 we have the inequality

E
(2)
2 >

fA2

fA1

E
(1)
2 . (5.52)

We can use this inequality to write a simple inequality on E(1)
2 by rewriting the E(1)

2 saddle

point equation as

s′

(
E

(1)
2

fA1V

)
> 2ks′

E − fA
fA1

E
(1)
2

(1− fA)V

 . (5.53)

Now we have an inequality which depends on k, as we can write

E
(1)
2 < fA1E, k ≥ 1/2. (5.54)

Note that this result is also valid for k = 1/2, as the relation (5.52) is a strict inequality which

is never saturated for positive k. We can use a similar strategy to write an inequality for E(2)
2 .

Rewriting the E(2)
2 equation with (5.52) yields

(2k + 1)s′

(
E

(2)
2

fA2V

)
< 2ks′

E − fA
fA2

E
(2)
2

1− fA

 . (5.55)

The resulting inequality has a slightly different k dependence:

E
(2)
2 > fA2E, k > 0. (5.56)
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The last inequalities we can write are those for the saddle point values of SA1 and SA2:

SA1(E
(1)
2 ) = fA1V s

(
E

(1)
2

fA1V

)
< fA1V s

(
E

V

)

SA2(E
(2)
2 ) = fA2V s

(
E

(2)
2

fA2V

)
> fA2V s

(
E

V

)
. (5.57)

We’d like to find conditions on the hypergeometric being stuck on the first branch, i.e. SA1 <

SA2 + SB. This is guaranteed to happen if the weaker inequality SA1 < SA2 is satisfied, which

from Eq. (5.57) is necessarily true when

fA2 > fA1 . (5.58)

If we assume SA1 < SA2 for the E1 saddle point as well, the argument of the hypergeometric is

exponentially suppressed and we can approximate it by

2F1(1− k,−2k; 2;x) ≈ 1 + k(k − 1)x, (5.59)

where the small parameter x is now

x ≡ eSA1
(E

(1)
1 )−SA2

(E
(2)
1 )−SB(E−E

(1)
1 −E

(2)
1 ). (5.60)

Under this assumption the saddle point equations for E1 and E2 are the same up to exponentially

suppressed terms, and therefore the saddle points E1 and E2 are exponentially close. This leads

to the following form of corrections to ETH:

logN2k − logNMC
2k ∝ O(e−cV ), k ≥ 1/2, fA2 > fA1 (5.61)

We can write a similar inequality for which SA1 < SB is always satisfied. We recall the E(1)
2
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saddle point equation:

s′

(
E

(1)
2

fA1

)
= 2ks′

(
E − E

(1)
2 − E

(2)
2

(1− fA)V

)
. (5.62)

At k = 1/2 there’s clearly an equality between the arguments of the functions on the right and

left, so for k ≥ 1/2 we have the inequality

E
(1)
2

fV
≤ E − E

(1)
2 − E

(2)
2

(1− fA)V
, k ≥ 1/2. (5.63)

We’d like to satisfy the inequality SA1 < SB, or

fA1V s

(
E

(1)
2

fV

)
< (1− fA)V s

(
E − E

(1)
2 − E

(2)
2

(1− fA)V

)
. (5.64)

This is always satisfied if

fA1 < 1− fA. (5.65)

So far we have two constraints which carve out a corner of the phase space for all k ≥ 1/2.

Now let’s try to find a condition such that SA1 > SA2 + SB. Using our previous ansatz this

condition is written as

fA1s

(
E

(1)
2

fA1V

)
> fA2s

(
E

(2)
2

fA2V

)
+ (1− fA)s

(
E − E

(1)
2 − E

(2)
2

(1− fA)V

)
. (5.66)

For all k > 0 we can use Eq. (5.52) to rewrite this as

(fA1 − fA2)s

(
E

(2)
2

fA2V

)
> (1− fA)s

(
E − E

(1)
2 − E

(2)
2

(1− fA)V

)
. (5.67)
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Using the E(2)
2 saddle point equation, there exists for k > 0:

E
(2)
2

fA2

>
E − E

(1)
2 − E

(2)
2

1− fA
. (5.68)

Therefore, SA1 > SA2 + SB is always satisfied if

fA1 − fA2 > 1− fA ⇒ fA1 > 1/2, k > 0. (5.69)

For these volume fractions the corrections to the Rényi negativity are extensive in the system

size, as E1 and E2 have no relation:

logN2k − logN2k ∝ O(V ), k > 0, fA1 > 1/2. (5.70)

We summarize the results so far in Figure 5.5. In that phase diagram, none of the boundaries

should be though of as sharp, that is as Eq. (5.52) is never saturated for k > 0, neither are

any constraints that depend on it. The interpolation between O(e−cV ) corrections and O(V )

corrections will happen somewhere in this “unknown region”, though the only relevant point

is that at fA1 = 1/2 we should still be in a region with extensive corrections. In particular this

implies the logarithmic negativity receives O(V ) corrections, as was noted in [67].2

We won’t comment on the case k < 1/2 for fA1 < 1/2, though the expectation is that,

like the n < 1 Rényi entropy, these measures always receive volume law corrections. It’s

also entirely possible the interpolating line continues moving towards the point (0, 1/2), mean-

ing there’s some set of volume fractions for which arbitrarily small but positive k are well-

approximated by ETH.

2At k = 1, the even Rényi negativity is equal to the second Rényi entropy S2(ρA), which for fA1
+fA2

> 1/2
is expected to always receive volume law corrections, which we don’t see for all volume fractions. This could be
a consequence of the restriction to a particular phase transition, but more likely is a result of the issues discussed
in our ansatz above.
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Figure 5.5: Phase diagram for corrections to even Rényi negativities. The concave region
with O(e−cV ) corrections comes from requiring SA1 < SA2 and/or SA1 < SB . The O(V )
region requires SA1 > SA2+SB . The interpolation between these regions will lie somewhere
with fA1 < 1/2 and is outlined by the dashed lines. The yellow curve represents a system
specific boundary which will depend on k and potentially on the specifics of s(e).
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5.3.3 Odd Rényi Negativity

We can repeat the previous analysis for odd n. We have different expressions for the canon-

ical and microcanonical Rényi negativities:

logN2k−1 =
1

N2k−1

∫
dEA1dEA2e

SA1
(EA1

)+SA2
(EA2

)+SB(E−EA1
−EA2

)Gk(fA1 , fA2 , EA1 , EA2)

logNMC
2k−1 =

1

N2k−1

∫
dEA1dEA2e

SA1
(EA1

)+(2k−1)(SA2
(EA2

)+SB(E−EA1
−EA2

)), (5.71)

where Gk(fA1 , fA2 , EA1 , EA2) is now defined by Eq. (5.35) as:

Gk(fA1 , fA2 , EA1 , EA2) =
e(2k−2)(SA2

+SB)
2F1

(
1− k, 1− 2k; 1; eSA1

−SA2
−SB
)
, SA1 < SA2 + SB

e(2k−2)SA1 2F1

(
1− 2k, 1− k; 1; eSA2

+SB−SA1

)
, SA1 > SA2 + SB.

(5.72)

Again the subsystem entropies should be valued at their respective subsystem energies. No-

tably logN2k−1 enjoys a symmetry under SA1 ↔ SA2 + SB. We again write the difference

between the canonical and microcanonical answers as

logN2k−1 − logNMC
2k−1 = log

(∫
dEA1dEA2 exp(F1(EA1 , EA2))∫
dEA1dEA2 exp(F2(EA1 , EA2))

)
(5.73)
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and use the same ansatz (5.36) to write the saddle point equations for F1 and F2 as

s′

(
E

(1)
1

fA1V

)
= s′

(
E − E

(1)
1 − E

(2)
1

(1− fA)V

)
−
∂EA1

Gk(fA1 , fA2 , E
(1)
1 , E

(2)
1 )

Gk(fA1 , fA2 , E
(1)
1 , E

(2)
1 )

s′

(
E

(2)
1

fA2V

)
= s′

(
E − E

(1)
1 − E

(2)
1

(1− fA)V

)
−
∂EA2

Gk(fA1 , fA2 , E
(1)
1 , E

(2)
1 )

Gk(fA1 , fA2 , E
(1)
1 , E

(2)
1 )

s′

(
E

(1)
2

fA1V

)
= (2k − 1)s′

(
E − E

(1)
2 − E

(2)
2

(1− fA)V

)

s′

(
E

(2)
2

fA2V

)
= s′

(
E − E

(1)
2 − E

(2)
2

(1− fA)V

)
. (5.74)

Let’s again investigate the saddle point for F2. We immediately see

E
(2)
2

fA2

=
E − E

(1)
2 − E

(2)
2

1− fA
(5.75)

for all k! This is a striking result, as it means we can write the sum of subsystem entropies in

A2 and B as

SA2(E
(2)
2 ) + SB(E − E

(1)
2 − E

(2)
2 ) ≡ SA1

(E
(2)
2 ) = (1− fA1)s

(
E

(2)
2

fA2V

)
(5.76)

This is important as for the odd Rényi negativity, SA2 and SB always appear summed, so

if we’re only interested in the leading saddle point approximation we can treat them as one

subsystem entropy SA1
. As such we can rewrite the single saddle point equation as

s′

(
E

(1)
2

fA1V

)
= (2k − 1)s′

(
E

(2)
2

fA2V

)
. (5.77)
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At k = 1 we can exactly solve for the subsystem energies and they are, unsurprisingly, propor-

tional to the volume fractions of their respective subsystems:

E
(1)
2 = fA1E, k = 1

E
(2)
2 = fA2E, k = 1. (5.78)

When k > 1, we again have

E
(2)
2 >

fA2

fA1

E
(1)
2 , (5.79)

which was true for general k in the even case. Similar inequalities on volume fraction hold in

the odd case; we still have

E
(1)
2 < fA1E, k > 1

E
(2)
2 > fA2E, k > 1. (5.80)

From this the inequality SA1 < SA1
is clearly satisfied when

fA1 < 1/2, (5.81)

and corrections are exponentially suppressed. For fA1 > 1/2, this won’t be true generically

and the corrections are extensive.

We can also say interesting things about k < 1. In this case the inequalities are flipped:

E
(1)
2 > fA1E, k < 1

E
(2)
2 < fA2E, k < 1

E
(2)
2 <

fA2

fA1

E
(1)
2 . (5.82)
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We can check where SA1 > SA1
. From the inequality (5.82) we have

SA1(E
(1)
2 ) = fA1V s

(
E

(1)
2

fA1V

)
> fA1V s

(
E

V

)

SA1
(E

(2)
2 ) = (1− fA1)V s

(
E

(2)
2

fA2V

)
< (1− fA1)V s

(
E

V

)
. (5.83)

We see that SA1 > SA1
is guaranteed to be satisfied if fA1 > 1/2, and indeed there is no generic

behavior for fA1 < 1/2. Thus the corrections are extensive for all volume fractions for k < 1.

5.3.4 Odd Rényi Negativity at Transition

We would like to study this case in analogy with the entanglement entropy, for reasons that

will be clear shortly. Let’s follow the same procedure explained in [70] of dividing F1 into two

pieces, Fdom and F∆, defined as

Fdom = SA1(EA1) + SA2(EA2) + SB(E − EA1 − EA2)

+ (2k − 2)max{SA1(EA1), SA2(EA2) + SB(E − EA1 − EA2)}

F∆ = log 2F1

(
1− 2k, 1− k; 1; e−|SA1

(EA1
)−SA2

(EA2
)−SB(E−EA1

−EA2
)|) . (5.84)

That is, we take the dominant contribution and relegate the subleading contributions to a term

bounded by O(1) in volume factors:

1 ≤ eF∆ ≤ ak, ak ≡
(
3k − 2

k − 1

)
=

Γ(3k − 1)

Γ(k)Γ(2k)
= 1 + (k − 1) +O(k − 1)2. (5.85)

The averaged Rényi negativity, with a 1
2k−2

factor which will be important later, can be rewrit-

ten as
1

2k − 2
logN2k−1 =

1

2k − 2
log

(
1

N2k−1

∫
dEA1dEA2e

Fdom+F∆

)
, (5.86)
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and we can bound logN2k−1 via

logN2k−1 − logN dom
2k−1 ≤

1

2
+O(k − 1). (5.87)

As such N dom
2k−1 is enough to look for corrections larger than O(1).

Unlike the Rényi entropy, at f = 1/2 there’s no obvious reflection symmetry of the energies

in Fdom, and indeed we don’t find one numerically. There is, however, a symmetry in the saddle

points, which we’ll argue for as follows. Call the two saddle points for Fdom (or F1, it makes

no difference here) E (a)
1 = (E

(1,a)
1 , E

(2,a)
1 ) and E (b)

1 = (E
(1,b)
1 , E

(2,b)
1 ). Under the exchange

SA1 ↔ SA1
, the saddles are swapped due to the symmetry of the odd Rényi negativity. It’s

clear then at fA1 = 1/2 there exists the equivalence

E
(1,a)
1

fA1

=
E

(2,b)
1

fA2

E
(1,b)
1

fA2

=
E

(2,a)
1

fA2

. (5.88)

This means that the two saddle points contribute with equal magnitude, which contributes an

O(1) factor to the difference between the canonical and microcanonical negativities:

1

2k − 2

(
logN dom

2k−1 − logNMC
2k−1

)
=

log 2

2− 2k
∼ O(1) (5.89)

However, as in the case of von Neumann entropy, there is a subtlety related to the fact that

the two saddles collide in the limit k → 1, i.e. the partially transposed entropy. As they collide,

there is an emergent region between the saddles which contributes to the integral, so we can’t

treat the presence of multiple equivalent saddles at leading order, we must integrate over the

interpolating region. We show a plot of this phenomenon in Figure 5.6. Let’s solve the F2

saddle point equations perturbatively in δ ≡ 2k − 2. The E(1)
2 saddle point equation (5.77)
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Figure 5.6: Plots of F1(EA1 , EA2) at phase transition. We’ve set E = V = 1, fA1 = 1/2,
and fA2 = 3/10. For large k (upper left), the two saddle points are well-separated and
can be treated separately. As we decrease k (upper right) the saddle points approach one
another and produce an emergent flat region. At exactly k = 1 (bottom) the saddle
points coincide at (fA1E, fA2E). The dotted line connecting the saddle points is given by
EA2 = −2fA2(EA1 − E); all saddles at fA1 = 1/2 lie along this line.
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becomes

s′

(
E

(1)
2

fA1V

)
= (1 + δ)s′

(
E

(2)
2

fA2V

)
≈ s′

(
E

(2)
2

fA2V
+ δ

s′ (E/V )

s′′ (E/V )

)
, (5.90)

where we’ve again used that E(2)
2 = fA2E. Combining this with the unchanged equality (5.75)

and plugging in fA1 = 1/2 yields

E
(1)
2 =

E

2
+
V δ

4

s′(E/V )

s′′(E/V )

E
(2)
2 = fA2E − fA2V δ

2

s′(E/V )

s′′(E/V )
(5.91)

From this we can write our subsystem entropies SA1 and SA1
in the familiar form

SA1(E
(1)
2 ) =

1

2
s

(
E +

V δ

2

s′(E/V )

s′′(E/V )

)
SA1

(E
(2)
2 ) =

1

2
s

(
E − V δ

2

s′(E/V )

s′′(E/V )

)
(5.92)

What happens as k → 1 for the odd Rényi negativity is precisely the same as what happens

for the n → 1 von Neumann entropy, namely that the F∆ term “fills in” the space between the

two saddles. The only difference is that this flat direction runs between two saddles separated

along a line in the EA1 − EA2 plane specified by fA2 . The rest of the calculation is completely

unchanged from that of the von Neumann entropy, and there is an enhanced correction exactly

of the same form:

ST2 − ST2
MC = −

√
CV

2π
+O(δ) ∼ O(

√
V ) (5.93)

In [67], it was noted that a naı̈ve calculation shows the partially transposed entropy receives

O(
√
V ) corrections, but a more accurate analysis shows it receives O(V ) corrections. It would

be interesting to understand the difference between our calculation and theirs.3

3A possible resolution is that our calculation was done at fixed fA2 , roughly the same as fixing k2 in [67].
Only when k = k1k2 was fixed, similar to fixing fA, do they see O(V ) corrections.
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5.4 Discussion

In this work we’ve studied a class of tripartite entanglement measures, the Rényi nega-

tivities, in a toy model of a chaotic eigenstate. We’ve resummed the relevant non-crossing

permutations obtained via Wick contractions relevant at the transition of interest and studied

the corrections to the dominant microcanonical saddle while imposing energy conservation

only within each copy in our ensemble average.

With this simplification the main takeaway is as follows: logarithmic negativity and its

Rényi generalizations thereof are not always “good” chaotic observables in the sense that their

fluctuations (the difference between the canonical and microcanonical expectation values) are

often of the same order as the quantities themselves, implying they are not self-averaging for

all volume fractions. We’ve shown this is the case for the even Rényi negativity at transition,

as well as for both even and odd Rényi negativities for fA1 > 1/2. In particular we’ve shown

that odd Rényi negativity behaves mostly the same as Rényi entropy at the τ to X transition,

exhibiting a O(
√
V ) enhanced correction at exactly k = 1. One surprising outcome is that, for

both Rényi negativities, canonical typicality holds in some cases where the partially transposed

density matrix is defined on a subsystem A1A2 larger than half of the total system.
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Future Directions

The work presented in Chapter 2 gives way to a few possible directions for future work. First,

numerical testing of non-Abelian ETH are called upon to validate our theoretical results. It

would also be instructive to see theoretical results derived for systems with other conserved

non-Abelian charges. Numerical evidence for a variety of quantum chaotic systems with con-

served non-Abelian charges would fortify our claim of non-Abelian ETH to suffice as a full

extension of standard ETH.

The question of what connections, if any, non-Abelian ETH and quantum many-body scars

(QMBS) have is also worth exploring. QMBS arise due to non-Abelian symmetries (spec-

trum generating algebras) [16]. These spectrum generating algebras create a few1 states which

violate ETH. As mentioned in the chapter, the possibility for anomalous thermalization is re-

marked in [19]. This depends on two things: specific initial states and sub-extensive scalings

of an observable. Perhaps there could be a link between QMBS and these initial states.

The results of Chapter 3 pave the way for understanding the spectra of a single-spin-

component operator in truly correlated systems. The spectra found in [35] for a single-spin-

component operator seems to take on the form of a correlated centered Jacobi ensemble. Gener-

1A set of measure zero in the thermodynamic limit.
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ally, correlated Jacobi ensembles do not have an analytical form, regardless of their correlation

structure [80]. Nevertheless, it would be incredibly illuminating to see if information about

the correlation structure between energy states in a physical system could be extracted by an-

alyzing deviations from our benchmark. This could, perhaps, come from either analytical or

numerical methods.

The possible directions for the work present in Chapter 4 are a bit more vague and broad.

QFI has been used in many different contexts. Most work involving QFI presents results based

on performing a local unitary transformation on an initial state. It would be interesting to

see how results differ, in any context, if one considers the other protocols described here. One

example is measuring multipartite entanglement via QFI in a system that has thermalized. Con-

sidering a local unitary operation, [42] gives a bound on n-particle entanglement. Analyzing

how these different protocols change the resulting entanglement warrants exploration.

Finally, we discuss some extensions to the work of Chapter 5. First, our simplification

yielded results close to that of [70] and it would be interesting to be able to give some physical

interpretation to it. This should be followed up by finding a tractable way of conducting a

more detailed analysis without the simplification of energy conservation within each copy in

our ensemble. It would be illuminating to see the corrections to our results from imposing

energy conservation between replicas as described in [66], and to understand if our simplified

ansatz produces similar corrections at transition.

More generally, a necessary restriction in our analysis is summing only over a subset of all

relevant permutations near a particular phase transition. It would be useful to find a closed-form

expression for the moments of a block transposed Wishart matrix without these assumptions,

which would involve finding a closed form solution to the recursion relation in [75]. This

would be especially nice as we could probe the region fA < 1/2, which is where one could

expect ETH to hold as the partially transposed density matrix is defined on less than half of the

total system.
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A technical point in our analysis was the use of 2-Dyck paths and 2-Narayana numbers,

as opposed to (1-)Dyck paths which appear in the calculation of entanglement entropy. It is

possible some further generalization of Narayana numbers (as in e.g. [78]) will be relevant for

calculating transitions in higher-party entanglement measures in a similar model.

So far, we have only discussed Rényi negativity, but there exists a family of holographically

inspired measures termed “refined” Rényi negativities, which are given by

ST2(n)(ρA1A2) = −n2∂n

(
1

n
logN (odd/even)

n (ρA1A2)

)
. (6.1)

We have not touched on the structure of transitions in these measures, but they could pre-

sumably be treated in the same way we have presented. Of particular interest is the refined

Rényi 2-negativity ST2(2), the n → 2 limit of the even refined Rényi entropy. This quantity is

explicitly given by

ST2(2) = − lim
m→1

m2∂m

(
1

m
logN (even)

2m

)
= −

∑
i

λ2i∑
j λ

2
j

log

(
λ2i∑
j λ

2
j

)
(6.2)

which is the von Neumann entropy of the normalized density matrix
(
ρT2
A1A2

)2
. Consequently,

the expectation is that the corrections will be O(
√
V ), which is indeed what is seen in the

gravitational setting. It would be nice to derive this relation from our formalism.

Additionally, this formalism could be applied to study the reflected entropy [81] and its

Rényi generalizations thereof [82, 83, 84]. Reflected entropy has been studied in a similar

gravitational system [83] and was shown to have O(
√
V ) corrections at transition, as in the

case of the von Neumann entropy, derived via a resolvent calculation. Presumably the relevant

permutations could be enumerated and the corrections calculated as we’ve done in this work.

We only considered the case where energy is conserved in all three subsystems. The authors

of [66] consider some cases in a similar model where some subsystems are fixed at infinite
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temperature, which would correspond to freezing the density of states in those subsystems; it

would be interesting to understand to what extent this changes our results.

The rapid progress in technology has made it increasingly realistic to construct and manip-

ulate quantum mechanical systems. This development necessitates further advancements in the

study of quantum chaos and the eigenstate thermalization hypothesis. By exploring these ar-

eas, we can uncover additional universal properties of quantum chaotic systems, enhancing our

understanding of the fundamental principles that govern them. As we delve deeper into this

fascinating realm, new insights and discoveries await, promising exciting avenues for future

research and applications.
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