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Highlights 

• The ground temperatures in a field-scale soil-borehole thermal energy storage system 

were simulated under the boundary conditions associated with heat collection from 

solar thermal panels. 

• A numerical model for coupled heat transfer and water flow considering enhanced 

vapor diffusion and phase change was calibrated using reconstituted specimens and 

validated against the measured field temperature data for heating and ambient cooling 

periods.  

• The transient temperature measurements and simulation results indicate the positive 

aspects of installing thermal energy storage systems in unsaturated soils in the vadose 

zone. 

• The simulation results indicate that a permanent decrease in the degree of saturation 

near the heat exchangers may have occurred. However, the zone of influence was not 

significant enough to have an overlapping effect between the heat exchangers for the 

conditions considered in this study. 

• The decrease in degree of saturation led to a decrease in thermal conductivity and 

volumetric heat capacity near the heat exchangers that may lead to different transient 

responses upon subsequent heat injection events. 

Highlights
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TRANSIENT EVALUATION OF A SOIL-BOREHOLE THERMAL ENERGY STORAGE SYSTEM 1 

by Tuğçe Başer, Ph.D.1  and John S. McCartney, Ph.D., P.E.2 2 

ABSTRACT: This study focuses on the simulation of transient ground temperatures in a field-3 

scale soil-borehole thermal energy storage (SBTES) system in San Diego, California. The SBTES 4 

system consists of an array of thirteen 15 m-deep borehole heat exchangers installed in 5 

conglomerate bedrock at a spacing of approximately 1.5 m. Heat collected from solar thermal 6 

panels was injected into the SBTES system over a 4-month period, after which the subsurface 7 

was monitored during a 5-month ambient cooling period. The SBTES system is located in the 8 

vadose zone above the water table with relatively dry subsurface conditions, so a coupled heat 9 

transfer and water flow model was used to simulate the ground response using thermo-10 

hydraulic constitutive relationships and parameters governing vapor diffusion and water phase 11 

change calibrated using soil collected from the site. The simulated ground temperatures from 12 

the model match well with measurements from thermistors installed at different radial 13 

locations and depths in the SBTES system and are greater than those simulated using a 14 

conduction-only model for saturated conditions. Significant overlap between the effects of the 15 

borehole heat exchangers was observed in terms of the ground temperature. Although the 16 

numerical simulations indicate that permanent decreases in degree of saturation and thermal 17 

conductivity occurred at the borehole heat exchanger locations, the zone of influence of these 18 

changes was relatively small for the particular site conditions.  19 

KEYWORDS: Thermal energy storage; Field-scale testing; Vertical boreholes; Unsaturated soil 20 
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1. INTRODUCTION 21 

Soil-borehole thermal energy storage (SBTES) systems are used for storing heat 22 

collected from renewable sources in the subsurface so that it can be used later for space or 23 

water heating. Heat sources such as solar thermal panels generate heat during the day with a 24 

greater energy generation during summer months, so SBTES systems permit storage of the 25 

abundant and free thermal resource (Sibbitt et al. 2012, McCartney et al. 2013). SBTES systems 26 

function similarly to geothermal heat exchange systems, where a carrier fluid is circulated 27 

through a closed-loop pipe network installed in vertical boreholes backfilled with sand-28 

bentonite. Different from boreholes in conventional geothermal heat exchange systems, the 29 

boreholes in SBTES systems are spaced relatively close together (1-2 m) in an array to 30 

concentrate heat in the subsurface (Claesson and Hellström 1981). SBTES systems are a 31 

convenient alternative to other energy storage systems as they are relatively inexpensive, 32 

involve storage of renewable energy (solar thermal energy), and are space efficient as they are 33 

underground (Başer and McCartney 2015a).  34 

Despite the successful use of SBTES systems in community-scale applications (Sibbitt et 35 

al. 2012; Nussbicker-Lux 2012; Bjoern 2013), there are still opportunities for engineers to 36 

improve the performance of SBTES systems by considering the role of the hydrogeological 37 

setting in the subsurface. A goal of this study is to understand the benefits of installing SBTES 38 

systems in the vadose zone, the layer of unsaturated soil or rock near the ground surface that 39 

may extend to depths greater than 10 meters in some locations. The unsaturated porous 40 

material in the vadose zone has a lower thermal conductivity than when saturated, limiting the 41 

transient spreading of heat away the subsurface heat storage system (Choi et al. 2011). The 42 
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volumetric heat capacity of soils in unsaturated conditions is lower than in saturated conditions 43 

but is still greater than in dry conditions. For example, the volumetric heat capacity of a silty soil 44 

is 2.5 MJ/m3K for saturated conditions, 2.0 MJ/m3K for a degree of saturation of 0.5, and 1.2 45 

MJ/m3K for dry conditions (Baser et al. 2016d). One challenge is that the modes of heat transfer 46 

in unsaturated porous materials are more complex than when dry or water-saturated. 47 

Specifically, in addition to coupling between the thermal and hydraulic properties of 48 

unsaturated soils and the effects of temperature on fluid properties (e.g., Lu and Dong 2015), 49 

the modes of heat transfer in unsaturated soils include a combination of conduction, 50 

convection due to the flow of pore water in liquid and vapor forms under thermal and hydraulic 51 

gradients, and latent heat transfer due to phase change. Several studies have developed 52 

models to capture these different mechanisms of coupled heat transfer and water flow in 53 

unsaturated soils, and have applied them to problems associated with radioactive waste 54 

repositories (e.g., Ewen and Thomas 1989; Thomas and Sansom 1995; Gens et al. 1998; Gens et 55 

al. 2009), soil-atmosphere interaction (Smits et al. 2011), energy piles (Akrouch et al. 2016), and 56 

borehole geothermal heat exchangers (Başer et al. 2018). Başer et al. (2018) found that the 57 

zone of influence of temperature changes in silt around a heat exchanger were greater for 58 

unsaturated conditions when considering the impact of vapor phase convection. Previous 59 

simulations of geothermal heat exchangers in unsaturated soil used conduction alone with a 60 

thermal conductivity that varies with the initial degree of saturation (e.g., Choi et al. 2011), but 61 

Başer et al. (2018) found that thermally-induced water flow may lead to significant differences 62 

in the thermo-hydraulic response of the subsurface. 63 
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This paper presents a comparison of transient changes in ground temperatures 64 

measured in a field-scale SBTES system installed in the vadose zone in San Diego, California with 65 

those predicted from a numerical model for coupled heat transfer and water flow. The testing 66 

program involved a 4-month period where heat collected from solar thermal panels was 67 

injected into the borehole array, followed by a 5-month ambient cooling period. Heat transfer 68 

rates into the subsurface measured in the field-scale SBTES system were used to define the 69 

dynamic boundary conditions for heat injection in the model, considering the effects of 70 

fluctuations in surface air temperature. Although the primary variable from the comparison is 71 

the ground temperature, the numerical model also permits evaluation of the effects of thermo-72 

hydraulic interaction between the closely-spaced boreholes in the SBTES system on the degree 73 

of saturation. This is important as changes in the degree of saturation due to thermally-induced 74 

water flow may lead to associated changes in the subsurface thermo-hydraulic properties of 75 

unsaturated soils.  76 

2. BACKGROUND 77 

Since the concept of borehole thermal energy storage systems was introduced by 78 

Claesson and Hellström (1981), several SBTES systems have been installed in Canada and 79 

Europe as part of district-scale heat distribution systems. The Drake Landing SBTES system in 80 

Okotoks, Alberta, Canada supplies heat from solar thermal panels installed on garage roofs to 81 

an array of 144 boreholes in a 35 m-deep, 35-m wide grid (Sibbitt et al. 2012), which is then 82 

used to supply approximately 90% of the heat demand of 52 homes. Catolico et al. (2016) 83 

simulated the response of the Drake Landing SBTES system, which lies in water-saturated sand 84 

deposits overlying glacial till, using a numerical model in TOUGH2 using time-dependent 85 
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injection fluid temperatures measured at the site over six years of operation as the main 86 

boundary condition. Over each year of operation, lateral heat transfer from the borehole array 87 

to the surrounding ground was found to decrease due to a reduction in the thermal gradient 88 

between the center of the array and the surrounding subsurface, meaning that more thermal 89 

energy was concentrated in the center of the array. They found that the annual efficiency of 90 

heat extraction (heat extracted divided by heat injected) increases over time, approaching a 91 

value of 55%. However, the efficiency of heat recovery was found not to be a good 92 

quantification of the SBTES performance because if the demand for heat in a given winter is 93 

lower the the efficiency will decrease. Instead, it may be better to evaluate the fractions of heat 94 

injected, stored, and lost. For example, in the 6th year of operation, 31.5% of the heat injected 95 

into the system was recovered, 21.9% of the heat injected remained in the borehole array, and 96 

46.7% of the heat injected escaped the borehole array. Despite the seemingly high fraction of 97 

heat loss, the heat stored and recovered was sufficient to provide more than 90% of the 98 

community’s annual heating demands. Another successful SBTES system was installed in 2007 is 99 

in Braedstrup, Denmark (Bjoern 2013). This system supplies heat from 18,000 m2 of solar 100 

thermal panels to an array of 50 boreholes having a depth of 47 to 50 m installed across a 15 m-101 

wide area. This system provides 20% of the heat to 14,000 homes. Another commercial-scale 102 

SBTES was installed in 2008 in Crailsheim, Germany involving of a series of 55 m-deep 103 

boreholes that formed a 39,000 m3 subsurface storage volume. This system stores heat from 104 

7410 m2 of flat plate solar thermal collectors to provide heat for a school and 230 dwellings 105 

(Nussbicker-Lux 2012).  106 
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Although the experience from the commercial-scale systems at Drake Landing, 107 

Braedstrup and Crailsheim indicates that SBTES systems are functional and are sufficiently 108 

efficient to provide heating to different sizes of communities, simulation studies such as that of 109 

Catolico et al. (2016) indicate that the hydrogeological setting is critical for optimizing the 110 

thermal energy storage. Although the Drake Landing SBTES system includes instrumentation to 111 

evaluate changes in ground temperature within the array (Sibbitt et al. 2012), it is in use for 112 

commercial purposes, so the heat injection patterns cannot be varied as part of scientific 113 

studies on the performance of SBTES systems. Accordingly, it is advantageous to install smaller 114 

SBTES systems for demonstration projects in different hydrogeological settings to understand 115 

the roles of different heat transfer processes and heat injection patterns on SBTES system 116 

performance. For example, Başer et al. (2016a) reported the ground temperatures monitored 117 

during a 75-day heat injection experiment into a small-scale SBTES system in Golden, CO, USA 118 

involving an array of 5 borehole heat exchangers. Although the SBTES system in that study was 119 

installed in an unsaturated silty soil layer, observations during installation indicate that the 120 

bottom 10% of the heat exchanger lengths were in a saturated sand aquifer underlying the site. 121 

Transient temperature measurements indicated that a substantial portion of the injected heat 122 

left the array due to lateral heat loss associated with both the higher thermal conductivity of 123 

the saturated sand layer and possible convection effects associated with groundwater flow in 124 

this sand layer. Further, the simulations of Başer and McCartney (2015b) indicate that arrays 125 

should have a greater number of boreholes than those considered by Başer et al. (2016a) to 126 

effectively concentrate heat in the subsurface.  127 
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Although simplified design models for SBTES systems have been developed (e.g., 128 

Claesson and Hellström 1981), modeling the transient heat transfer in SBTES systems can be 129 

complex because of the dimensions of the problem, the geometry and structure of the 130 

borehole network, the process of heat transfer into the ground via circulating fluids in closed-131 

loop pipe networks, and the nonlinear variations in the thermal and hydraulic properties of 132 

unsaturated soils with degree of saturation. Marcotte and Pasquier (2014) investigated the 133 

effect of the borehole arrangement both analytically and numerically on the thermal response 134 

of a heat storage system for the cases in which boreholes are connected in series, parallel, and 135 

mixed configurations. They reported significantly lower inlet fluid temperatures for the parallel 136 

configuration than for the series configuration, indicating a larger heat transfer to the ground 137 

for this arrangement compared to the series configuration. Besides the geometrical 138 

configuration of the borehole heat exchangers and the fluid circulation configuration (series, 139 

parallel, mixed), there are other factors that affect the thermal response of a storage system, 140 

such as the subsurface temperature profile and ambient air temperature, degree of saturation 141 

profile of soil and the thermal properties. Thomas and Rees (2009) investigated the effect of 142 

water content on heat transfer through unsaturated soils via a series of one and two-143 

dimensional numerical simulations that consider only conduction as the major heat transfer 144 

mechanism. They reported 60% and 20% increases in heat flux with increasing water content 145 

for one- and two-dimensional models, respectively.  Akrouch et al. (2016) proposed an 146 

analytical solution based on cylindrical heat source theory that accounts for variable degree of 147 

saturation on the heat exchange between the heat source and sand soil and the results 148 

indicated a 40% drop in performance of a heat exchanger when the degree of saturation is 149 
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close to residual conditions. Welsch et al. (2015) studied the impact of borehole length, 150 

borehole, spacing, number of boreholes, and the inlet heat transfer fluid temperatures on the 151 

behavior of thermal energy storage in crystalline rock. They observed that there was an optimal 152 

spacing to reach the highest efficiency of heat recovery, with higher and lower values leading to 153 

lower efficiencies. Due to the high thermal conductivity of the crystalline rock, the optimal 154 

borehole heat exchanger spacing was 5 m, which is greater than that observed in similar studies 155 

the focus on lower thermal conductivity soils (e.g., Baser and McCartney 2015a). Welsch et al. 156 

(2015) found that the number of boreholes has a positive influence on the efficiency of heat 157 

recovery because the increasing ratio of the storage volume to the size of the boundary of the 158 

storage volume results in lower heat losses to the surrounding subsurface outside of the array. 159 

Başer and McCartney (2015a) used a conduction-only model to understand the impacts 160 

of borehole array geometry, ground properties, heat injection magnitudes, and heat injection 161 

duration on the temperature distribution in the SBTES system. Başer et al. (2016b) and Başer et 162 

al. (2016c) used a coupled heat transfer and water flow model without considering vapor 163 

diffusion or phase change to understand the roles of incorporating a thermal insulation layer 164 

and the effect of different unsaturated soil properties on the ground temperatures in SBTES 165 

systems, respectively. These studies found that a surface insulation layer does not play a 166 

significant role on the thermal energy storage due to the small area around each borehole heat 167 

exchanger, but that surface temperature fluctuations should still be considered on the ground 168 

temperatures. Bidarmaghz et al. (2016) investigated the effect of surface air temperature 169 

changes on the thermal response of geothermal heat exchangers in the shallow subsurface and 170 

found that considering ambient air temperatures in the simulations increased the total heat 171 
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exchanger length by 11%. A similar study by Nguyen et al. (2017) showed that seasonal 172 

temperature variation of the subsurface increases the outlet fluid temperature causing a 173 

decrease in the heat transfer rate into the ground. Further, they found that burying boreholes 174 

at the certain depth from the surface (1-2 m) is not sufficient to hinder the ambient air 175 

temperature effects on the ground temperature near the surface. Baser et al. (2017) used a 176 

coupled heat transfer and water flow model considering vapor diffusion and phase change to 177 

study the response of a single vertical borehole heat exchanger during a heat injection period 178 

followed by a, ambient cooling periods. They evaluated the role of different heat transfer 179 

mechanisms and observed a permanent drying around the heat exchanger during heat injection 180 

that was not recovered during ambient cooling. This drying led to a decrease in thermal 181 

conductivity that corresponded to a reduction in the amount of heat loss from the soil near the 182 

heat exchanger. 183 

3. NUMERICAL MODEL 184 

3.1. Model Formulation 185 

This study applies the model for geothermal heat exchangers in unsaturated soils used 186 

by Baser et al. (2018), which was originally developed by Smits et al. (2011) and enhanced by 187 

Moradi et al. (2016), to simulate the behavior of a field-scale SBTES system installed in San 188 

Diego, California. The governing equations for the model are summarized in Table 1, while the 189 

key thermo-hydraulic constitutive relationships are summarized in Table 2. Coupling occurs 190 

between the different equations in Table 1 due to the effects of temperature on the different 191 

fluid properties, which are summarized by Smits et al. (2011) and Baser et al. (2018). Simulation 192 

of coupled heat transfer and water flow in unsaturated soils requires simultaneous solution of 193 
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the governing equations for two-phase flow (Equations 1 and 2) along with the heat transfer 194 

based on energy balance (Equation 6). Because liquid and vapor phases are present in 195 

unsaturated soils, flow induced by thermal gradients in both liquid and total gas phases are 196 

considered and formulated as the convection terms in the energy balance equation (i.e., the 197 

second and the third terms in Equation 6). When formulating the model, some assumptions are 198 

made: (a) soil framework is homogeneous, isotropic, and non-deformable; (b) fluid phases are 199 

immiscible; (c) hysteresis in the constitutive relationships is not considered. The model 200 

considers enhanced vapor diffusion described by Equation (4) and a nonequilibrium phase 201 

change rate described by Equation (5) that are incorporated into the water vapor mass balance 202 

equation in Equation (3) and as source terms in the governing equations for two-phase flow 203 

and the heat transfer energy balance. The model was implemented into the finite element-204 

based software COMSOL Multiphysics® version 5.2a (COMSOL 2015) which solved the 205 

governing equations for the four primary unknowns: pore water pressure, total pore gas 206 

pressure, water vapor concentration, and temperature. 207 

3.2. Model Calibration 208 

The key parameters that must be defined to calibrate the numerical model are the 209 

parameters of the thermo-hydraulic constitutive relationships given in Table 2 and the 210 

parameters a and b from Table 1 that govern the soil-specific enhanced vapor diffusion rate 211 

and the nonequilibrium phase change rate, respectively. The methodology described in this 212 

section for parameter calibration was applied to the subsurface in the SBTES array evaluated in 213 

this study but could also be applied to design SBTES systems in the vadose zone in other 214 

locations.  215 
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The SBTES system constructed as part of this study was installed in an unsaturated 216 

conglomerate bedrock layer at the Englekirk Structural Engineering Center (ESEC) of the 217 

University of California San Diego. A site investigation from 2003 indicates approximately 1m of 218 

sandy soil overlying the conglomerate bedrock consisting of cemented sand- and gravel-size 219 

particles. An undisturbed core of the conglomerate bedrock was not obtained during 220 

installation of the SBTES system. However, disturbed cuttings from a hole drilled into the 221 

conglomerate using an auger were collected from different depths. Although it is not possible 222 

to reconstitute the cuttings into the same cemented structure as the conglomerate, it is 223 

assumed that the thermo-hydraulic properties of the conglomerate are predominantly 224 

governed by the grain size, mineralogy, and density for the purposes of model calibration so 225 

that laboratory calibration of the model parameters is possible. Laboratory calibration permits 226 

the use of instrumented specimens under carefully-controlled boundary conditions, but future 227 

studies may use inverse analyses from field measurements to consider the role of the 228 

cemented structure on the calibrated model parameters. Specimens used to represent the 229 

conglomerate properties were reconstituted from cuttings obtained from a depth of 16 m from 230 

the surface at the ESEC facility, which were prepared using compaction to a dry density of a 231 

1650 kg/m3 at an initial degree of saturation of 0.49, which corresponds to conditions in the 232 

conglomerate measured using sand-cone experiments performed at a depth of 1.5 m from the 233 

surface.  234 

The thermo-hydraulic constitutive relationships were determined using a modified form 235 

of the transient water release and imbibition method (TRIM) of Wayllace and Lu (2012) that 236 

included the measurement of the thermal conductivity and volumetric specific heat capacity 237 
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described by Lu and Dong (2015). Specifically, a specimen was compacted to the conditions 238 

mentioned above into a modified Tempe cell that incorporates a dual thermal needle and a 239 

dielectric sensor, was saturated with water, then dried monotonically in two stages. The soil 240 

water retention curve (SWRC), hydraulic conductivity function (HCF), thermal conductivity 241 

function (TCF), and volumetric heat capacity function (VHCF), described by Equations 7 242 

through 10 in Table 2, were obtained from inverse analysis of the outflow and thermal property 243 

measurements during this drying stage. The SWRC and HCF along with relevant parameters are 244 

shown in Figure 1(a), while the TCF and VHCF along with relevant parameters are shown in 245 

Figure 1(b). Lu and Dong (2015) presented empirical relationships between the parameters of 246 

the thermal constitutive relationships and the hydraulic constitutive relationships, but the 247 

properties measured from the experiments in Figure 1 were used in the simulations.    248 

The properties governing the vapor diffusion phase change rate and diffusion were 249 

calibrated using an evaporation experiment on a reconstituted specimen of the site soil. The 250 

soil was compacted in a plastic modified Proctor compaction mold having a diameter of 152 251 

mm to a height of 179 mm. The mold, developed by Iezzoni and McCartney (2015), can 252 

accommodate a dielectric sensor at mid-height of the soil specimen as shown in the cross-253 

sectional schematic in Figure 2. An evaporation test starting from the initial degree of 254 

saturation mentioned above was performed by heating the bottom of the soil layer using a 255 

heating pad placed below the mold while leaving the surface of the soil open to the 256 

atmosphere. The heating pad applies fluctuating heat pulses to maintain a target temperature. 257 

Thus, a thermocouple was placed at the bottom to monitor the applied boundary temperature 258 

during heating, which is shown in Figure 3(a). Ambient temperatures were also recorded with a 259 
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thermocouple so that the ambient air temperatures could be applied as boundary conditions 260 

on the outer surfaces of the specimen during the experiment. A temperature of approximately 261 

42 °C was maintained over a period of 35 h. The measured values of temperature and degree of 262 

saturation at the center of the soil specimen during this period are shown in Figures 3(a) and 263 

3(b), respectively. The model of Iezzoni and McCartney (2015) was used to correct the degrees 264 

of saturation inferred from the dielectric sensor to account for temperature effects. This 265 

calibration test was then simulated using the coupled heat transfer and water flow model, and 266 

the parameters a and b in Equations 4 and 5 in Table 1 were varied using a manual parameter 267 

sweep to identify the best combination of parameters to match the measured curves. The 268 

simulated temperature and degree of saturation curves for a = 20 and b = 2×10-7 s/m2 are 269 

shown in Figures 3(a) and 3(b), respectively, which indicate a good match.  270 

3.3. Simulation Details for the Field-Scale SBTES System 271 

The calibrated model was then used to simulate the response from the field-scale SBTES 272 

system demonstration experiment. A plan view of the SBTES system showing the connections 273 

between the boreholes in the array, a manifold for control and monitoring of the heat 274 

exchanger fluid in the borehole array, a 2400 L water-filled temporary heat storage tank, and a 275 

series of solar thermal panels is shown in Figure 4(a). This figure also shows the location a 276 

reference borehole for monitoring the undisturbed ground temperature profile. Thirteen of the 277 

boreholes in the array include heat exchanger tubing, while four of the boreholes in the array 278 

include thermistor strings that monitor the ground temperature. Two of the boreholes include 279 

both heat exchangers and thermistor strings. The boreholes were backfilled with sand 280 

bentonite after installation of the heat exchangers or thermistor strings. The hexagonal 281 
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configuration of the borehole array was selected for ease of construction, as the boreholes in 282 

the array fall into five co-linear sets that facilitate positioning of the drill rig. The main design 283 

variable used to configure the boreholes was the spacing. Baser and McCartney (2015a) found 284 

that the borehole spacings should be less than 1.5 m to ensure overlapping effects of the heat 285 

exchangers for soil thermal properties and heat transfer rates typical of SBTES systems. The 286 

number of boreholes containing heat exchangers was selected so that the boreholes in the 287 

array would fall into two annuli, greater than the number in the array tested by Baser et al. 288 

(2016a). Although a commercial-scale SBTES system would likely have more heat exchangers in 289 

several more annuli (e.g., Sibbitt et al. 2012), this array is still sufficient in scale to investigate 290 

the transient heat transfer and heat storage in the subsurface within the array associated with 291 

interactions between heat exchangers.  292 

An elevation view of the site is shown in Figure 4(b), which highlights the position of the 293 

15 m-long boreholes beneath a 1 m-deep excavation. After connection of the heat exchanger 294 

tubing following the arrangement shown in Figure 4(a), a thin layer of site soil was placed for 295 

leveling-purposes, which was overlain by a hydraulic barrier, an insulation layer, and a 296 

compacted layer of site soil. The high-density polyethylene (HDPE) hydraulic barrier has a 297 

thickness of 0.01 m and an assumed hydraulic conductivity of 10-12 m/s, while the EPS geofoam 298 

insulation layer has a thickness of 50 mm, a thermal conductivity of 0.03 W/mK, and a specific 299 

heat capacity of 0.9 MJ/kgK. The lateral extents of the hydraulic barrier and insulation layer 300 

followed the hexagonal boundaries of the array shown in Figure 4(a).  Pictures of the SBTES 301 

system are shown in Figure 5, highlighting the 1 m-deep excavation and connection of the 302 

borehole heat exchangers in Figure 5(a), the hydraulic barrier in Figure 5(b), the insulation layer 303 
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in Figure 5(c), and the completed set of solar thermal panels and temporary heat storage tank 304 

in Figure 5(d).   305 

As the hexagonal borehole array is symmetrical, a quarter section was simulated as 306 

shown in Figure 6. The temperatures on either side of the two planes of symmetry are assumed 307 

to be identical. This simulation strategy was also used by Catolico et al. (2016) to reduce 308 

computation times when simulating symmetrical SBTES systems. Figure 6 also includes the 309 

labels used to name the thirteen boreholes that include heat exchangers (boreholes A through 310 

M) and the four boreholes that include thermistor strings (T-1 to T-4). As will be described 311 

below, appropriate fractions of the heat transfer from boreholes A (1/4 of its heat transfer), B 312 

(1/2 of its heat transfer) and E (1/2 of its heat transfer) are applied as boundary conditions. The 313 

model domain is 15 m x 15 m in plan and has a depth of 20 m and includes 5 borehole heat 314 

exchangers. The size of the domain was selected such that the heat exchangers would not 315 

affect the temperatures at the boundaries for the heat injection period under investigation. 316 

This was confirmed by ensuring that the temperature at the boundaries of the array remained 317 

similar to the temperatures from the reference borehole at different depths. The domain was 318 

discretized using 756,667 elements with finer discretization around the boreholes. Triangular 319 

elements were used on the surfaces of boreholes and insulation layer, and tetrahedral 320 

elements were used for the rest of the domain. A maximum element growth rate of 1.4 and a 321 

curvature factor of 0.25 were used in discretization in COMSOL. 322 

The isometric views of the model domain shown in Figures 7(a) and 7(b) highlight the 323 

thermal and hydraulic boundary and initial conditions, respectively. The initial temperature 324 

profile was obtained from the ground temperature distribution measured by the reference 325 
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borehole at the initiation of the heat injection period on April 29th, 2016. To define the initial 326 

degree of saturation profile, hydrostatic conditions were assumed. Although the water table 327 

was not encountered in the previous geotechnical site investigation which was performed in 328 

2003, the San Diego County Water Authority reported that the ground water depth ranges in 329 

depth from 14 to 24 m in the area and no groundwater flow was recorded. Accordingly, the 330 

water table was fixed at a depth of 20 m from the surface (i.e., at the base of the domain) 331 

throughout the simulations for simplicity as its actual location during the experiment is 332 

unknown. Although the depth of the groundwater table may be greater than 20 m, this choice 333 

of boundary condition was selected to limit the size of the domain in the simulations. Based on 334 

the hydrostatic profile shown in Figure 7(b), the initial degree of saturation along most of the 335 

length of the heat exchangers was approximately 0.22 which corresponds to residual saturation 336 

conditions. Near the bottom of the heat exchangers, the initial degree of saturation increases 337 

up to 0.49 due to the proximity of the water table. 338 

Neumann boundary conditions of zero mass flux and zero heat flux were assigned for 339 

the outer lateral boundaries of the domain as well as for the planes of symmetry. Dirichlet 340 

boundary conditions for temperature were applied at the bottom and top of the domain. A 341 

constant temperature of 21°C was applied at the bottom of the domain, which corresponds to 342 

the average measured temperature at the base of the reference borehole. The temperature of 343 

the top of the domain was assumed to equal the time-dependent ambient air temperatures 344 

that were measured at the site during the duration of the experiment, shown in Figure 8(a). 345 

Although the EPS geofoam insulation layer is considered in the simulations, it does not provide 346 

a perfect insulation effect so the effects of the ambient air temperature fluctuations on the 347 
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surface temperature must be considered. It should be noted that the surface ground 348 

temperature may differ from the ambient air temperature due to radiative and air convection 349 

effects, so the use of the ambient air temperature as a surface boundary condition may be a 350 

simplifying assumption. A zero-mass flux boundary condition was applied to the surface 351 

boundary. This choice was made to simplify the fluid flow processes in the ground as an 352 

infiltration/evaporation boundary condition can be computationally expensive when combined 353 

with a coupled heat transfer and water flow model considering vapor diffusion and phase 354 

change. However, this assumption is reasonable both due to the relatively low precipitation in 355 

San Diego as well as due to the presence of the hydraulic barrier atop the borehole array. 356 

However, this boundary condition choice is expected to affect the accurate simulation of the 357 

temperature at the location of the reference borehole, as infiltration of water may affect the 358 

thermal properties of the surface soil. As mentioned, Dirichlet boundary conditions were 359 

assumed for the water table at the base of the domain (pore water pressure equal to zero).   360 

Although the heat transfer boundary conditions for geothermal borehole heat 361 

exchangers previous simulations of SBTES systems involved control of the inlet fluid 362 

temperature and considered convective heat transfer associated with fluid flow through the 363 

sequence of borehole heat exchangers in the array (e.g., Welsch et al. 2015; Catolico et al. 364 

2016), this study considered the borehole heat exchangers as cylindrical heat sources and 365 

applied heat flux values to the outer diameters of the cylinders equal to the measured heat flux 366 

values from the site discussed in the next paragraph. The heat transfer boundary conditions 367 

associated with fluid flow through heat exchanger pipes were not considered in this study 368 

because of long computational times associated with solving the governing equations for 369 
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coupled heat transfer and water flow processes in the subsurface given in Table 1, which was 370 

the primary topic of interest in this study. The simplified heat transfer boundary condition for 371 

the borehole heat exchangers still permits validation of the coupled heat transfer and water 372 

flow analyses in the subsurface within the array. However, design simulations for SBTES 373 

systems require control of the inlet fluid temperature and consideration of convective heat 374 

transfer of fluid flow through the heat exchangers as the heat transfer rate will decrease over 375 

time as the soil within the array increases in temperature (e.g., Welsch et al. 2015). Another 376 

assumption in this study is that a uniform heat flux was applied to each of the heat exchangers 377 

based on the measured heat transfer rates in the field. Although the choice of a uniform heat 378 

flux along a heat exchanger connected in series through several boreholes may not be suitable 379 

when simulating a commercial-scale SBTES system with long overall heat exchanger lengths, the 380 

relatively short overall heat exchanger lengths used in this field demonstration project 381 

permitted the use of this simplified boundary condition without major discrepancies in 382 

matching the measured subsurface temperatures.  383 

Eight evacuated tube solar thermal panels having a total area of 33 m2 were connected 384 

in series to collect heat during the day, which was then transferred to the water in the 385 

temporary heat storage tank via a coiled copper tube. A second coiled copper tube in the 386 

temporary heat storage tank is used to inject heat into the SBTES system. A second horizontal 387 

SBTES system was also installed at the site and was tested at the same time (Baser et al. 2019). 388 

Although this horizontal SBTES system is not discussed in this paper, it should be acknowledged 389 

as all the heat collected from the solar thermal panels was not injected into the “vertical” SBTES 390 

system under evaluation in this study. Nonetheless, the measured heat transfer rate into the 391 
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subsurface was boundary condition used in the simulations, so the effects of the horizontal 392 

SBTES system is not important. Water was used as the heat exchanger fluid in both the solar 393 

thermal panels and in the SBTES system as freezing temperatures are not expected in San 394 

Diego. The heat transfer rates were calculated as follows: 395 

 outinwww TTCVQ    (11) 

where wV is the measured volumetric flow rate of the heat exchanger fluid (water),  w is the 396 

density of water (1000 kg/m3), Cw is the specific heat capacity of water (4183 J/kgK), and Tin and 397 

Tout are the measured temperatures of the water entering and exiting solar thermal panels, 398 

respectively. The heat transfer rates for the solar thermal panels over the 120-day period 399 

starting on April 29, 2016 are shown in Figure 8(b). The large fluctuations in heat transfer rate 400 

observed in this figure occur because heat is only collected during the day. To better 401 

understand the transient heat transfer rates from the solar thermal panels and the total heat 402 

injected into the vertical SBTES system during 2 days of operation are shown in Figure 8(c). A 403 

lag is observed between the heat transfer rates collected from the solar thermal panels and 404 

injected into the vertical SBTES, but the temporary water storage tank provides a buffer to 405 

permit heat injection at night as well. A control system has not yet been implemented to ensure 406 

that heat is only collected from the solar thermal panels during the day. Specifically, the 407 

circulation pumps in the solar thermal panels and SBTES system are operated continuously. 408 

Accordingly, fluid is still circulated through the solar panels at night, which may result in a slight 409 

extraction of heat from the temporary heat storage system if the outside air is colder than the 410 

borehole array. The efficiency of heat transfer in the system can be assessed using the 411 

cumulative total energy collected from the solar thermal panels and injected into the vertical 412 
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and horizontal SBTES systems shown in Figure 8(d). Approximately 80% of the cumulative heat 413 

collected from the solar thermal panels is injected into the vertical and horizontal SBTES 414 

systems, with the remaining 20% lost due to the circulation of fluid through the solar thermal 415 

panels at night. Additional experimental testing is underway to investigate other configurations 416 

for flow through the solar thermal panels (series instead of parallel) along with inclusion of a 417 

heat transfer fluid control system in the solar thermal panels to increase the efficiency of heat 418 

collection from the solar thermal panels and injection into the SBTES systems.  419 

As mentioned, the borehole heat exchangers were simulated as cylinder sources having 420 

a uniform heat flux with depth with a magnitude that varied according to the measured heat 421 

flux interpreted from Equation (11) using the entering and exiting fluid temperatures and fluid 422 

flow rates going into the different geothermal loops shown in Figure 4(a). Specifically, the heat 423 

exchanger tubing was split into three closed-loop networks of U-tube borehole heat exchangers 424 

(referred to as Loops 1, 2, and 3). Each loop is connected to a borehole heat exchanger in the 425 

central borehole, which means that the central borehole contains 3 U-tube heat exchangers. 426 

Next, the three loops connect to four other borehole heat exchangers in different zones of the 427 

array, as shown in the photograph in Figure 9 and the schematic in Figure 4(a). It is expected 428 

that the heat exchanger fluid flowing through the loops will be hottest in the center of the 429 

array, and the fluid temperature will decrease as it flows through the surrounding four 430 

borehole heat exchangers and returns to the manifold. However, as noted above, the relatively 431 

short length of the heat exchangers in each loop permits the assumption that the heat flux is 432 

the same from each borehole connected to the loop (except for the central borehole which has 433 

three times the other boreholes). The use of three loops provides flexibility for changing the 434 
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heat transfer into different zones of the array, but in this study all three loops had a balanced 435 

flow. Specifically, the fluid flow rates in each of the loops were controlled and measured 436 

independently to be equal and ensure that heat transfer is balanced into the different zones of 437 

the borehole array. The inlet and outlet fluid temperatures for each loop were monitored so 438 

that Equation (11) could be applied to obtain the heat transfer rate into the subsurface, which 439 

was the main boundary condition applied in the simulations.  440 

A challenge encountered when simulating a quarter domain is that boreholes from 441 

different loops were included in the domain, and the heat transfer rates in each loop were not 442 

the same. Specifically, the borehole heat exchangers that were simulated were A (center 443 

borehole, part of loops 1, 2, and 3), B (part of loop 2), C (part of loop 2), and D (part of loop 3), E 444 

(part of loop 3) as shown in Figure 9 and Figure 4(a). Further, the heat transfer rates calculated 445 

using Equation 11 represent an average heat transfer rate across the five borehole heat 446 

exchangers in each loop. Accordingly, some assumptions had to be made regarding the heat 447 

transfer rates applied to the different borehole heat exchangers being simulated. Because the 448 

different borehole heat exchangers were obtained from different loops, the heat transfer rates 449 

for the different borehole heat exchangers were interpreted from the heat transfer rates of 450 

Loops 1, 2, and 3 calculated from Equation 11 which are shown in Figure 10. Specifically, the 451 

total heat transfer rates from all three loops were first divided by five to represent the heat 452 

transfer rate into the five boreholes in the quarter section domain and the transient heat fluxes 453 

were applied to each borehole individually depending on its associated loop. The heat transfer 454 

rate for the center borehole was equal to the sum of 1/5th of each of the three heat transfer 455 

rates, and the heat transfer rates for boreholes B, C, D, and E were equal to 1/5th of the heat 456 
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transfer rates from the respective loops noted above. Although it is likely that the center 457 

borehole A had a higher local heat flux than the outer borehole E it is assumed that the 458 

gradients of temperature in the center and edge of the array balanced out over time, so the 459 

total heat transfer rate of each loop could be considered as an average of the entire system. 460 

The transient heat transfer rates were converted to heat fluxes which were applied to the 461 

outside area of each borehole in the quarter section domain. At the end of the heat injection 462 

period, the heat flux for each borehole was set to zero to represent the ambient cooling period. 463 

Because the coupled heat transfer and water flow processes in the subsurface are relatively 464 

slow, a time interval of 1800 s was used in the simulations of the 120-day heat injection period 465 

followed by a 155-day ambient cooling period, which was found to lead to sufficiently accurate 466 

results when evaluating the changes in ground temperature. 467 

4. COMPARISON OF NUMERICAL RESULTS AND FIELD MEASUREMENTS 468 

A goal of this study is to present the field measurements in a way that the transient heat 469 

transfer results at different locations in the borehole array could be understood. Second, 470 

because of the simplifying assumptions regarding the subsurface thermo-hydraulic properties 471 

(homogeneity and use of reconstituted specimens), the uncertain location of the water table 472 

below the heat exchanger array, and the use of a uniform heat flux along the boreholes, it is 473 

preferred to show a qualitative comparison between the field measurements and the results 474 

from the numerical simulation without a detailed error analysis.  475 

As could be expected from the large fluctuations in the heat transfer rate into the 476 

geothermal heat exchanger loops due to the variability in the solar thermal heat transfer rate, 477 

the temperature at the locations of the borehole heat exchangers are expected to experience 478 
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significant changes in temperature each day. The temperatures at the center borehole 479 

measured using the thermistor string T-1 along with the simulated temperature from the model 480 

are shown in Figure 11. The temperature at each depth is shown separately in each sub-figure 481 

to differentiate the transient response at the different depths. Although the temperatures at a 482 

depth of 16.00 m were underestimated during heating, the temperatures at other depths were 483 

captured well by the model. The difference at a depth of 16.00 m may be due to the 484 

assumption of the hydrostatic initial conditions based on the assumed location of the water 485 

table, which leads to a higher thermal conductivity of the subsurface in the simulations. The 486 

differences in the daily fluctuations of each depth occur as the temperatures from the model 487 

were obtained in a soil element at the boundary of the heat exchanger, while the measured 488 

temperatures are from the thermistor strings inside the borehole and are in contact with the 489 

geothermal heat exchanger. The sand-bentonite grout backfill in the boreholes was not 490 

considered in the model simulations but may affect the heat transfer process in the field 491 

measurements. During the ambient cooling stage, the transient trends appear to be well-492 

captured, although the initial temperature at the start of ambient cooling was occasionally 493 

different from that between the measured and simulated values. The two locations closer to 494 

the surface show an increase in the rate of cooling on day 210, likely due to the lower ambient 495 

air temperatures observed in Figure 8(a).  496 

A comparison between the temperatures at the location of thermistor string T-2 shown 497 

in Figure 12 indicates less daily fluctuations than at the location of thermistor string T-1. The 498 

temperature at the location of thermistor string T-2 depends on overlapping effects of borehole 499 

heat exchangers A and B, and heat transfer from these boreholes damps out the daily 500 
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fluctuations. A good match in the trends and magnitudes at the different depths was observed 501 

during both the heat injection and ambient cooling periods, with underestimation of the 502 

temperatures at depths of 16.00 m and 1.82 m. The measured temperature values during the 503 

heating injection period ranged from 29.5 °C near the bottom of the array to 34.2 °C near the 504 

top of the array. The greater increases in measured and simulated temperatures near the 505 

surface of the array may be due to greater heat transfer in initially dryer soils due to greater 506 

water vapor diffusion and latent heat transfer as well as buoyancy-driven upward movement of 507 

water vapor, both of which were observed by Baser et al. (2018) in the simulation of a single 508 

geothermal heat exchanger. The measured and simulated temperatures at the location of 509 

thermistor string T-3 shown in Figure 13 are similar to those for thermistor string T-1 in Figure 510 

11 due to the presence of borehole heat exchanger B, but with lower magnitudes. The lower 511 

magnitude is because the heat flux from borehole heat exchanger B was three times smaller 512 

than the three loops in borehole heat exchanger A. Finally, the measured and simulated 513 

temperatures at the location of thermistor string T-4 shown in Figure 14 show the lowest 514 

increases in temperature due to its larger radial location from the center of the borehole array. 515 

One of the thermistors at a depth of 12.95m was not functional after installation. Like 516 

thermistor string T-2, greater temperatures were noted near the surface.  517 

The differences between the simulated and measured ground temperatures could be 518 

due to the use of reconstituted specimens to obtain the thermo-hydraulic properties, the 519 

possibility that the subsurface does not have homogeneous thermo-hydraulic properties, 520 

uncertainty about the actual depth of the groundwater table (which may have affected the 521 

initial degree of saturation and thermal properties), and the use of simplified heat exchanger 522 
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boundary conditions. A general observation regarding the measured and simulated 523 

temperature time series is that even though the heat transfer was simulated as an average heat 524 

flux at the boundaries of the heat exchangers instead of simulating the heat transfer via 525 

circulation of fluid in the borehole loops, a good match with the ground temperatures during 526 

both heating and cooling was observed. Although the actual location of the water table was not 527 

known a-priori, comparison of the simulation results shown in Figures 11 through 14 at depths 528 

near the middle and bottom of the heat exchangers indirectly reflect the importance of the 529 

initial degree of saturation on the simulation results from the coupled heat transfer and water 530 

flow model. Greater initial degrees of saturation will lead to higher thermal conductivity values 531 

and may lead to greater changes in degree of saturation due to enhanced vapor diffusion and 532 

latent heat transfer (Baser et al. 2018). The differences in simulated and measured 533 

temperatures at the different depths in the soil profile in Figures 11 through 14 could also have 534 

been due to variations in subsurface stratigraphy not observed in the installation of the heat 535 

exchangers, which would have led to variations in thermo-hydraulic properties with depth. 536 

Despite the challenges in validating the numerical model with field data, the numerical model 537 

was found to capture the temperature of the subsurface within the array with good accuracy 538 

within most of the array. 539 

Radial profiles of temperatures at the end of the heat injection period from the 540 

numerical model and the field measurements are shown in Figures 15(a) for the depths that 541 

thermistors were installed. Temperatures were in good agreement, especially at depths of 542 

14.78 and 1.82 m. This figure also includes the ground temperatures from the reference 543 

borehole. The shapes of the radial profiles are like those interpreted from the field 544 
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measurements, although the maximum temperatures at the locations of thermistor strings 1 545 

and 3 due to the daily fluctuations in heat transfer rate were not captured as noted in the time 546 

series in Figures 11 and 13, respectively. Radial distributions in temperature at the end of the 547 

ambient cooling period indicate that some heat (a maximum difference in temperature of 4 °C 548 

from the initial value of 21 °C) is still retained within the array after 5 months of ambient 549 

cooling. This amount of decrease in temperature due to ambient cooling is expected to 550 

decrease if further cycles of heating and cooling were investigated, similar to the observations 551 

of Catolico et al. (2016). Temperature profiles at the locations of boreholes 2 and 4 are shown 552 

in Figures 16(a) and 16(b), respectively. Both the measured and simulated temperature profiles 553 

show an increase in temperature with proximity to the ground surface, likely due to the effects 554 

of natural convection. As the pore fluids are heated, their densities decrease causing them to 555 

rise and transfer heat upward in the subsurface.   556 

5. ADDITIONAL INSIGHTS FROM MODEL SIMULATIONS 557 

Although it was known that the subsurface at ESEC was unsaturated, and that changes 558 

in degree of saturation are expected due to coupled heat transfer and water flow, 559 

instrumentation was not incorporated in the subsurface within the borehole array to monitor 560 

changes in degree of saturation. This was due to difficulty in installing dielectric sensors into the 561 

intact conglomerate through the sides of the boreholes. Installation of these sensors into a soil-562 

bentonite-backfilled borehole would measure the changes in thermo-hydraulic behavior of the 563 

backfill, not the conglomerate. Nonetheless, it is still possible to infer the changes in degree of 564 

saturation of the subsurface from the numerical simulation results, as well as the effects of 565 

these changes on the heat transfer during the heat injection period and heat retention during 566 



27 
 

the ambient cooling period. Time series of the simulated degrees of saturation at the locations 567 

of thermistor strings 3 and 2 are shown in Figures 17(a) and 17(b). Due to the boundary 568 

conditions associated with borehole heat exchanger B next to thermistor string 3, a steady 569 

decrease in degree of saturation was noted during the heat injection period at this location in 570 

Figure 17(a). This decrease in degree of saturation is expected due to enhanced vapor diffusion 571 

from relatively hot regions to colder regions. During the ambient cooling stage, the degree of 572 

saturation at the location of thermistor string T-3 was not observed to recover. A similar 573 

observation was made by Baser et al. (2018) for a single borehole heat exchanger in compacted 574 

silt that had different thermo-hydraulic properties. The main effect of this decrease in degree of 575 

saturation is that the decrease in temperature at this location during ambient cooling should be 576 

slower due to the lower thermal conductivity associated with the permanent decrease in 577 

degree of saturation. An interesting observation is that this same decrease in degree of 578 

saturation during the heat injection period was not observed in Figure 17(b) at the location of 579 

thermistor string T-2, which was between borehole heat exchangers A and B. In fact, a slight 580 

increase in degree of saturation is observed, likely due to movement of water vapor away from 581 

these two heat exchangers to the cooler regions between.  582 

The differences in behavior at the locations of thermistor strings T-3 and T-2 indicates 583 

that for this particular set of thermo-hydraulic soil properties in Figure 1, the zone of influence 584 

of degree of saturation changes is relatively limited in the conglomerate material.  The effect of 585 

the changes in degree of saturation with heating can be further investigated using the 586 

numerical simulation results through the radial distributions in degree of saturation, thermal 587 

conductivity, and volumetric heat capacity at the end of the heat injection period shown in 588 
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Figures 18(a), 18(b), and 18(c), respectively. Decreases in all three variables are noticed at the 589 

end of heating, with greater decreases at the locations of the borehole heat exchangers. The 590 

radial distributions for degree of saturation differ from those for the temperature observed in 591 

Figure 15, which reflect a clear overlapping effect between the borehole heat exchangers. 592 

Zones of influence of changes in degree of saturation of approximately 0.3 m is observed 593 

around borehole heat exchanger A and of approximately 0.25 m is observed around borehole 594 

heat exchanger B, which was not sufficient to cause a significant overlapping effect between 595 

the two boreholes. Although not investigated, repeated cycles of heat injection and heat 596 

removal may leader to greater zones of influence. Similar to the observations of Baser et al. 597 

(2018), greater decreases in degree of saturation are observed for the locations with initially 598 

greater degree of saturation and for greater changes in temperature, due to the effects of 599 

enhanced vapor diffusion and phase change. Another interesting observation is that the 600 

percent decrease in the thermal conductivity in Figure 18(b) is greater than the percent 601 

decrease in the volumetric heat capacity in Figure 18(c). This has positive implications on the 602 

performance of the heat storage systems as the lower thermal conductivity is expected to lead 603 

to decrease in the heat loss from the system while the volumetric heat capacity reflects the 604 

total heat that can be stored in the soil for a given increase in ground temperature.   605 

Another comparison that can be made is the difference in the simulations expected for 606 

the subsurface having thermo-hydraulic properties representative of unsaturated and saturated 607 

conditions. When the subsurface is saturated, the governing equations in Table 1 are 608 

significantly simplified. Heat transfer will occur primarily due to conduction, but natural 609 

convection of the pore water will occur due to decreases in the density of water with 610 
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temperature. A comparison of the simulations for saturated and unsaturated conditions along 611 

with the measured ground temperatures are shown in Figure 19 for a depth near the upper-612 

middle of the array at the location of borehole T-2. The temperature for saturated conditions 613 

are generally lower, although they tend to rise sharply near the end of the heat injection 614 

period, possibly due to upward water flow due to natural convection. Further comparisons of 615 

the model for saturated and unsaturated conditions are shown in Baser et al. (2018) for the 616 

case of a single geothermal heat exchanger.   617 

6. CONCLUSIONS 618 

This study focused on the simulation of transient heat transfer and water flow in a field-619 

scale SBTES system installed in the vadose zone. A non-isothermal, coupled heat transfer and 620 

water flow model considering enhanced vapor diffusion and nonequilibrium phase change 621 

calibrated in the laboratory using reconstituted specimens collected from the field was 622 

validated by comparing simulated ground temperatures with those from field-scale SBTES 623 

system during both heat injection and ambient cooling. In general, a good match was obtained 624 

between the simulated and measured temperature data, reflecting the importance of 625 

considering coupled heat transfer and water flow when simulating SBTES systems installed in 626 

the vadose zone. During heat injection, ground temperatures were generally greater near the 627 

surface in the borehole array, likely due to heat transfer due to buoyancy-driven vapor flow. At 628 

the end of 5 months of ambient cooling, some heat was still retained within the array, 629 

indicating that further heat injection and cooling cycles would lead to a positive effect on the 630 

performance of this heat storage approach.   631 
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Differences between the simulation and measured data were likely due to differences in 632 

how the heat injection boundary conditions were applied, the assumption of a homogenous 633 

subsurface, the calibration of the model parameters using reconstituted specimens, and the 634 

assumption regarding the depth of the water table (which may vary with time). Heat transfer 635 

led to a clear overlapping effect between the closely-spaced geothermal borehole heat 636 

exchangers in the SBTES system. However, the simulation results indicate that a significant 637 

overlapping effect was not observed in terms of the changes in degree of saturation between 638 

the geothermal borehole heat exchangers. Permanent decreases in degree of saturation were 639 

observed at the locations of the geothermal heat exchangers, corresponding to a decrease in 640 

thermal conductivity, but similar decreases in these variables were not observed in the bulk of 641 

the subsurface between the geothermal borehole heat exchangers for the particular conditions 642 

at the site. Further study on the effects of heating and cooling cycles of SBTES systems in the 643 

vadose zone may better clarify the roles of thermo-hydraulic interaction between closely 644 

spaced geothermal borehole heat exchangers for different subsurface materials.  645 
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TABLE 1. Equations used in the numerical analyses 758 
Equation Number Reference 

Nonisothermal liquid flow governing equation: 
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n=porosity (m
3
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3
), Srw=degree of water saturation (m

3
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3
), w=temperature-

dependent density of water (kg/m
3
) (Hillel 1980), t=time(s), Pc=Pw-Pg=capillary 

pressure (Pa), Pw=pore water pressure (Pa), Pg=pore gas pressure (Pa), 

krw=relative permeability function for water (m/s); =intrinsic permeability (m
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w=temperature-dependent water dynamic viscosity (kg/(ms)) (Lide 2001), 
g=acceleration due to gravity (m/s
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(1) (Bear 1972; 
Moradi et 
al. 2016) 

Nonisothermal gas flow governing equation: 
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Srg=degree of gas saturation (m
3
/m

3
), g=temperature-dependent density of gas 

(kg/m
3
) (Smits et al. 2011), krg=relative permeability function for gas (m/s); 

g=temperature-dependent gas dynamic viscosity (kg/(ms)) 

(2) (Bear 1972; 
Moradi et 
al. 2016) 

Water vapor mass balance equation: 
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De=Dv=effective diffusion coefficient (m
2
/s), Dv=diffusion coefficient of water 

vapor in air (m
2
/s) (Campbell 1985), wv=mass fraction of water vapor in the gas 

phase (kg/kg), τ=n
1/3
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=tortuosity (Millington and Quirk 1961) 

(3) (Smits et 
al. 2011) 
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a=empirical fitting parameter representing the soil-specific enhancement in 
vapor diffusion, fc= clay content 

(4) (Cass et al. 
1984) 

Nonequilibrium phase change rate, Rgw: 
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b=empirical fitting parameter representing the soil-specific nonequlibrium phase 
change rate (s/m

2
), R=universal gas constant (J/molK), ρveq=equilibrium vapor 

density (kg/m
3
) (Campbell 1985), T=Temperature (K), ρv=vapor density (kg/m

3
), 

Mw=molecular weight of water (kg/mol) 

(5) (Bixler 
1985; 
Moradi et 
al. 2016) 

Heat transfer energy balance: 
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=total density of soil (kg/m
3
), Cp=specific heat of soil (J/kgK), Cpw=specific heat 

capacity of water (J/kgK), Cpg=specific heat capacity of gas (J/kgK), λ=thermal 
conductivity (W/mK), L=latent heat due to phase change (J/kg), uw=water 
velocity (m/s), ug=gas velocity (m/s), Q=heat source (W/m

3
)  

(6) (Whitaker 
1977; 
Moradi et 
al. 2016) 
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TABLE 2. Constitutive models used in the numerical analyses 761 
Equation Number Reference 

Soil Water Retention Curve (SWRC): 
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where Srw,res is the residual degree of saturation to water, vG and NvG are 
parameters representing the air entry pressure and the pore size distribution, 
respectively, and Pc(T) is the temperature-corrected capillary pressure according 
to the model of Grant and Salehzadeh (1996)  

(7) (van 
Genuchten 
1980) 

Hydraulic Conductivity Function (HCF): 
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where vG and NvG are the same parameters as in Equation (7) 

(8) (van 
Genuchten 
1980; 
Mualem 
1970) 

Thermal Conductivity Function (TCF): 
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where λdry and λsat are the thermal conductivities of dry and saturated soil 
specimens, respectively, Se is the effective saturation, Sf is the effective 
saturation at which the funicular regime is onset, and m is defined as the pore 
fluid network connectivity parameter for thermal conductivity 

(9) (Lu and 
Dong 2015) 

Volumetric Heat Capacity Function (VHCF): 
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where Cvdry and Cvsat are the volumetric heat capacities of dry and saturated soil, 
respectively, and are similarly treated as fitting parameters, and Sf and m are the 
same parameters as in Equation (9) 

(10) (Baser et 
al. 2016b) 
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ABSTRACT: This study focuses on the simulation of transient ground temperatures in a field-3 

scale soil-borehole thermal energy storage (SBTES) system in San Diego, California. The SBTES 4 

system consists of an array of thirteen 15 m-deep borehole heat exchangers installed in 5 

conglomerate bedrock at a spacing of approximately 1.5 m. Heat collected from solar thermal 6 

panels was injected into the SBTES system over a 4-month period, after which the subsurface 7 

was monitored during a 5-month ambient cooling period. The SBTES system is located in the 8 

vadose zone above the water table with relatively dry subsurface conditions, so a coupled heat 9 

transfer and water flow model was used to simulate the ground response using thermo-10 

hydraulic constitutive relationships and parameters governing vapor diffusion and water phase 11 

change calibrated using soil collected from the site. The simulated ground temperatures from 12 

the model match well with measurements from thermistors installed at different radial 13 

locations and depths in the SBTES system and are greater than those simulated using a 14 

conduction-only model for saturated conditions. Significant overlap between the effects of the 15 

borehole heat exchangers was observed in terms of the ground temperature. Although the 16 

numerical simulations indicate that permanent decreases in degree of saturation and thermal 17 

conductivity occurred at the borehole heat exchanger locations, the zone of influence of these 18 

changes was relatively small for the particular site conditions.  19 
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1. INTRODUCTION 21 

Soil-borehole thermal energy storage (SBTES) systems are used for storing heat 22 

collected from renewable sources in the subsurface so that it can be used later for space or 23 

water heating. Heat sources such as solar thermal panels generate heat during the day with a 24 

greater energy generation during summer months, so SBTES systems permit storage of the 25 

abundant and free thermal resource (Sibbitt et al. 2012, McCartney et al. 2013). SBTES systems 26 

function similarly to geothermal heat exchange systems, where a carrier fluid is circulated 27 

through a closed-loop pipe network installed in vertical boreholes backfilled with sand-28 

bentonite. Different from boreholes in conventional geothermal heat exchange systems, the 29 

boreholes in SBTES systems are spaced relatively close together (1-2 m) in an array to 30 

concentrate heat in the subsurface (Claesson and Hellström 1981). SBTES systems are a 31 

convenient alternative to other energy storage systems as they are relatively inexpensive, 32 

involve storage of renewable energy (solar thermal energy), and are space efficient as they are 33 

underground (Başer and McCartney 2015a).  34 

Despite the successful use of SBTES systems in community-scale applications (Sibbitt et 35 

al. 2012; Nussbicker-Lux 2012; Bjoern 2013), there are still opportunities for engineers to 36 

improve the performance of SBTES systems by considering the role of the hydrogeological 37 

setting in the subsurface. A goal of this study is to understand the benefits of installing SBTES 38 

systems in the vadose zone, the layer of unsaturated soil or rock near the ground surface that 39 

may extend to depths greater than 10 meters in some locations. The unsaturated porous 40 

material in the vadose zone has a lower thermal conductivity than when saturated, limiting the 41 

transient spreading of heat away the subsurface heat storage system (Choi et al. 2011). The 42 
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volumetric heat capacity of soils in unsaturated conditions is lower than in saturated conditions 43 

but is still greater than in dry conditions. For example, the volumetric heat capacity of a silty soil 44 

is 2.5 MJ/m3K for saturated conditions, 2.0 MJ/m3K for a degree of saturation of 0.5, and 1.2 45 

MJ/m3K for dry conditions (Baser et al. 2016d). One challenge is that the modes of heat transfer 46 

in unsaturated porous materials are more complex than when dry or water-saturated. 47 

Specifically, in addition to coupling between the thermal and hydraulic properties of 48 

unsaturated soils and the effects of temperature on fluid properties (e.g., Lu and Dong 2015), 49 

the modes of heat transfer in unsaturated soils include a combination of conduction, 50 

convection due to the flow of pore water in liquid and vapor forms under thermal and hydraulic 51 

gradients, and latent heat transfer due to phase change. Several studies have developed 52 

models to capture these different mechanisms of coupled heat transfer and water flow in 53 

unsaturated soils, and have applied them to problems associated with radioactive waste 54 

repositories (e.g., Ewen and Thomas 1989; Thomas and Sansom 1995; Gens et al. 1998; Gens et 55 

al. 2009), soil-atmosphere interaction (Smits et al. 2011), energy piles (Akrouch et al. 2016), and 56 

borehole geothermal heat exchangers (Başer et al. 2018). Başer et al. (2018) found that the 57 

zone of influence of temperature changes in silt around a heat exchanger were greater for 58 

unsaturated conditions when considering the impact of vapor phase convection. Previous 59 

simulations of geothermal heat exchangers in unsaturated soil used conduction alone with a 60 

thermal conductivity that varies with the initial degree of saturation (e.g., Choi et al. 2011), but 61 

Başer et al. (2018) found that thermally-induced water flow may lead to significant differences 62 

in the thermo-hydraulic response of the subsurface. 63 
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This paper presents a comparison of transient changes in ground temperatures 64 

measured in a field-scale SBTES system installed in the vadose zone in San Diego, California with 65 

those predicted from a numerical model for coupled heat transfer and water flow. The testing 66 

program involved a 4-month period where heat collected from solar thermal panels was 67 

injected into the borehole array, followed by a 5-month ambient cooling period. Heat transfer 68 

rates into the subsurface measured in the field-scale SBTES system were used to define the 69 

dynamic boundary conditions for heat injection in the model, considering the effects of 70 

fluctuations in surface air temperature. Although the primary variable from the comparison is 71 

the ground temperature, the numerical model also permits evaluation of the effects of thermo-72 

hydraulic interaction between the closely-spaced boreholes in the SBTES system on the degree 73 

of saturation. This is important as changes in the degree of saturation due to thermally-induced 74 

water flow may lead to associated changes in the subsurface thermo-hydraulic properties of 75 

unsaturated soils.  76 

2. BACKGROUND 77 

Since the concept of borehole thermal energy storage systems was introduced by 78 

Claesson and Hellström (1981), several SBTES systems have been installed in Canada and 79 

Europe as part of district-scale heat distribution systems. The Drake Landing SBTES system in 80 

Okotoks, Alberta, Canada supplies heat from solar thermal panels installed on garage roofs to 81 

an array of 144 boreholes in a 35 m-deep, 35-m wide grid (Sibbitt et al. 2012), which is then 82 

used to supply approximately 90% of the heat demand of 52 homes. Catolico et al. (2016) 83 

simulated the response of the Drake Landing SBTES system, which lies in water-saturated sand 84 

deposits overlying glacial till, using a numerical model in TOUGH2 using time-dependent 85 
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injection fluid temperatures measured at the site over six years of operation as the main 86 

boundary condition. Over each year of operation, lateral heat transfer from the borehole array 87 

to the surrounding ground was found to decrease due to a reduction in the thermal gradient 88 

between the center of the array and the surrounding subsurface, meaning that more thermal 89 

energy was concentrated in the center of the array. They found that the annual efficiency of 90 

heat extraction (heat extracted divided by heat injected) increases over time, approaching a 91 

value of 55%. However, the efficiency of heat recovery was found not to be a good 92 

quantification of the SBTES performance because if the demand for heat in a given winter is 93 

lower the the efficiency will decrease. Instead, it may be better to evaluate the fractions of heat 94 

injected, stored, and lost. For example, in the 6th year of operation, 31.5% of the heat injected 95 

into the system was recovered, 21.9% of the heat injected remained in the borehole array, and 96 

46.7% of the heat injected escaped the borehole array. Despite the seemingly high fraction of 97 

heat loss, the heat stored and recovered was sufficient to provide more than 90% of the 98 

community’s annual heating demands. Another successful SBTES system was installed in 2007 is 99 

in Braedstrup, Denmark (Bjoern 2013). This system supplies heat from 18,000 m2 of solar 100 

thermal panels to an array of 50 boreholes having a depth of 47 to 50 m installed across a 15 m-101 

wide area. This system provides 20% of the heat to 14,000 homes. Another commercial-scale 102 

SBTES was installed in 2008 in Crailsheim, Germany involving of a series of 55 m-deep 103 

boreholes that formed a 39,000 m3 subsurface storage volume. This system stores heat from 104 

7410 m2 of flat plate solar thermal collectors to provide heat for a school and 230 dwellings 105 

(Nussbicker-Lux 2012).  106 
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Although the experience from the commercial-scale systems at Drake Landing, 107 

Braedstrup and Crailsheim indicates that SBTES systems are functional and are sufficiently 108 

efficient to provide heating to different sizes of communities, simulation studies such as that of 109 

Catolico et al. (2016) indicate that the hydrogeological setting is critical for optimizing the 110 

thermal energy storage. Although the Drake Landing SBTES system includes instrumentation to 111 

evaluate changes in ground temperature within the array (Sibbitt et al. 2012), it is in use for 112 

commercial purposes, so the heat injection patterns cannot be varied as part of scientific 113 

studies on the performance of SBTES systems. Accordingly, it is advantageous to install smaller 114 

SBTES systems for demonstration projects in different hydrogeological settings to understand 115 

the roles of different heat transfer processes and heat injection patterns on SBTES system 116 

performance. For example, Başer et al. (2016a) reported the ground temperatures monitored 117 

during a 75-day heat injection experiment into a small-scale SBTES system in Golden, CO, USA 118 

involving an array of 5 borehole heat exchangers. Although the SBTES system in that study was 119 

installed in an unsaturated silty soil layer, observations during installation indicate that the 120 

bottom 10% of the heat exchanger lengths were in a saturated sand aquifer underlying the site. 121 

Transient temperature measurements indicated that a substantial portion of the injected heat 122 

left the array due to lateral heat loss associated with both the higher thermal conductivity of 123 

the saturated sand layer and possible convection effects associated with groundwater flow in 124 

this sand layer. Further, the simulations of Başer and McCartney (2015b) indicate that arrays 125 

should have a greater number of boreholes than those considered by Başer et al. (2016a) to 126 

effectively concentrate heat in the subsurface.  127 
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Although simplified design models for SBTES systems have been developed (e.g., 128 

Claesson and Hellström 1981), modeling the transient heat transfer in SBTES systems can be 129 

complex because of the dimensions of the problem, the geometry and structure of the 130 

borehole network, the process of heat transfer into the ground via circulating fluids in closed-131 

loop pipe networks, and the nonlinear variations in the thermal and hydraulic properties of 132 

unsaturated soils with degree of saturation. Marcotte and Pasquier (2014) investigated the 133 

effect of the borehole arrangement both analytically and numerically on the thermal response 134 

of a heat storage system for the cases in which boreholes are connected in series, parallel, and 135 

mixed configurations. They reported significantly lower inlet fluid temperatures for the parallel 136 

configuration than for the series configuration, indicating a larger heat transfer to the ground 137 

for this arrangement compared to the series configuration. Besides the geometrical 138 

configuration of the borehole heat exchangers and the fluid circulation configuration (series, 139 

parallel, mixed), there are other factors that affect the thermal response of a storage system, 140 

such as the subsurface temperature profile and ambient air temperature, degree of saturation 141 

profile of soil and the thermal properties. Thomas and Rees (2009) investigated the effect of 142 

water content on heat transfer through unsaturated soils via a series of one and two-143 

dimensional numerical simulations that consider only conduction as the major heat transfer 144 

mechanism. They reported 60% and 20% increases in heat flux with increasing water content 145 

for one- and two-dimensional models, respectively.  Akrouch et al. (2016) proposed an 146 

analytical solution based on cylindrical heat source theory that accounts for variable degree of 147 

saturation on the heat exchange between the heat source and sand soil and the results 148 

indicated a 40% drop in performance of a heat exchanger when the degree of saturation is 149 
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close to residual conditions. Welsch et al. (2015) studied the impact of borehole length, 150 

borehole, spacing, number of boreholes, and the inlet heat transfer fluid temperatures on the 151 

behavior of thermal energy storage in crystalline rock. They observed that there was an optimal 152 

spacing to reach the highest efficiency of heat recovery, with higher and lower values leading to 153 

lower efficiencies. Due to the high thermal conductivity of the crystalline rock, the optimal 154 

borehole heat exchanger spacing was 5 m, which is greater than that observed in similar studies 155 

the focus on lower thermal conductivity soils (e.g., Baser and McCartney 2015a). Welsch et al. 156 

(2015) found that the number of boreholes has a positive influence on the efficiency of heat 157 

recovery because the increasing ratio of the storage volume to the size of the boundary of the 158 

storage volume results in lower heat losses to the surrounding subsurface outside of the array. 159 

Başer and McCartney (2015a) used a conduction-only model to understand the impacts 160 

of borehole array geometry, ground properties, heat injection magnitudes, and heat injection 161 

duration on the temperature distribution in the SBTES system. Başer et al. (2016b) and Başer et 162 

al. (2016c) used a coupled heat transfer and water flow model without considering vapor 163 

diffusion or phase change to understand the roles of incorporating a thermal insulation layer 164 

and the effect of different unsaturated soil properties on the ground temperatures in SBTES 165 

systems, respectively. These studies found that a surface insulation layer does not play a 166 

significant role on the thermal energy storage due to the small area around each borehole heat 167 

exchanger, but that surface temperature fluctuations should still be considered on the ground 168 

temperatures. Bidarmaghz et al. (2016) investigated the effect of surface air temperature 169 

changes on the thermal response of geothermal heat exchangers in the shallow subsurface and 170 

found that considering ambient air temperatures in the simulations increased the total heat 171 
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exchanger length by 11%. A similar study by Nguyen et al. (2017) showed that seasonal 172 

temperature variation of the subsurface increases the outlet fluid temperature causing a 173 

decrease in the heat transfer rate into the ground. Further, they found that burying boreholes 174 

at the certain depth from the surface (1-2 m) is not sufficient to hinder the ambient air 175 

temperature effects on the ground temperature near the surface. Baser et al. (2017) used a 176 

coupled heat transfer and water flow model considering vapor diffusion and phase change to 177 

study the response of a single vertical borehole heat exchanger during a heat injection period 178 

followed by a, ambient cooling periods. They evaluated the role of different heat transfer 179 

mechanisms and observed a permanent drying around the heat exchanger during heat injection 180 

that was not recovered during ambient cooling. This drying led to a decrease in thermal 181 

conductivity that corresponded to a reduction in the amount of heat loss from the soil near the 182 

heat exchanger. 183 

3. NUMERICAL MODEL 184 

3.1. Model Formulation 185 

This study applies the model for geothermal heat exchangers in unsaturated soils used 186 

by Baser et al. (2018), which was originally developed by Smits et al. (2011) and enhanced by 187 

Moradi et al. (2016), to simulate the behavior of a field-scale SBTES system installed in San 188 

Diego, California. The governing equations for the model are summarized in Table 1, while the 189 

key thermo-hydraulic constitutive relationships are summarized in Table 2. Coupling occurs 190 

between the different equations in Table 1 due to the effects of temperature on the different 191 

fluid properties, which are summarized by Smits et al. (2011) and Baser et al. (2018). Simulation 192 

of coupled heat transfer and water flow in unsaturated soils requires simultaneous solution of 193 
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the governing equations for two-phase flow (Equations 1 and 2) along with the heat transfer 194 

based on energy balance (Equation 6). Because liquid and vapor phases are present in 195 

unsaturated soils, flow induced by thermal gradients in both liquid and total gas phases are 196 

considered and formulated as the convection terms in the energy balance equation (i.e., the 197 

second and the third terms in Equation 6). When formulating the model, some assumptions are 198 

made: (a) soil framework is homogeneous, isotropic, and non-deformable; (b) fluid phases are 199 

immiscible; (c) hysteresis in the constitutive relationships is not considered. The model 200 

considers enhanced vapor diffusion described by Equation (4) and a nonequilibrium phase 201 

change rate described by Equation (5) that are incorporated into the water vapor mass balance 202 

equation in Equation (3) and as source terms in the governing equations for two-phase flow 203 

and the heat transfer energy balance. The model was implemented into the finite element-204 

based software COMSOL Multiphysics® version 5.2a (COMSOL 2015) which solved the 205 

governing equations for the four primary unknowns: pore water pressure, total pore gas 206 

pressure, water vapor concentration, and temperature. 207 

3.2. Model Calibration 208 

The key parameters that must be defined to calibrate the numerical model are the 209 

parameters of the thermo-hydraulic constitutive relationships given in Table 2 and the 210 

parameters a and b from Table 1 that govern the soil-specific enhanced vapor diffusion rate 211 

and the nonequilibrium phase change rate, respectively. The methodology described in this 212 

section for parameter calibration was applied to the subsurface in the SBTES array evaluated in 213 

this study but could also be applied to design SBTES systems in the vadose zone in other 214 

locations.  215 
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The SBTES system constructed as part of this study was installed in an unsaturated 216 

conglomerate bedrock layer at the Englekirk Structural Engineering Center (ESEC) of the 217 

University of California San Diego. A site investigation from 2003 indicates approximately 1m of 218 

sandy soil overlying the conglomerate bedrock consisting of cemented sand- and gravel-size 219 

particles. An undisturbed core of the conglomerate bedrock was not obtained during 220 

installation of the SBTES system. However, disturbed cuttings from a hole drilled into the 221 

conglomerate using an auger were collected from different depths. Although it is not possible 222 

to reconstitute the cuttings into the same cemented structure as the conglomerate, it is 223 

assumed that the thermo-hydraulic properties of the conglomerate are predominantly 224 

governed by the grain size, mineralogy, and density for the purposes of model calibration so 225 

that laboratory calibration of the model parameters is possible. Laboratory calibration permits 226 

the use of instrumented specimens under carefully-controlled boundary conditions, but future 227 

studies may use inverse analyses from field measurements to consider the role of the 228 

cemented structure on the calibrated model parameters. Specimens used to represent the 229 

conglomerate properties were reconstituted from cuttings obtained from a depth of 16 m from 230 

the surface at the ESEC facility, which were prepared using compaction to a dry density of a 231 

1650 kg/m3 at an initial degree of saturation of 0.49, which corresponds to conditions in the 232 

conglomerate measured using sand-cone experiments performed at a depth of 1.5 m from the 233 

surface.  234 

The thermo-hydraulic constitutive relationships were determined using a modified form 235 

of the transient water release and imbibition method (TRIM) of Wayllace and Lu (2012) that 236 

included the measurement of the thermal conductivity and volumetric specific heat capacity 237 
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described by Lu and Dong (2015). Specifically, a specimen was compacted to the conditions 238 

mentioned above into a modified Tempe cell that incorporates a dual thermal needle and a 239 

dielectric sensor, was saturated with water, then dried monotonically in two stages. The soil 240 

water retention curve (SWRC), hydraulic conductivity function (HCF), thermal conductivity 241 

function (TCF), and volumetric heat capacity function (VHCF), described by Equations 7 242 

through 10 in Table 2, were obtained from inverse analysis of the outflow and thermal property 243 

measurements during this drying stage. The SWRC and HCF along with relevant parameters are 244 

shown in Figure 1(a), while the TCF and VHCF along with relevant parameters are shown in 245 

Figure 1(b). Lu and Dong (2015) presented empirical relationships between the parameters of 246 

the thermal constitutive relationships and the hydraulic constitutive relationships, but the 247 

properties measured from the experiments in Figure 1 were used in the simulations.    248 

The properties governing the vapor diffusion phase change rate and diffusion were 249 

calibrated using an evaporation experiment on a reconstituted specimen of the site soil. The 250 

soil was compacted in a plastic modified Proctor compaction mold having a diameter of 152 251 

mm to a height of 179 mm. The mold, developed by Iezzoni and McCartney (2015), can 252 

accommodate a dielectric sensor at mid-height of the soil specimen as shown in the cross-253 

sectional schematic in Figure 2. An evaporation test starting from the initial degree of 254 

saturation mentioned above was performed by heating the bottom of the soil layer using a 255 

heating pad placed below the mold while leaving the surface of the soil open to the 256 

atmosphere. The heating pad applies fluctuating heat pulses to maintain a target temperature. 257 

Thus, a thermocouple was placed at the bottom to monitor the applied boundary temperature 258 

during heating, which is shown in Figure 3(a). Ambient temperatures were also recorded with a 259 
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thermocouple so that the ambient air temperatures could be applied as boundary conditions 260 

on the outer surfaces of the specimen during the experiment. A temperature of approximately 261 

42 °C was maintained over a period of 35 h. The measured values of temperature and degree of 262 

saturation at the center of the soil specimen during this period are shown in Figures 3(a) and 263 

3(b), respectively. The model of Iezzoni and McCartney (2015) was used to correct the degrees 264 

of saturation inferred from the dielectric sensor to account for temperature effects. This 265 

calibration test was then simulated using the coupled heat transfer and water flow model, and 266 

the parameters a and b in Equations 4 and 5 in Table 1 were varied using a manual parameter 267 

sweep to identify the best combination of parameters to match the measured curves. The 268 

simulated temperature and degree of saturation curves for a = 20 and b = 2×10-7 s/m2 are 269 

shown in Figures 3(a) and 3(b), respectively, which indicate a good match.  270 

3.3. Simulation Details for the Field-Scale SBTES System 271 

The calibrated model was then used to simulate the response from the field-scale SBTES 272 

system demonstration experiment. A plan view of the SBTES system showing the connections 273 

between the boreholes in the array, a manifold for control and monitoring of the heat 274 

exchanger fluid in the borehole array, a 2400 L water-filled temporary heat storage tank, and a 275 

series of solar thermal panels is shown in Figure 4(a). This figure also shows the location a 276 

reference borehole for monitoring the undisturbed ground temperature profile. Thirteen of the 277 

boreholes in the array include heat exchanger tubing, while four of the boreholes in the array 278 

include thermistor strings that monitor the ground temperature. Two of the boreholes include 279 

both heat exchangers and thermistor strings. The boreholes were backfilled with sand 280 

bentonite after installation of the heat exchangers or thermistor strings. The hexagonal 281 
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configuration of the borehole array was selected for ease of construction, as the boreholes in 282 

the array fall into five co-linear sets that facilitate positioning of the drill rig. The main design 283 

variable used to configure the boreholes was the spacing. Baser and McCartney (2015a) found 284 

that the borehole spacings should be less than 1.5 m to ensure overlapping effects of the heat 285 

exchangers for soil thermal properties and heat transfer rates typical of SBTES systems. The 286 

number of boreholes containing heat exchangers was selected so that the boreholes in the 287 

array would fall into two annuli, greater than the number in the array tested by Baser et al. 288 

(2016a). Although a commercial-scale SBTES system would likely have more heat exchangers in 289 

several more annuli (e.g., Sibbitt et al. 2012), this array is still sufficient in scale to investigate 290 

the transient heat transfer and heat storage in the subsurface within the array associated with 291 

interactions between heat exchangers.  292 

An elevation view of the site is shown in Figure 4(b), which highlights the position of the 293 

15 m-long boreholes beneath a 1 m-deep excavation. After connection of the heat exchanger 294 

tubing following the arrangement shown in Figure 4(a), a thin layer of site soil was placed for 295 

leveling-purposes, which was overlain by a hydraulic barrier, an insulation layer, and a 296 

compacted layer of site soil. The high-density polyethylene (HDPE) hydraulic barrier has a 297 

thickness of 0.01 m and an assumed hydraulic conductivity of 10-12 m/s, while the EPS geofoam 298 

insulation layer has a thickness of 50 mm, a thermal conductivity of 0.03 W/mK, and a specific 299 

heat capacity of 0.9 MJ/kgK. The lateral extents of the hydraulic barrier and insulation layer 300 

followed the hexagonal boundaries of the array shown in Figure 4(a).  Pictures of the SBTES 301 

system are shown in Figure 5, highlighting the 1 m-deep excavation and connection of the 302 

borehole heat exchangers in Figure 5(a), the hydraulic barrier in Figure 5(b), the insulation layer 303 
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in Figure 5(c), and the completed set of solar thermal panels and temporary heat storage tank 304 

in Figure 5(d).   305 

As the hexagonal borehole array is symmetrical, a quarter section was simulated as 306 

shown in Figure 6. The temperatures on either side of the two planes of symmetry are assumed 307 

to be identical. This simulation strategy was also used by Catolico et al. (2016) to reduce 308 

computation times when simulating symmetrical SBTES systems. Figure 6 also includes the 309 

labels used to name the thirteen boreholes that include heat exchangers (boreholes A through 310 

M) and the four boreholes that include thermistor strings (T-1 to T-4). As will be described 311 

below, appropriate fractions of the heat transfer from boreholes A (1/4 of its heat transfer), B 312 

(1/2 of its heat transfer) and E (1/2 of its heat transfer) are applied as boundary conditions. The 313 

model domain is 15 m x 15 m in plan and has a depth of 20 m and includes 5 borehole heat 314 

exchangers. The size of the domain was selected such that the heat exchangers would not 315 

affect the temperatures at the boundaries for the heat injection period under investigation. 316 

This was confirmed by ensuring that the temperature at the boundaries of the array remained 317 

similar to the temperatures from the reference borehole at different depths. The domain was 318 

discretized using 756,667 elements with finer discretization around the boreholes. Triangular 319 

elements were used on the surfaces of boreholes and insulation layer, and tetrahedral 320 

elements were used for the rest of the domain. A maximum element growth rate of 1.4 and a 321 

curvature factor of 0.25 were used in discretization in COMSOL. 322 

The isometric views of the model domain shown in Figures 7(a) and 7(b) highlight the 323 

thermal and hydraulic boundary and initial conditions, respectively. The initial temperature 324 

profile was obtained from the ground temperature distribution measured by the reference 325 
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borehole at the initiation of the heat injection period on April 29th, 2016. To define the initial 326 

degree of saturation profile, hydrostatic conditions were assumed. Although the water table 327 

was not encountered in the previous geotechnical site investigation which was performed in 328 

2003, the San Diego County Water Authority reported that the ground water depth ranges in 329 

depth from 14 to 24 m in the area and no groundwater flow was recorded. Accordingly, the 330 

water table was fixed at a depth of 20 m from the surface (i.e., at the base of the domain) 331 

throughout the simulations for simplicity as its actual location during the experiment is 332 

unknown. Although the depth of the groundwater table may be greater than 20 m, this choice 333 

of boundary condition was selected to limit the size of the domain in the simulations. Based on 334 

the hydrostatic profile shown in Figure 7(b), the initial degree of saturation along most of the 335 

length of the heat exchangers was approximately 0.22 which corresponds to residual saturation 336 

conditions. Near the bottom of the heat exchangers, the initial degree of saturation increases 337 

up to 0.49 due to the proximity of the water table. 338 

Neumann boundary conditions of zero mass flux and zero heat flux were assigned for 339 

the outer lateral boundaries of the domain as well as for the planes of symmetry. Dirichlet 340 

boundary conditions for temperature were applied at the bottom and top of the domain. A 341 

constant temperature of 21°C was applied at the bottom of the domain, which corresponds to 342 

the average measured temperature at the base of the reference borehole. The temperature of 343 

the top of the domain was assumed to equal the time-dependent ambient air temperatures 344 

that were measured at the site during the duration of the experiment, shown in Figure 8(a). 345 

Although the EPS geofoam insulation layer is considered in the simulations, it does not provide 346 

a perfect insulation effect so the effects of the ambient air temperature fluctuations on the 347 
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surface temperature must be considered. It should be noted that the surface ground 348 

temperature may differ from the ambient air temperature due to radiative and air convection 349 

effects, so the use of the ambient air temperature as a surface boundary condition may be a 350 

simplifying assumption. A zero-mass flux boundary condition was applied to the surface 351 

boundary. This choice was made to simplify the fluid flow processes in the ground as an 352 

infiltration/evaporation boundary condition can be computationally expensive when combined 353 

with a coupled heat transfer and water flow model considering vapor diffusion and phase 354 

change. However, this assumption is reasonable both due to the relatively low precipitation in 355 

San Diego as well as due to the presence of the hydraulic barrier atop the borehole array. 356 

However, this boundary condition choice is expected to affect the accurate simulation of the 357 

temperature at the location of the reference borehole, as infiltration of water may affect the 358 

thermal properties of the surface soil. As mentioned, Dirichlet boundary conditions were 359 

assumed for the water table at the base of the domain (pore water pressure equal to zero).   360 

Although the heat transfer boundary conditions for geothermal borehole heat 361 

exchangers previous simulations of SBTES systems involved control of the inlet fluid 362 

temperature and considered convective heat transfer associated with fluid flow through the 363 

sequence of borehole heat exchangers in the array (e.g., Welsch et al. 2015; Catolico et al. 364 

2016), this study considered the borehole heat exchangers as cylindrical heat sources and 365 

applied heat flux values to the outer diameters of the cylinders equal to the measured heat flux 366 

values from the site discussed in the next paragraph. The heat transfer boundary conditions 367 

associated with fluid flow through heat exchanger pipes were not considered in this study 368 

because of long computational times associated with solving the governing equations for 369 
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coupled heat transfer and water flow processes in the subsurface given in Table 1, which was 370 

the primary topic of interest in this study. The simplified heat transfer boundary condition for 371 

the borehole heat exchangers still permits validation of the coupled heat transfer and water 372 

flow analyses in the subsurface within the array. However, design simulations for SBTES 373 

systems require control of the inlet fluid temperature and consideration of convective heat 374 

transfer of fluid flow through the heat exchangers as the heat transfer rate will decrease over 375 

time as the soil within the array increases in temperature (e.g., Welsch et al. 2015). Another 376 

assumption in this study is that a uniform heat flux was applied to each of the heat exchangers 377 

based on the measured heat transfer rates in the field. Although the choice of a uniform heat 378 

flux along a heat exchanger connected in series through several boreholes may not be suitable 379 

when simulating a commercial-scale SBTES system with long overall heat exchanger lengths, the 380 

relatively short overall heat exchanger lengths used in this field demonstration project 381 

permitted the use of this simplified boundary condition without major discrepancies in 382 

matching the measured subsurface temperatures.  383 

Eight evacuated tube solar thermal panels having a total area of 33 m2 were connected 384 

in series to collect heat during the day, which was then transferred to the water in the 385 

temporary heat storage tank via a coiled copper tube. A second coiled copper tube in the 386 

temporary heat storage tank is used to inject heat into the SBTES system. A second horizontal 387 

SBTES system was also installed at the site and was tested at the same time (Baser et al. 2019). 388 

Although this horizontal SBTES system is not discussed in this paper, it should be acknowledged 389 

as all the heat collected from the solar thermal panels was not injected into the “vertical” SBTES 390 

system under evaluation in this study. Nonetheless, the measured heat transfer rate into the 391 
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subsurface was boundary condition used in the simulations, so the effects of the horizontal 392 

SBTES system is not important. Water was used as the heat exchanger fluid in both the solar 393 

thermal panels and in the SBTES system as freezing temperatures are not expected in San 394 

Diego. The heat transfer rates were calculated as follows: 395 

 outinwww TTCVQ    (11) 

where wV is the measured volumetric flow rate of the heat exchanger fluid (water),  w is the 396 

density of water (1000 kg/m3), Cw is the specific heat capacity of water (4183 J/kgK), and Tin and 397 

Tout are the measured temperatures of the water entering and exiting solar thermal panels, 398 

respectively. The heat transfer rates for the solar thermal panels over the 120-day period 399 

starting on April 29, 2016 are shown in Figure 8(b). The large fluctuations in heat transfer rate 400 

observed in this figure occur because heat is only collected during the day. To better 401 

understand the transient heat transfer rates from the solar thermal panels and the total heat 402 

injected into the vertical SBTES system during 2 days of operation are shown in Figure 8(c). A 403 

lag is observed between the heat transfer rates collected from the solar thermal panels and 404 

injected into the vertical SBTES, but the temporary water storage tank provides a buffer to 405 

permit heat injection at night as well. A control system has not yet been implemented to ensure 406 

that heat is only collected from the solar thermal panels during the day. Specifically, the 407 

circulation pumps in the solar thermal panels and SBTES system are operated continuously. 408 

Accordingly, fluid is still circulated through the solar panels at night, which may result in a slight 409 

extraction of heat from the temporary heat storage system if the outside air is colder than the 410 

borehole array. The efficiency of heat transfer in the system can be assessed using the 411 

cumulative total energy collected from the solar thermal panels and injected into the vertical 412 
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and horizontal SBTES systems shown in Figure 8(d). Approximately 80% of the cumulative heat 413 

collected from the solar thermal panels is injected into the vertical and horizontal SBTES 414 

systems, with the remaining 20% lost due to the circulation of fluid through the solar thermal 415 

panels at night. Additional experimental testing is underway to investigate other configurations 416 

for flow through the solar thermal panels (series instead of parallel) along with inclusion of a 417 

heat transfer fluid control system in the solar thermal panels to increase the efficiency of heat 418 

collection from the solar thermal panels and injection into the SBTES systems.  419 

As mentioned, the borehole heat exchangers were simulated as cylinder sources having 420 

a uniform heat flux with depth with a magnitude that varied according to the measured heat 421 

flux interpreted from Equation (11) using the entering and exiting fluid temperatures and fluid 422 

flow rates going into the different geothermal loops shown in Figure 4(a). Specifically, the heat 423 

exchanger tubing was split into three closed-loop networks of U-tube borehole heat exchangers 424 

(referred to as Loops 1, 2, and 3). Each loop is connected to a borehole heat exchanger in the 425 

central borehole, which means that the central borehole contains 3 U-tube heat exchangers. 426 

Next, the three loops connect to four other borehole heat exchangers in different zones of the 427 

array, as shown in the photograph in Figure 9 and the schematic in Figure 4(a). It is expected 428 

that the heat exchanger fluid flowing through the loops will be hottest in the center of the 429 

array, and the fluid temperature will decrease as it flows through the surrounding four 430 

borehole heat exchangers and returns to the manifold. However, as noted above, the relatively 431 

short length of the heat exchangers in each loop permits the assumption that the heat flux is 432 

the same from each borehole connected to the loop (except for the central borehole which has 433 

three times the other boreholes). The use of three loops provides flexibility for changing the 434 
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heat transfer into different zones of the array, but in this study all three loops had a balanced 435 

flow. Specifically, the fluid flow rates in each of the loops were controlled and measured 436 

independently to be equal and ensure that heat transfer is balanced into the different zones of 437 

the borehole array. The inlet and outlet fluid temperatures for each loop were monitored so 438 

that Equation (11) could be applied to obtain the heat transfer rate into the subsurface, which 439 

was the main boundary condition applied in the simulations.  440 

A challenge encountered when simulating a quarter domain is that boreholes from 441 

different loops were included in the domain, and the heat transfer rates in each loop were not 442 

the same. Specifically, the borehole heat exchangers that were simulated were A (center 443 

borehole, part of loops 1, 2, and 3), B (part of loop 2), C (part of loop 2), and D (part of loop 3), E 444 

(part of loop 3) as shown in Figure 9 and Figure 4(a). Further, the heat transfer rates calculated 445 

using Equation 11 represent an average heat transfer rate across the five borehole heat 446 

exchangers in each loop. Accordingly, some assumptions had to be made regarding the heat 447 

transfer rates applied to the different borehole heat exchangers being simulated. Because the 448 

different borehole heat exchangers were obtained from different loops, the heat transfer rates 449 

for the different borehole heat exchangers were interpreted from the heat transfer rates of 450 

Loops 1, 2, and 3 calculated from Equation 11 which are shown in Figure 10. Specifically, the 451 

total heat transfer rates from all three loops were first divided by five to represent the heat 452 

transfer rate into the five boreholes in the quarter section domain and the transient heat fluxes 453 

were applied to each borehole individually depending on its associated loop. The heat transfer 454 

rate for the center borehole was equal to the sum of 1/5th of each of the three heat transfer 455 

rates, and the heat transfer rates for boreholes B, C, D, and E were equal to 1/5th of the heat 456 
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transfer rates from the respective loops noted above. Although it is likely that the center 457 

borehole A had a higher local heat flux than the outer borehole E it is assumed that the 458 

gradients of temperature in the center and edge of the array balanced out over time, so the 459 

total heat transfer rate of each loop could be considered as an average of the entire system. 460 

The transient heat transfer rates were converted to heat fluxes which were applied to the 461 

outside area of each borehole in the quarter section domain. At the end of the heat injection 462 

period, the heat flux for each borehole was set to zero to represent the ambient cooling period. 463 

Because the coupled heat transfer and water flow processes in the subsurface are relatively 464 

slow, a time interval of 1800 s was used in the simulations of the 120-day heat injection period 465 

followed by a 155-day ambient cooling period, which was found to lead to sufficiently accurate 466 

results when evaluating the changes in ground temperature. 467 

4. COMPARISON OF NUMERICAL RESULTS AND FIELD MEASUREMENTS 468 

A goal of this study is to present the field measurements in a way that the transient heat 469 

transfer results at different locations in the borehole array could be understood. Second, 470 

because of the simplifying assumptions regarding the subsurface thermo-hydraulic properties 471 

(homogeneity and use of reconstituted specimens), the uncertain location of the water table 472 

below the heat exchanger array, and the use of a uniform heat flux along the boreholes, it is 473 

preferred to show a qualitative comparison between the field measurements and the results 474 

from the numerical simulation without a detailed error analysis.  475 

As could be expected from the large fluctuations in the heat transfer rate into the 476 

geothermal heat exchanger loops due to the variability in the solar thermal heat transfer rate, 477 

the temperature at the locations of the borehole heat exchangers are expected to experience 478 
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significant changes in temperature each day. The temperatures at the center borehole 479 

measured using the thermistor string T-1 along with the simulated temperature from the model 480 

are shown in Figure 11. The temperature at each depth is shown separately in each sub-figure 481 

to differentiate the transient response at the different depths. Although the temperatures at a 482 

depth of 16.00 m were underestimated during heating, the temperatures at other depths were 483 

captured well by the model. The difference at a depth of 16.00 m may be due to the 484 

assumption of the hydrostatic initial conditions based on the assumed location of the water 485 

table, which leads to a higher thermal conductivity of the subsurface in the simulations. The 486 

differences in the daily fluctuations of each depth occur as the temperatures from the model 487 

were obtained in a soil element at the boundary of the heat exchanger, while the measured 488 

temperatures are from the thermistor strings inside the borehole and are in contact with the 489 

geothermal heat exchanger. The sand-bentonite grout backfill in the boreholes was not 490 

considered in the model simulations but may affect the heat transfer process in the field 491 

measurements. During the ambient cooling stage, the transient trends appear to be well-492 

captured, although the initial temperature at the start of ambient cooling was occasionally 493 

different from that between the measured and simulated values. The two locations closer to 494 

the surface show an increase in the rate of cooling on day 210, likely due to the lower ambient 495 

air temperatures observed in Figure 8(a).  496 

A comparison between the temperatures at the location of thermistor string T-2 shown 497 

in Figure 12 indicates less daily fluctuations than at the location of thermistor string T-1. The 498 

temperature at the location of thermistor string T-2 depends on overlapping effects of borehole 499 

heat exchangers A and B, and heat transfer from these boreholes damps out the daily 500 
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fluctuations. A good match in the trends and magnitudes at the different depths was observed 501 

during both the heat injection and ambient cooling periods, with underestimation of the 502 

temperatures at depths of 16.00 m and 1.82 m. The measured temperature values during the 503 

heating injection period ranged from 29.5 °C near the bottom of the array to 34.2 °C near the 504 

top of the array. The greater increases in measured and simulated temperatures near the 505 

surface of the array may be due to greater heat transfer in initially dryer soils due to greater 506 

water vapor diffusion and latent heat transfer as well as buoyancy-driven upward movement of 507 

water vapor, both of which were observed by Baser et al. (2018) in the simulation of a single 508 

geothermal heat exchanger. The measured and simulated temperatures at the location of 509 

thermistor string T-3 shown in Figure 13 are similar to those for thermistor string T-1 in Figure 510 

11 due to the presence of borehole heat exchanger B, but with lower magnitudes. The lower 511 

magnitude is because the heat flux from borehole heat exchanger B was three times smaller 512 

than the three loops in borehole heat exchanger A. Finally, the measured and simulated 513 

temperatures at the location of thermistor string T-4 shown in Figure 14 show the lowest 514 

increases in temperature due to its larger radial location from the center of the borehole array. 515 

One of the thermistors at a depth of 12.95m was not functional after installation. Like 516 

thermistor string T-2, greater temperatures were noted near the surface.  517 

The differences between the simulated and measured ground temperatures could be 518 

due to the use of reconstituted specimens to obtain the thermo-hydraulic properties, the 519 

possibility that the subsurface does not have homogeneous thermo-hydraulic properties, 520 

uncertainty about the actual depth of the groundwater table (which may have affected the 521 

initial degree of saturation and thermal properties), and the use of simplified heat exchanger 522 
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boundary conditions. A general observation regarding the measured and simulated 523 

temperature time series is that even though the heat transfer was simulated as an average heat 524 

flux at the boundaries of the heat exchangers instead of simulating the heat transfer via 525 

circulation of fluid in the borehole loops, a good match with the ground temperatures during 526 

both heating and cooling was observed. Although the actual location of the water table was not 527 

known a-priori, comparison of the simulation results shown in Figures 11 through 14 at depths 528 

near the middle and bottom of the heat exchangers indirectly reflect the importance of the 529 

initial degree of saturation on the simulation results from the coupled heat transfer and water 530 

flow model. Greater initial degrees of saturation will lead to higher thermal conductivity values 531 

and may lead to greater changes in degree of saturation due to enhanced vapor diffusion and 532 

latent heat transfer (Baser et al. 2018). The differences in simulated and measured 533 

temperatures at the different depths in the soil profile in Figures 11 through 14 could also have 534 

been due to variations in subsurface stratigraphy not observed in the installation of the heat 535 

exchangers, which would have led to variations in thermo-hydraulic properties with depth. 536 

Despite the challenges in validating the numerical model with field data, the numerical model 537 

was found to capture the temperature of the subsurface within the array with good accuracy 538 

within most of the array. 539 

Radial profiles of temperatures at the end of the heat injection period from the 540 

numerical model and the field measurements are shown in Figures 15(a) for the depths that 541 

thermistors were installed. Temperatures were in good agreement, especially at depths of 542 

14.78 and 1.82 m. This figure also includes the ground temperatures from the reference 543 

borehole. The shapes of the radial profiles are like those interpreted from the field 544 
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measurements, although the maximum temperatures at the locations of thermistor strings 1 545 

and 3 due to the daily fluctuations in heat transfer rate were not captured as noted in the time 546 

series in Figures 11 and 13, respectively. Radial distributions in temperature at the end of the 547 

ambient cooling period indicate that some heat (a maximum difference in temperature of 4 °C 548 

from the initial value of 21 °C) is still retained within the array after 5 months of ambient 549 

cooling. This amount of decrease in temperature due to ambient cooling is expected to 550 

decrease if further cycles of heating and cooling were investigated, similar to the observations 551 

of Catolico et al. (2016). Temperature profiles at the locations of boreholes 2 and 4 are shown 552 

in Figures 16(a) and 16(b), respectively. Both the measured and simulated temperature profiles 553 

show an increase in temperature with proximity to the ground surface, likely due to the effects 554 

of natural convection. As the pore fluids are heated, their densities decrease causing them to 555 

rise and transfer heat upward in the subsurface.   556 

5. ADDITIONAL INSIGHTS FROM MODEL SIMULATIONS 557 

Although it was known that the subsurface at ESEC was unsaturated, and that changes 558 

in degree of saturation are expected due to coupled heat transfer and water flow, 559 

instrumentation was not incorporated in the subsurface within the borehole array to monitor 560 

changes in degree of saturation. This was due to difficulty in installing dielectric sensors into the 561 

intact conglomerate through the sides of the boreholes. Installation of these sensors into a soil-562 

bentonite-backfilled borehole would measure the changes in thermo-hydraulic behavior of the 563 

backfill, not the conglomerate. Nonetheless, it is still possible to infer the changes in degree of 564 

saturation of the subsurface from the numerical simulation results, as well as the effects of 565 

these changes on the heat transfer during the heat injection period and heat retention during 566 
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the ambient cooling period. Time series of the simulated degrees of saturation at the locations 567 

of thermistor strings 3 and 2 are shown in Figures 17(a) and 17(b). Due to the boundary 568 

conditions associated with borehole heat exchanger B next to thermistor string 3, a steady 569 

decrease in degree of saturation was noted during the heat injection period at this location in 570 

Figure 17(a). This decrease in degree of saturation is expected due to enhanced vapor diffusion 571 

from relatively hot regions to colder regions. During the ambient cooling stage, the degree of 572 

saturation at the location of thermistor string T-3 was not observed to recover. A similar 573 

observation was made by Baser et al. (2018) for a single borehole heat exchanger in compacted 574 

silt that had different thermo-hydraulic properties. The main effect of this decrease in degree of 575 

saturation is that the decrease in temperature at this location during ambient cooling should be 576 

slower due to the lower thermal conductivity associated with the permanent decrease in 577 

degree of saturation. An interesting observation is that this same decrease in degree of 578 

saturation during the heat injection period was not observed in Figure 17(b) at the location of 579 

thermistor string T-2, which was between borehole heat exchangers A and B. In fact, a slight 580 

increase in degree of saturation is observed, likely due to movement of water vapor away from 581 

these two heat exchangers to the cooler regions between.  582 

The differences in behavior at the locations of thermistor strings T-3 and T-2 indicates 583 

that for this particular set of thermo-hydraulic soil properties in Figure 1, the zone of influence 584 

of degree of saturation changes is relatively limited in the conglomerate material.  The effect of 585 

the changes in degree of saturation with heating can be further investigated using the 586 

numerical simulation results through the radial distributions in degree of saturation, thermal 587 

conductivity, and volumetric heat capacity at the end of the heat injection period shown in 588 
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Figures 18(a), 18(b), and 18(c), respectively. Decreases in all three variables are noticed at the 589 

end of heating, with greater decreases at the locations of the borehole heat exchangers. The 590 

radial distributions for degree of saturation differ from those for the temperature observed in 591 

Figure 15, which reflect a clear overlapping effect between the borehole heat exchangers. 592 

Zones of influence of changes in degree of saturation of approximately 0.3 m is observed 593 

around borehole heat exchanger A and of approximately 0.25 m is observed around borehole 594 

heat exchanger B, which was not sufficient to cause a significant overlapping effect between 595 

the two boreholes. Although not investigated, repeated cycles of heat injection and heat 596 

removal may leader to greater zones of influence. Similar to the observations of Baser et al. 597 

(2018), greater decreases in degree of saturation are observed for the locations with initially 598 

greater degree of saturation and for greater changes in temperature, due to the effects of 599 

enhanced vapor diffusion and phase change. Another interesting observation is that the 600 

percent decrease in the thermal conductivity in Figure 18(b) is greater than the percent 601 

decrease in the volumetric heat capacity in Figure 18(c). This has positive implications on the 602 

performance of the heat storage systems as the lower thermal conductivity is expected to lead 603 

to decrease in the heat loss from the system while the volumetric heat capacity reflects the 604 

total heat that can be stored in the soil for a given increase in ground temperature.   605 

Another comparison that can be made is the difference in the simulations expected for 606 

the subsurface having thermo-hydraulic properties representative of unsaturated and saturated 607 

conditions. When the subsurface is saturated, the governing equations in Table 1 are 608 

significantly simplified. Heat transfer will occur primarily due to conduction, but natural 609 

convection of the pore water will occur due to decreases in the density of water with 610 
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temperature. A comparison of the simulations for saturated and unsaturated conditions along 611 

with the measured ground temperatures are shown in Figure 19 for a depth near the upper-612 

middle of the array at the location of borehole T-2. The temperature for saturated conditions 613 

are generally lower, although they tend to rise sharply near the end of the heat injection 614 

period, possibly due to upward water flow due to natural convection. Further comparisons of 615 

the model for saturated and unsaturated conditions are shown in Baser et al. (2018) for the 616 

case of a single geothermal heat exchanger.   617 

6. CONCLUSIONS 618 

This study focused on the simulation of transient heat transfer and water flow in a field-619 

scale SBTES system installed in the vadose zone. A non-isothermal, coupled heat transfer and 620 

water flow model considering enhanced vapor diffusion and nonequilibrium phase change 621 

calibrated in the laboratory using reconstituted specimens collected from the field was 622 

validated by comparing simulated ground temperatures with those from field-scale SBTES 623 

system during both heat injection and ambient cooling. In general, a good match was obtained 624 

between the simulated and measured temperature data, reflecting the importance of 625 

considering coupled heat transfer and water flow when simulating SBTES systems installed in 626 

the vadose zone. During heat injection, ground temperatures were generally greater near the 627 

surface in the borehole array, likely due to heat transfer due to buoyancy-driven vapor flow. At 628 

the end of 5 months of ambient cooling, some heat was still retained within the array, 629 

indicating that further heat injection and cooling cycles would lead to a positive effect on the 630 

performance of this heat storage approach.   631 
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Differences between the simulation and measured data were likely due to differences in 632 

how the heat injection boundary conditions were applied, the assumption of a homogenous 633 

subsurface, the calibration of the model parameters using reconstituted specimens, and the 634 

assumption regarding the depth of the water table (which may vary with time). Heat transfer 635 

led to a clear overlapping effect between the closely-spaced geothermal borehole heat 636 

exchangers in the SBTES system. However, the simulation results indicate that a significant 637 

overlapping effect was not observed in terms of the changes in degree of saturation between 638 

the geothermal borehole heat exchangers. Permanent decreases in degree of saturation were 639 

observed at the locations of the geothermal heat exchangers, corresponding to a decrease in 640 

thermal conductivity, but similar decreases in these variables were not observed in the bulk of 641 

the subsurface between the geothermal borehole heat exchangers for the particular conditions 642 

at the site. Further study on the effects of heating and cooling cycles of SBTES systems in the 643 

vadose zone may better clarify the roles of thermo-hydraulic interaction between closely 644 

spaced geothermal borehole heat exchangers for different subsurface materials.  645 
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TABLE 1. Equations used in the numerical analyses 758 
Equation Number Reference 

Nonisothermal liquid flow governing equation: 
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n=porosity (m
3
/m

3
), Srw=degree of water saturation (m
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3
), w=temperature-

dependent density of water (kg/m
3
) (Hillel 1980), t=time(s), Pc=Pw-Pg=capillary 

pressure (Pa), Pw=pore water pressure (Pa), Pg=pore gas pressure (Pa), 

krw=relative permeability function for water (m/s); =intrinsic permeability (m
2
); 

w=temperature-dependent water dynamic viscosity (kg/(ms)) (Lide 2001), 
g=acceleration due to gravity (m/s

2
) Rgw=Phase change rate (kg/m
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(1) (Bear 1972; 
Moradi et 
al. 2016) 

Nonisothermal gas flow governing equation: 
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Srg=degree of gas saturation (m
3
/m

3
), g=temperature-dependent density of gas 

(kg/m
3
) (Smits et al. 2011), krg=relative permeability function for gas (m/s); 

g=temperature-dependent gas dynamic viscosity (kg/(ms)) 

(2) (Bear 1972; 
Moradi et 
al. 2016) 

Water vapor mass balance equation: 
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De=Dv=effective diffusion coefficient (m
2
/s), Dv=diffusion coefficient of water 

vapor in air (m
2
/s) (Campbell 1985), wv=mass fraction of water vapor in the gas 

phase (kg/kg), τ=n
1/3

Srg
7/3
=tortuosity (Millington and Quirk 1961) 

(3) (Smits et 
al. 2011) 

Enhancement factor for vapor diffusion, : 
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a=empirical fitting parameter representing the soil-specific enhancement in 
vapor diffusion, fc= clay content 

(4) (Cass et al. 
1984) 

Nonequilibrium phase change rate, Rgw: 
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b=empirical fitting parameter representing the soil-specific nonequlibrium phase 
change rate (s/m

2
), R=universal gas constant (J/molK), ρveq=equilibrium vapor 

density (kg/m
3
) (Campbell 1985), T=Temperature (K), ρv=vapor density (kg/m

3
), 

Mw=molecular weight of water (kg/mol) 

(5) (Bixler 
1985; 
Moradi et 
al. 2016) 

Heat transfer energy balance: 
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 .  

=total density of soil (kg/m
3
), Cp=specific heat of soil (J/kgK), Cpw=specific heat 

capacity of water (J/kgK), Cpg=specific heat capacity of gas (J/kgK), λ=thermal 
conductivity (W/mK), L=latent heat due to phase change (J/kg), uw=water 
velocity (m/s), ug=gas velocity (m/s), Q=heat source (W/m

3
)  

(6) (Whitaker 
1977; 
Moradi et 
al. 2016) 
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TABLE 2. Constitutive models used in the numerical analyses 761 
Equation Number Reference 

Soil Water Retention Curve (SWRC): 
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where Srw,res is the residual degree of saturation to water, vG and NvG are 
parameters representing the air entry pressure and the pore size distribution, 
respectively, and Pc(T) is the temperature-corrected capillary pressure according 
to the model of Grant and Salehzadeh (1996)  

(7) (van 
Genuchten 
1980) 

Hydraulic Conductivity Function (HCF): 
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where vG and NvG are the same parameters as in Equation (7) 

(8) (van 
Genuchten 
1980; 
Mualem 
1970) 

Thermal Conductivity Function (TCF): 
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where λdry and λsat are the thermal conductivities of dry and saturated soil 
specimens, respectively, Se is the effective saturation, Sf is the effective 
saturation at which the funicular regime is onset, and m is defined as the pore 
fluid network connectivity parameter for thermal conductivity 

(9) (Lu and 
Dong 2015) 

Volumetric Heat Capacity Function (VHCF): 
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where Cvdry and Cvsat are the volumetric heat capacities of dry and saturated soil, 
respectively, and are similarly treated as fitting parameters, and Sf and m are the 
same parameters as in Equation (9) 

(10) (Baser et 
al. 2016b) 
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