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Abstract

There is increasing pressure on social media companies to re-
duce the spread of misinformation on their platforms. How-
ever, they would prefer not to be the arbiters of truth as the truth
can be subjective or otherwise hard to determine. Instead, they
would prefer that social media users themselves show better
discernment when deciding which information to share. Here
we show that allowing people to share only those social me-
dia posts that they have indicated are true significantly im-
proves sharing discernment, as measured by the difference in
the probability of sharing true information versus the proba-
bility of sharing false information. Because it doesn’t require
social media companies to be the arbiters of truth, this self-
censorship intervention can be employed in situations where
social media companies suspect that individuals are propagat-
ing misinformation but are not sufficiently confident in their
suspicions to directly censor the individuals involved. As such,
self-censorship can usefully supplement externally imposed
(i.e. traditional) censorship in reducing the propagation of false
information on social media platforms.
Keywords: censorship; fake news; accuracy prompt; truth;
misinformation; echo chambers

Introduction
The propagation of false and misleading information on so-
cial media has been thrust into the public spotlight by a series
of high-profile events, including the Capitol Hill Riots and the
UK’s Brexit referendum, where highly misleading and some-
times entirely fabricated news stories were widely circulated
on social media (Pennycook et al., 2021; Pennycook & Rand,
2021). As a result of these and other occurrences, there are
increasing calls for social media companies to do more to re-
duce the spread of misinformation on their platforms (Nix,
2022), and a majority of U.S. adults believe that tech compa-
nies should take such steps to reduce the spread of misinfor-
mation, even if this would result in losing some freedom to
access and publish content (Mitchell & Walker, 2021). How-
ever, social media companies are reluctant to censor informa-
tion on their platforms (Zakrzewski, Lima, & Harwell, 2023)
and have long argued that they can’t be the arbiters of truth
(Borchers, 2018; Mosseri, 2016), in part because the truth
might be subjective (Leetaru, 2019) and disputed (Tripodi,
2022). Instead, they argue that social media users themselves
should discern truth from falsehood and voluntarily refrain
from spreading false information online.

A number of approaches have been developed to encour-
age users to be more discerning when sharing information
on social media (Kozyreva, Lewandowsky, & Hertwig, 2020;
van der Linden et al., 2021). Of particular relevance to
the present study is a novel approach that employs accuracy

prompts to encourage users to consider whether the informa-
tion is accurate before deciding whether to share it. This ap-
proach capitalises on the fact that a large majority of social
media users report that it is important to share only accurate
information (Pennycook et al., 2021). Pennycook et al. sug-
gested that users share false information despite this belief
because they do not consider accuracy when making the de-
cision to share. This suggests that reminders to consider the
accuracy of the information before deciding whether to share
should increase sharing discernment.

Despite some impressive initial findings (Pennycook et al.,
2021), the effectiveness of accuracy prompts has been dis-
puted (Rathje, Roozenbeek, Traberg, Bavel, & Linden, 2022;
Roozenbeek, Freeman, & Linden, 2022). In part to address
these concerns, a meta-analysis was conducted (Pennycook &
Rand, 2022). Defining sharing discernment as the difference
in probability for sharing accurate and inaccurate informa-
tion, Pennycook and Rand found that accuracy prompts reli-
ably improved sharing discernment, but the effectiveness of
this intervention was relatively small and varied across stud-
ies.

One reason why accuracy prompts may not be particularly
effective is that some users appear to share news posts even
when they don’t believe they are accurate (Study 6 of Penny-
cook & Rand, 2021). This suggests that accuracy is not the
only factor to influence sharing decisions. This makes some
sense: people might also share in order to signal their identity,
to mock or laugh at something, or because it would be inter-
esting if it were true. Nevertheless, the act of sharing might
still signal to the receiver that the shared item is true, so still
spread misinformation.

Here we investigate a new possible intervention, which we
call “self-censorship”, in which users are allowed to share
only those posts that they have indicated are true. This is
self -censorship rather than externally imposed censorship be-
cause it is the user themself that decides which posts they are
allowed to share. To be clear, there is nothing preventing the
user from lying and labeling a post they believe is false as
true so that they are allowed to share it. Nevertheless, we
posit that most users will not lie, so this intervention will be
more effective than accuracy prompts alone.

Study 1: Evaluating the Relative Effectiveness
of Accuracy Prompts and Self-Censorship

The purpose of our first study was to determine how effec-
tive self-censorship is, relative to accuracy prompts, for in-
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creasing sharing discernment. There were three conditions:
a BASELINE condition, an ACCURACY PROMPT condition
and a SELF-CENSORSHIP condition. In the BASELINE con-
dition people decided whether to share a series of social me-
dia posts, one at a time, and there were no accuracy prompts
nor any self-censorship. For the ACCURACY PROMPT con-
dition, participants assessed the accuracy of each news post
immediately before deciding whether to share it. Pennycook
and Rand (2021) showed that this type of accuracy prompt is
effective.

In the SELF-CENSORSHIP condition, participants were in-
formed in advance that they would not be able to share any
news posts that they indicated were false. They then rated the
accuracy of each news post. Only if they indicated that the
post was true were they then asked whether they wished to
share it. To be clear, there was nothing to prevent participants
from lying and indicating that a news post was true simply
because they wished to share it but we predicted that most
participants would not do this because, as discussed above,
we had no reason to suspect that our participants would be
dishonest. As such, we expected sharing discernment to be
greater in the SELF-CENSORSHIP condition than in the AC-
CURACY PROMPT condition. We also predicted that sharing
discernment would be greater in both these conditions than in
the BASELINE condition.

Study 1 had three aims: to determine whether sharing dis-
cernment was greater in the ACCURACY PROMPT condition
than in the BASELINE condition, to determine whether it
was greater in the SELF-CENSORSHIP condition than in the
BASELINE condition, and to determine whether it was greater
in the SELF-CENSORSHIP condition than in the ACCURACY
PROMPT condition.

Method
Participants Participants were recruited from the USA via
Mechanical Turk. The study was only open to the subset of
MTurkers who had previously passed a test for English pro-
ficiency that also screened out bots. We therefore excluded
only those participants who didn’t finish the experiment. The
study took approximately 5 minutes to complete, and partici-
pants were compensated US$1 for their time. 149 participants
completed the experiment. Each was randomly assigned to
one of the three conditions (BASELINE: 46 participants, AC-
CURACY PROMPT: 53 participants, SELF-CENSORSHIP: 50
participants). 93 participants self-identified as male, 53 as fe-
male, two as non-binary and one self-identified as “other”.
The mean age was 39.8 years old (sd = 11.5 years). 81 par-
ticipants self-identified as Democrats, 28 as Republicans, 36
as independents and four as “other”. All participants gave in-
formed consent, and the study was approved by the University
of Melbourne Human Ethics Advisory Group (ID: 23317).

Materials and Procedure Both this and the subsequent
study were run using Psytoolkit (Stoet, 2010, 2017). Partic-
ipants first completed a brief survey asking their age, gender
and the political party with which they most strongly identi-

Figure 1: An example of a (false) social media news
post shown to participants in the BASELINE condition.
For copyright reasons, the image used in the post has
been substituted by a copyright-free image by George
Hodan (https://www.publicdomainpictures.net/en/view-
image.php?image=198316&picture=nuclear-bomb-explosion).

fied. They were then randomly assigned to one of the three
conditions. In the BASELINE condition, they were informed
that they would be participating in a simulated social media
experiment and that their task was to gain as many follow-
ers as possible. They were instructed that they could gain
new followers by sharing social media news posts that peo-
ple wanted to see. They were instructed that each news post
would contain a photograph and that the source of each news
post would be indicated directly under the photograph. Fi-
nally, they were informed that Now8News, The Daily Buzz,
and the World News Daily Report often publish news that is
not true whereas The New York Times, the BBC, and The Wall
Street Journal almost never publish news that is not true. The
first three (i.e. the unreliable) news sources were chosen as
they often publish false news and have no consistent political
bias. The latter three (i.e. the reliable) news sources were
chosen as they are reputable, have neutral news coverage and
represent a range of political opinions, with left-leaning, cen-
tral and right-leaning editorial coverage respectively.

The instructions for the ACCURACY PROMPT and SELF-
CENSORSHIP conditions were identical to those for the
BASELINE condition except that participants were also told
that before deciding whether they would share a news post
they would first need to indicate whether it was true. The in-
structions for the SELF-CENSORSHIP condition further spec-
ified that participants would only be able to share those news
posts that they had indicated were true.

After reading these instructions, participants were then
quizzed on their understanding of what they had read, and any
misunderstandings were corrected. They were then shown a
series of 20 simulated social media news posts in a random
order. Ten of the news posts made entirely false claims while
the remainder made entirely true claims. These news posts
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were inspired by similar new posts found on reputable news
sites (The New York Times, the BBC, and The Wall Street
Journal), sites known to propagate fake news (Now8News,
The Daily Buzz, and the World News Daily Report), and a
fact-checking website (Snopes.com). All the news posts were
modified to be in the same format which comprised a head-
ing, an image, a lede sentence and a source attribution, which
appeared directly below the image. An example of a false
news post is shown in Figure 1.

In the BASELINE condition, participants needed to decide
whether to share each news post. Every post they shared,
regardless of whether it was true or false, gained them a ran-
dom number of new followers, where this number was drawn
from a normal distribution with a mean of 100 and a stan-
dard deviation of 20. The ACCURACY PROMPT condition
was identical to the BASELINE condition except that each
post initially had two buttons beneath it (“True” and “False”).
Once the participant had indicated whether the post was true
or false, the buttons were replaced with “Share” and “Don’t
Share”, and the participant then needed to indicate whether
they wished to share the post. The SELF-CENSORSHIP con-
dition was identical to the ACCURACY PROMPT condition
except that the “Share” and “Don’t Share” buttons appeared
only if the participant indicated that the post was true. After
the participant had viewed the 20 news posts, the experiment
finished, they were debriefed and invited to leave any com-
ments they had. The stimuli, raw data and analysis code are
available at OSF: https://osf.io/zm4rb/
Results The data in both experiments in this paper were
analysed in R (R Core Team, 2022) using the lme4 software
package (Bates, Mächler, Bolker, & Walker, 2015). A mixed
effects model was used to predict each participant’s response
to each news post. The dependent variable was either whether
the participant shared the news post or whether they thought
it was true. Although both dependent variables were binary,
we used a linear model because our goal was to obtain unbi-
ased estimates of the causal effects of our predictor variables,
rather than maximising the predictive power of our model
(Gomila, 2021). The predictors were veracity, condition
and an interaction between the two, with random intercepts
for participant and news post. The variable veracity
denotes whether the news post was actually true or not re-
gardless of how it was perceived. Adopting the terminology
of Pennycook and Rand (2021), we defined sharing discern-
ment as the difference in probability for sharing true versus
false news posts. Thus, if the interaction between veracity
and condition was significant, this would show that sharing
discernment varied across conditions.

The data is summarised in Figure 2. Subplot A shows
the mean share rate, defined as the proportion of partic-
ipants who chose to share each news post, averaged over
the actually false (light blue) and actually true (gold) news
posts separately. The share rate for false news posts was
significantly less than the share rate for true news posts
(χ2(1,149) = 30.6, p < .001) and varied as a function of

Figure 2: The data from the first study. Subplot A shows the
share rate, defined as the proportion of participants who chose to
share each news post, for the BASELINE (BL), ACCURACY PROMPT
(AP), and SELF-CENSORSHIP (SC) conditions for news posts that
are actually false (light blue) or actually true (gold). Subplot B
shows the perceived accuracy, defined as the proportion of par-
ticipants who indicated that each news post was true, for the AP
and SC conditions. Subplots C and D show the share rate for
the news posts that were perceived to be true and false respectively.
Subplots E and F show the perceived accuracy for the news posts
that were shared and not shared respectively. In all subplots, error
bars represent 95% CI and dots represent ratings for individual news
posts.

condition (χ2(2,149) = 16.3, p < .001). Sharing discern-
ment varied across the conditions (χ2(2,149) = 21.2, p <
.001). Sharing discernment was not significantly different be-
tween the BASELINE and ACCURACY PROMPT conditions
(χ2(1,99) = 1.88, p = .17) but was significantly different
between the ACCURACY PROMPT and SELF-CENSORSHIP
conditions (χ2(1,103) = 10.6, p = .001) and the BASE-
LINE and SELF-CENSORSHIP conditions (χ2(1,96) = 19.8,
p < .001). Considering only participants who self-identified
as either Democrats or Republicans, the later result was not
significantly affected by party affiliation (χ2(1,73) = 0.018,
p= .89), with sharing discernment being significantly greater
in the SELF-CENSORSHIP condition than in the BASELINE
condition when Republicans (χ2(1,18) = 4.4, p = .04) and
Democrats (χ2(1,55) = 16.0, p < .001) were considered sep-
arately.

Subplot B shows the perceived accuracy, defined as
the proportion of participants who indicated that each news
post was true averaged over the actually false (light blue)
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Figure 3: The data from the first study for the individual news posts
for the BASELINE (BL), ACCURACY PROMPT (AP), and SELF-
CENSORSHIP (SC) conditions. News posts 1-10 are actually false
whereas news posts 11-20 are actually true. Subplot A shows the
perceived accuracy and Subplot B shows the share rate.

and actually true (gold) news posts separately. Perceived
accuracy was significantly higher for true news posts than
for false news posts (χ2(1,103) = 33.7, p < .001), but did not
vary by condition (χ2(2,103) = 3.82, p = .051). Addition-
ally, there was no evidence that participants were more likely
to indicate that the false news posts were true in the SELF-
CENSORSHIP condition than in the ACCURACY PROMPT
condition (χ2(1,103) = 0.14, p = .71). Subplot C shows the
share rate for the news posts that were perceived to be true.
It shows that if a news post was perceived to be true, it was
highly likely to be shared. Conversely, subplot D shows that
if a news post was perceived to be false it was less likely to be
shared in the ACCURACY PROMPT condition and, by design,
could not be shared in the SELF-CENSORSHIP condition.
For completeness, subplots E and F show the perceived
accuracy for the news posts that were shared and were not
shared, respectively. Subplot E confirms that in the ACCU-
RACY PROMPT condition participants shared news posts that
they believed were false. By design, this could not occur in
the SELF-CENSORSHIP condition.

Figure 3 shows the perceived accuracy (Subplot A)
and share rate (Subplot B) for the individual news posts.
Subplot A shows that, for each news post, the perceived
accuracy was similar for the ACCURACY PROMPT and
SELF-CENSORSHIP conditions. Comparing Subplot A to
Subplot B we see that for news posts that were actually false,

for the ACCURACY PROMPT condition, the share rate was
always higher than the perceived accuracy, which demon-
strates that people share news posts that they perceive to be
false. Conversely, for the SELF-CENSORSHIP condition, the
share rate was always less than the perceived accuracy
because people were prevented from sharing news posts that
they believed were false.

In contrast to previous findings (Pennycook & Rand,
2022), our data shows that sharing discernment was not sig-
nificantly greater in the ACCURACY PROMPT condition than
in the BASELINE condition. However, sharing discernment
was significantly greater in the SELF-CENSORSHIP condition
than in either the BASELINE condition or the ACCURACY
PROMPT condition. The reason for this is that in the AC-
CURACY PROMPT condition participants shared news posts
that they had identified as false, whereas they were prevented
from doing this in the SELF-CENSORSHIP condition. These
results demonstrate that self-censorship increases sharing dis-
cernment more than accuracy prompts.

Study 2: Relative Preference of Accuracy
Prompts Versus Self-Censorship

Study 1 shows that self-censorship may be an effective
way of increasing sharing discernment beyond what can be
achieved by accuracy prompts. But would people accept self-
censorship in lieu of accuracy prompts? Study 2 addressed
this question.

Method
Participants As before, the study was only open to the sub-
set of MTurkers who had previously passed a test for English
proficiency that also screened out bots. MTurkers who had
participated in the previous experiment were not allowed to
participate in this experiment, and we excluded only those
participants who didn’t finish the experiment. The study took
approximately 5 minutes to complete, and participants were
compensated US$1 for their time. Of 100 participants, 56
self-identified as male and the remainder as female. The
mean age was 41.5 years old (sd = 11.1 years). 49 partici-
pants self-identified as Democrats, 17 as Republicans, 31 as
independents and three as “other”. All participants gave in-
formed consent, and the study was approved by the University
of Melbourne Ethics Advisory Group (ID: 23317).

Materials and Procedure The study started in the same
manner as the previous one with participants being asked to
state their age, gender, and political affiliation. As before,
it was then explained that they would participate in a sim-
ulated social media study where their task was to gain as
many followers as possible by sharing news posts that peo-
ple wished to see. It was explained which news sources are
unreliable and which ones are generally considered to be re-
liable. Participants were told that they would need to indi-
cate whether each news post was true or not before deciding
whether they wished to share it. They were told that there
were two conditions and that they could choose which condi-
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Figure 4: The data from the second study. Subplot A shows
the share rate for the ACCURACY PROMPT (AP) and SELF-
CENSORSHIP (SC) conditions for news posts that are actually false
(light blue) or actually true (gold). Subplot B shows the perceived
accuracy of the news posts. Subplots C and D show the share
rate for the news posts that were perceived to be true and false re-
spectively. Subplots E and F show the perceived accuracy for
the news posts that were shared and not shared respectively. In all
subplots, error bars represent 95% CI and dots represent ratings for
individual news posts.

tion they wished to participate in. They were told that in one
condition they would be able to share any news post regard-
less of whether they had indicated whether it was true (i.e.
the ACCURACY PROMPT condition). Conversely, they were
told that in the other condition they would only be able to
share those news posts that they had indicated were true (i.e.
the SELF-CENSORSHIP condition). To avoid biasing them,
participants were not informed of the names of the two con-
ditions. Participants were informed that they were less likely
to receive untrue news posts in the second condition than in
the first, to reflect the fact that if self-censorship was intro-
duced on a social media platform then participants would be
less likely to receive misinformation, as implied by the results
of Experiment 1. Participants then completed an understand-
ing check, and any misunderstandings were corrected. They
then chose their preferred condition. Despite what partici-
pants were told, both conditions used the same news posts as
in the previous experiment.

Results Out of the 100 participants, 59% choose the SELF-
CENSORSHIP condition. A binomial test found that this result

Figure 5: The data from the second study for the individual news
posts for the ACCURACY PROMPT (AP) and SELF-CENSORSHIP
(SC) conditions. As before, news posts 1-10 are actually false
whereas news posts 11-20 are actually true. Subplot A shows the
perceived accuracy and Subplot B shows the share rate.

was not significantly different from 50% (p = .09), suggest-
ing no strong preference for either condition. Figure 4 shows
the data collapsed across news posts. As shown by Sub-
plot A, sharing discernment was again higher in the SELF-
CENSORSHIP condition than in the ACCURACY PROMPT
condition (χ2(1,100) = 21.2, p < .001). As shown by Sub-
plot B, participants were less likely to indicate that the false
news posts were true in the SELF-CENSORSHIP condition
than in the ACCURACY PROMPT condition (χ2(1,100) =
17.0, p < .001). As shown by Subplots D and E, this was
because participants in the ACCURACY PROMPT condition
would share news posts that they had labelled as false whereas
this could not occur in the SELF-CENSORSHIP condition.
Figure 5 shows the data for the individual news posts. For
every false news post, the share rate was greater than the
perceived accuracy in the ACCURACY PROMPT condi-
tion but not in the SELF-CENSORSHIP condition.

General Discussion
This work suggests that self-censorship is an effective way
of increasing sharing discernment. We also found people are
not against using it. Indeed, there was no evidence that peo-
ple preferred accuracy prompts to self-censorship, implying
that they perceived that the disadvantage of self-censorship
(i.e. being restricted in which posts they could share) was
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compensated for by its advantage (i.e. receiving fewer news
posts that were false). That said, participants indicated their
preference before experiencing the condition. Future work
will need to demonstrate whether these results can be repli-
cated in a more realistic setting and whether people would
be willing to continue to accept self-censorship when they
have experienced it. As it stands, self-censorship represents a
promising but unproven approach for reducing the sharing of
misinformation on social media.

Our results are consistent with other findings indicating
that accuracy prompts may not be an effective way of increas-
ing sharing discernment, such as the recent meta-analysis
finding that the size of the effect of accuracy prompts on shar-
ing discernment was relatively small and varied significantly
across experiments (Pennycook & Rand, 2022). This meta-
analysis reported that the average effect size, as measured
by the coefficient on the interaction between condition and
veracity, was 0.04. Considering only the BASELINE and
the ACCURACY PROMPT conditions from Experiment 1, we
found an interaction coefficient of 0.05. For comparison,
we found an interaction coefficient of 0.17 when consider-
ing only the BASELINE and the SELF-CENSORSHIP condi-
tions. This suggests that accuracy prompts have a reliable but
smaller effect on sharing discernment than self-censorship.

We had expected that at least some participants in the
SELF-CENSORSHIP condition would lie and indicate that
some of the news posts that they thought were false were
true so that they would then be allowed to share them. Sur-
prisingly, there was no evidence that this occurred: the pro-
portion of false news posts rated as true was not higher in
the SELF-CENSORSHIP condition than in the ACCURACY
PROMPT condition in either Experiment 1 or Experiment 2.
Despite being entirely honest, participants did not always pri-
oritise accuracy when deciding whether to share a post: in
Experiments 1 and 2, 21% and 18% respectively of the posts
that were shared in the ACCURACY PROMPT condition had
been labelled as ‘false’ by the participant. These results show
that while the participants were not willing to lie and indi-
cate that a post they think is false is true just so that they
could share it, they were willing to share posts they had la-
belled as ‘false’. This may explain why sharing discernment
was greater in the SELF-CENSORSHIP condition than in the
ACCURACY PROMPT condition: participants were prevented
from sharing posts they had labelled as ‘false’ in the former
condition but could do so in the later condition.

To be clear, we don’t believe that social media users should
always be required to indicate that they believe a social me-
dia post is true before being allowed to share it. Unlike in
this study, in real life, not all social media posts can be cat-
egorized as either ‘true’ or ‘false’. For instance, some don’t
make any factual statements. Additionally, most posts will
focus on non-contentious topics and some may even be satir-
ical. It would not be sensible to insist that social media users
categorize such posts as ‘true’ before being allowed to share
them. Rather, we are advocating that social media posts are

analysed by a natural language model (NLM) and that self-
censorship is employed only when the NLM believes that a
factual statement has been made, that the claim is not satiri-
cal and that it is about a sufficiently important topic (e.g. an
upcoming election) that self-censorship is warranted. Fur-
thermore, if the social media user does not wish to share the
post, there is no need for them to indicate whether it is true or
not, thereby further reducing the load on the user.

We acknowledge that our proposed intervention requires
a NLM to identify to which posts self-censorship should be
applied. However, we don’t believe that this requirement is
unduly onerous for three reasons. First, the NLM does not
need to be 100% accurate. It wouldn’t matter if it occasion-
ally overestimated the importance of a topic and applied self-
censorship to a topic that wasn’t sufficiently important to war-
rant self-censorship as the cost to the human user of apply-
ing self-censorship is minimal. Second, in situations where
the NLM was unsure as to whether self-censorship should be
applied it could err on the side of caution and not impose
self-censorship. Applying self-censorship for only some of
the posts where it is warranted would still be a substantial
improvement over the status quo. Finally, NLM’s have ad-
vanced tremendously in recent months (e.g. ChatGPT). Even
if NLM’s are not yet capable of doing what we require, it is
likely that they may soon be able to.

In conclusion, subject to further research, we believe that
self-censorship is a potentially viable alternative to externally
imposed censorship. While externally imposed censorship
may still be needed, we believe that self-censorship can be
employed in situations where social media companies are not
sufficiently confident in their suspicions to censor the indi-
viduals involved. Specifically, self-censorship can be applied
whenever the social media company suspects a post might be
making an untrue factual statement about a contentious and
important topic. In this way, we believe that self-censorship
has the potential to supplement externally imposed censor-
ship and thereby play a significant role in reducing the spread
of misinformation in online settings. Crucially, it can do this
without requiring social media companies to be the arbiters of
truth and in a user-centered manner that is unlikely to induce
psychological reactance (Brehm, 1966), which might other-
wise encourage people to adopt the behaviour opposite to
what the social media company desires (i.e. the social me-
dia user may purposely share information that they believe is
false because they believe that the social media company is
attempting to induce them not to). Given the increasing pres-
sure on social media companies to restrict the flow of mis-
information on their platforms as embodied by recent initia-
tives such at the European Commission 2022 Code of Practice
on Disinformation (European Commission, 2022), we expect
that social media companies will find self-censorship a use-
ful tool to help them meet their obligations, at least in some
circumstances.
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