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Abstract

Ž .The aim of this paper is to propose a general interface for coupling general circulation models GCMs to land surface
Ž .schemes LSS in order to achieve a plug compatibility between these complex models. As surface parameterizations include

more processes, they have moved from being subroutines of GCMs to independent schemes which can also be applied for
other purposes. This evolution has raised the problem within climate modeling groups of coupling these schemes to GCMs
in a simple and flexible way. As LSS reaches a larger independence, a general interface is needed to enable exchange within
the community. This paper discusses the tasks LSS have to fulfill when coupled to a GCM after a review of the current state
of the art and the likely future evolutions of both components. The numerical schemes used for the processes which couple
the land surfaces to the atmosphere are reviewed to ensure that the interface can be applied to all LSS and GCMs after only
minor changes. q 1998 Elsevier Science B.V. All rights reserved.

Keywords: PILPS; land surface schemes; general circulation models; coupling land surface schemes

) Corresponding author.

1. Introduction

A primary goal of the Project for Intercomparison
Ž .of Land surface Parameterization Schemes PILPS

Ž .Henderson-Sellers et al., 1996 is to compare land

0921-8181r98r$ - see front matter q 1998 Elsevier Science B.V. All rights reserved.
Ž .PII: S0921-8181 98 00052-6
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Ž .surface schemes LSS used in general circulation
Ž .models GCM . The first step is to evaluate the

different schemes forced by the same atmospheric
Ž .conditions Phases 1 and 2 . This type of intercom-

parison does not take into account the atmospheric
feedback which might reduce or increase the differ-
ences between schemes. In order to study the possi-
ble importance of this feedback, all schemes have to
be coupled to the same atmospheric model. This is
the aim of Phase 4 of PILPS, with Phase 4a focussed
towards GCM and Phase 4b focussed towards re-
gional numerical weather prediction models.

At this point in time, coupling a range of LSS to
one GCM is very labor intensive, due to two main
problems. The first one is practical and is linked to
the way the FORTRAN code is organized and how
variables are managed by individual schemes. The
second problem is more fundamental and is related
to the fact that the different numerical schemes used
to solve the surface energy balance equation require
different atmospheric forcing at different time-steps.
This difficulty could be overcome by imposing one
numerical scheme and asking, for instance, the LSS
to provide the land surface fluxes or the parameters

Žneeded to compute them e.g., the ratio between
potential and actual evaporation, surface roughness,

.albedo . This solution raises an important problem,
as changes to the numerical framework of the LSS
may have a strong impact on the behavior of the
scheme. In all surface parameterizations, the equa-
tions used have been formulated according to the
numerical method chosen, or the numerics have been
adapted to the equations. Imposing a single numeri-
cal framework could destroy this equilibrium and
might require a major rewriting of the scheme and in
some cases a reformulation of the algorithms em-
ployed. The turbulent mixing in the planetary bound-

Ž .ary layer PBL is the parameterization where this
problem is most acute because its’ main forcing is
from the surface, the time-scales are very short and
the processes are highly non-linear.

This calls for the ‘plug compatibility’ of LSS.
Ž .Kalnay et al. 1989 discussed this issue for the

physical parameterizations of GCMs but in the pre-
sent case these recommendations need to be ex-
tended to a complex subsystem. A general coupling
interface for LSS will be different from the one used

Ž .for oceans models in OASIS Terray, 1994 as the

time-scales are much shorter thus requiring surface
processes to be solved within the time-stepping of

Ž .the GCM. The flux coupler Bryan et al., 1997 used
at NCAR is another attempt to have one interface to
all surfaces. It imposes a numerical scheme which
might not be the best choice for all cases, a severe
limitation.

In the present note, we would like to describe a
method for coupling any LSS to a GCM that can

Ž .accommodate most if not all numerical schemes
used for modeling surface processes. The first prob-
lem which has to be dealt with is to define clearly
the tasks of a LSS in order to choose the information
which needs to be exchanged between the LSS and
the GCM. This will be discussed in Section 2. Then
we will address the problems raised by coupling
radiation and the vertical diffusion in a manner
which is independent of the numerical schemes cho-
sen in the GCM and the LSS. Finally, it will be
described where in the GCM this interface needs to
be placed and which other steps can be taken to
simplify the coupling.

2. Tasks of a land surface scheme coupled to a
GCM

This attempt to define a general interface between
land surface processes and the atmosphere will be

Žlimited to fluxes of energy radiation, sensible and
.latent heat and momentum. This restriction is moti-

vated by the known importance of these fluxes for
Ž .atmospheric processes Polcher, 1997 but it should

not present any difficulty to include, at a later stage,
into such an interface the fluxes of passive tracers or
chemical components. This will be required when
LSSs close the carbon cycle in coupled ocean atmo-
sphere models or when they provide the source terms
for aerosols and chemical species.

Before defining the interface, the tasks of the LSS
in determining the surface energy fluxes must be
decided. In current GCMs, the tasks of the LSS have
evolved over time and they are not the same in all
models. For instance, albedo calculations have been
considered part of the radiation scheme in the past.
The albedo computations have shifted towards the

ŽLSS in more recent models Chalita and Le Treut,
.1994; Douville et al., 1995 , following the recogni-
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tion that albedo depends on fast surface processes,
such as the presence of snow on vegetation. Thus,
some GCMs will include these calculations in the
radiation scheme while others include them in the
LSS. These differences are partly historical, as new
developments in land surface modeling had to be put
into the older context of the GCM, avoiding costly
rewriting of code. The coupling between the surface
and the atmosphere has very often been guided by
numerical and computational constraints rather than
theoretical consideration on the physical system to
be solved.

For this interface, we will define the tasks of the
LSS based on theoretical considerations on the clo-
sure of the atmospheric processes which interact
with the surface. The LSS should provide the lower
boundary conditions for all atmospheric processes
but there are two ways of achieving this, the Neu-

Ž .mann and the Dirichlet closures Richter, 1978 . In
the former case, the fluxes have to be given to the
atmosphere, thus leading to more complex computa-
tions within the surface scheme than would be needed
if only state variables were provided, as is the case
for the Dirichlet closure. In the cases discussed here,
the Dirichlet and Neumann closures are equivalent
from an analytical point of view but not in their
numerical implementation. When the discretized
equations are considered, both closures will induce
discontinuities in the systems but at different loca-
tions. In some cases a mixed Dirichlet Neumann
closure is also possible and leads to a simultaneous
solving of the atmospheric processes and the surface
conditions. Physical considerations on the role of the
fluxes considered and the characteristic time-scales
will allow us to decide which solution is best when
modeling the interactions between the surface and
the atmosphere. Once this is decided, the role of the
surface scheme will be well defined.

While defining the tasks of the LSS and its inter-
face to the GCM, attention will be paid to energy
conservation. The number of operations needed on
fluxes of energy will be held to a minimum, thus
reducing the risk of errors on either side of the
interface. We will also be guided by a set of more
practical considerations.

Ø The interface should not place any restrictions
on the numerical scheme used by the LSS or the
GCM.

ØCalculations relative to physical processes of the
atmosphere should not be duplicated in the LSS.
ØPriority will be given to the parameterizations in
the GCM.
ØThis definition should take into account, as far
as possible, new developments in the modeling of
the climatic system.

Their role is to ensure that the resulting interface is
robust and easy to use.

In defining such a coupling scheme, there is
always the temptation for variables computed in the
GCM, but which could also be recomputed in the
LSS to postpone the issue and allow both solutions
in the interface. This can be achieved by increasing
the redundancy in the interface but at the cost of
major problems in its practical use. The interface
will be more complex, more difficult to use and there
is an increase in the risk of errors. Thus, an effort
will be made to reduce redundancies.

The resulting interface will be just another com-
promise but perhaps one built on better theoretical
grounds and which can be used to couple, with a
minimum of work and a maximum likelihood of
success, any GCM to any other LSS.

2.1. The energy balance equation

The surface energy balance equation is the major
interaction point between the LSS and the GCM.
Solving it is the most important component of any
LSS as it closes the energy balance at the lower
boundary of the atmosphere and determines the tem-
perature of the surface with which the atmosphere is
in contact. Implicitly, it also defines the surface with
which the atmosphere interacts. This definition dif-
fers between LSSs and can be the surface of the

Žground a ‘layer’ of infinitesimal thickness at the
.surfaceratmosphere interface or some level within

the canopy. In the following, no assumptions are
made on this definition, thus ensuring the generality
of the discussion. In this section, we will try and
define the interface by discussing the elements of
this equation.

The surface energy balance equation may be writ-
ten for a ‘layer’ at the surface in contact with the
atmosphere as:

Eus
C sL qS qLEqHqG 1Ž .s n nE t
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Here, u is the temperature representative of thes
Ž .surface ‘layer’ hereafter, surface temperature , and

C is the ‘layer’ heat capacity per unit area. Notes

that the heat capacity may become very small as the
thickness of the ‘layer’ tends towards zero. L is netn

long-wave radiation at the surface, S is the netn

short-wave radiation at the surface, LE is the latent
heat flux, H is the sensible heat flux and G is the
ground heat flux. All fluxes are positive downward.
For each of these five fluxes we need to determine
their relationship to the atmosphere and which com-
ponents need to be calculated by the LSS.

2.2. Ground heat flux

The ground heat flux and its underlying model is
closely linked to the way the surface energy balance
is solved. The choice of the equations used to repre-
sent the thermodynamics of the ground andror the
vegetation will determine the heat capacity and the
physical meaning of the surface temperature. The
only input needed to solve the ground model is the
surface temperature. As a consequence, the ground
thermodynamics are internal to the LSS and it does
not need to be considered for the interface with the
atmosphere.

2.3. Radiation

The radiation is the driving flux in the surface
energy balance. The solar part of the spectrum is the
forcing and the long-wave is, in most situations, a
sink of energy. In the absence of moisture, the
surface temperature is dominated by the balance
between these two radiative fluxes. Thus special
attention has to be paid to them at the interface.

All radiation calculations are performed in the
GCM but they need the surface conditions as a lower
boundary condition. In the case of short-wave radia-
tion, the typical time-scale is faster than the varia-
tions of the boundary condition, thus, a Dirichlet
solution is well adapted. This is achieved by provid-
ing surface albedo to the radiation scheme which
will then compute all fluxes and balance them at the
surface. The LSS will expect in return the net short-
wave flux from the GCM and the zenith angle. This
last variable will be used to compute the next value
of albedo. When, in the future, bi-directional re-

flectances are modeled in LSS, this choice may have
to be revisited. Reflection will not only depend on
the zenith angle but also on the intensity of direct
and diffuse light and thus will change at the time-
scale of the incoming flux.

As the long-wave radiation emitted from the sur-
face is largely independent of the atmospheric condi-
tions, the Neumann and Dirichlet closures are equiv-
alent. Thus, the upward flux in the required spectral
bands or an equivalent radiative temperature can be
provided to the GCM. Traditionally, this problem
has been solved by providing the surface temperature
to the radiation scheme because of practical consid-
erations. Indeed this solution has the advantage of
not requiring in the LSS any knowledge about the
choice of spectral discretization made in the radiative
code. For the down-welling radiation, the flux is the
best quantity to exchange as it is the result of the
balance of fluxes computed in the radiative code at
the lowest level of the GCM and enters directly into

Ž Ž ..the surface energy balance equation Eq. 1 .
Albedo, emissivity and surface radiative tempera-

ture are the quantities which are computed by the
LSS while it will expect in return from the GCM net
solar radiation, the zenith angle and down-welling
long-wave radiation. A method of exchanging this
information in such a way that it can be applied to
any GCM is proposed in Section 3.

2.4. Turbulent fluxes

The vertical turbulent diffusion in the lower layers
of the atmosphere is strongly coupled to the surface
processes which are the main source of energy. This
link is formed by the latent, sensible heat and mo-
mentum fluxes at the surface. As the surface fluxes
and the turbulent diffusion are very non-linear and
share similar time-scales, they will have the same
time-step within a GCM thus simplifying the cou-
pling. This time-scale, however, is usually shorter
than the typical time-step in GCMs, thus great care
has to be taken when choosing a numerical scheme
for the turbulent fluxes.

As surface temperature is the result of the balance
of fluxes and at the same time the turbulent fluxes
have a strong dependence on this same temperature,

Ž .they need to be determined while solving Eq. 1 , or
at least be varied with the temperature change. Tem-
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perature and relative humidity from the lowest level
of the GCM are also needed to compute the turbulent

Ž .fluxes in Eq. 1 , but their variations are generally
slower than the surface conditions. Thus, it appears
that the vertical diffusion scheme is best closed with
the two turbulent fluxes provided by the LSS. Some
LSS will not use a Dirichlet closure for the turbulent

Ž .fluxes in Eq. 1 , but rather a mixed closure. As this
choice has strong implications for the design of the
LSS, a general interface should not restrict this
diversity. On the other hand, most vertical diffusion
schemes already use surface fluxes as lower bound-
ary conditions. This will be discussed in detail in
Section 4.

2.4.1. Modeling surface layer turbulence
An important component in the calculation of the

turbulent surface fluxes is the diffusion coefficient,
which depends on the surface roughness and on the
stability of the lower layers of the atmosphere. The
first component is within the domain of the LSS but
varies only at a seasonal scale, while the second one
is more atmospheric in nature and evolves rapidly.

Some LSS compute the diffusion coefficient,
while in others the value is obtained from the verti-
cal diffusion parameterization of the GCM. Both
methods have their advantages which justifies that
the interface should not exclude either one. On the
other hand, each one has problems which might
affect the coupled system and should be controlled
by the interface.

Because of the continuity of the turbulent surface
fluxes and the vertical diffusion within the PBL,
allowing the LSS to compute its own diffusion coef-
ficient risks losing the consistency of the diffusion
coefficients. The parameterizations of the PBL used
in GCMs may be different from the one of the LSS.
Thus, if the LSS is allowed to compute its own
diffusion coefficient, the mismatch with the GCM
might affect the result. For instance, moisture or heat
might accumulate in an unrealistic way at the lowest
level only because the formulation of the surface
layer produces a diffusion much too large for the
PBL. But LSSs which solve the surface energy
balance through iterations need to recompute the
stability function included in the formulation of the
surface transfer coefficient to improve convergence.

This can only be done if the LSS has control over
this formulation.

When the surface layer diffusion coefficients are
computed by the GCM, modeling the heterogeneities
at the surface is limited. The PBL scheme of the
GCM only provides one diffusion coefficient per
grid-box and more subtle methods are needed to
propagate the surface heterogeneities into the surface
layer and the PBL.

At present, it is not possible to decide if one
approach should be favored over the other and it is
reasonable to allow for both solutions, but work is
needed on this issue.

2.4.2. Momentum diffusion and orography
In the case where the LSS computes the surface

layer transfer coefficient for latent and sensible heat
Ž .fluxes, which are part of Eq. 1 , one may wish to

calculate the momentum flux as well. This would
then ensure the internal consistency of all surface
transfer calculations. Including the momentum diffu-
sion in the LSS raises the issue of the interaction of
the orography with the flow for the LSS. Depending
on the treatment of gravity wave drag within the
GCM, the momentum diffusion may have to take
into account the form drag by modifying the rough-
ness length or the stability. As this is still a topic of
research, the interface could, for the moment, be
restricted to providing the LSS with the orography
from the GCM and returning the momentum diffu-
sion coefficient of the surface layer.

The LSS cannot be permitted to use its own
orography or landrsea mask because it might induce
inconsistencies in the coupled model. For instance,
spectral models construct their orography in such a
way that it is well behaved in the spectral transforms.
This elevation map is used in the physical parameter-
izations of the GCM and thus has to be applied to
the LSS as well.

2.5. Closing the hydrological cycle

So far, only the exchange of variables which
intervene in the calculation of the surface turbulent
fluxes and energy balance have been discussed. To
allow the surface scheme to close the water balance,
it needs to be provided with precipitation. The dis-
tinction between snow and ice is a delicate issue here
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because it touches on the parameterization of clouds
within the GCM and it may affect the conservation
of energy in the coupled system.

Over the last few years, GCMs have started to
simulate cloud liquid water and it has been recog-
nized that the description of the water particles form-
ing clouds are essential in order to compute the
interaction with radiation. In order to distribute cor-
rectly within the atmosphere the energy of condensa-
tion, GCMs will have to determine where in the
column snow or liquid precipitation is formed. Thus,
it seems reasonable to assume that precipitation
schemes will, in the not too distant future, determine
if snow, ice or water reaches the surface. In the
design of the interface it has to be assumed that the
GCM will provide at least rainfall and snowfall.

This raises the issue of a consistent use of latent
heat of evaporation and sublimation by the GCM and
the LSS. To conserve energy in the coupled system,
GCMrLSS, the same physical constants have to be
used. This will easily be achieved if the GCM pro-
vides the LSS with all physical constants through the
interface.

With the coming of age of coupled oceanratmo-
sphere models, LSS will have to include a river
routing scheme and thus model the river outflow.
The interface will need to include the runoff of rivers
into the ocean. This field is different from the grid-
box runoff produced by LSSs as it will be non-zero
over ocean points along the coast. The grid-box
runoff is internal to the LSS.

2.6. Sub-grid scale Õariability

The above discussion of a general interface also
applies to schemes which consider a mosaic of sur-
faces within the grid-box of the GCM or use a

Ž .delocalized physics Vintzileos and Sadourny, 1997 ,
as all tiles only view one set of atmospheric condi-
tions. In the special case where the surface scheme
uses a grid different from the one of the GCM, it will
have to do the disaggregation, as it holds all the
information needed.

More complex is the issue of the sub-grid scale
variability of atmospheric forcings provided by the
GCM. The special case of precipitation is discussed
here as some models already take this aspect into
account by distinguishing between stratiform and

convective precipitation. This distinction is problem-
atic, as it relies on distinctions between parameteriza-
tions of GCMs rather than physical quantities. Some
GCMs do not produce these two types of precipita-
tion but have a single parameterization which covers
all cases.

A more physical solution would be to provide
with precipitation an extra variable which for each
grid box describes its distribution. This could be
either the spatial variance of the field within the
grid-box or the parameter to a spatial distribution
function. In the case of variance, we would have
zero for the stratiform precipitation and some small
value for convective rainfall. This choice has the
advantage that the GCM has a finer control over the
sub-grid scale variability assumed in the LSS. This
approach could also be extended to other variables if
needed. In the present situation, we will choose the
variance as it is the simplest description of the
second momentum of the sub-grid scale distribution.

3. Coupling the radiation scheme

As explained in Section 2.3, the LSS of current
GCMs should provide the radiation scheme with
albedo, emissivity and surface radiative temperature
as lower boundary conditions and receive in return
the net short-wave flux, the zenith angle and the
down-welling long-wave flux.

As the radiation parameterizations are computa-
tionally very expensive, their time-step is usually
longer than the one used by the other components of
the GCM. This contrasts to the LSS which uses the
shortest time-step of the physical parameterizations
as it is closely linked to the turbulent diffusion.
Thus, the LSS is called more often that the radiation
scheme and special attention has to be paid at the
interface to ensure conservation of energy.

It should be noted here that in the case where the
radiation scheme uses the same time-step as the LSS,
another coupling method is possible. The long-wave
flux balance can be solved with a mixed closure,
thus coupling the surface energy balance equation to
the radiation code. This approach will certainly result
in a better simulation of the radiative cooling of the
surface in regions where this process is dominant.
However, only one model is known where this ap-
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proach has been used; the version of the BMRC
GCM coupled to the bucket scheme described in the

Ž .work of McAvaney et al. 1978 . Later, this coupling
was abandoned at BMRC because of its computa-
tional cost.

Most radiation schemes will require from the LSS
albedos for direct and diffuse sunlight in the spectral
band below and above 0.7 mm. In order to compute
this, the LSS will require the zenith angle, fraction of
diffuse radiation and the incoming solar radiation.
The latter will have to be computed by the LSS from
the net solar radiation and the albedo it provided at
the last call. The downward solar flux is only used to
compute albedo and photosynthetically active radia-
tion and may thus tolerate numerical approximations
if needed. The same argument applies to the choice
of fraction of diffuse short-wave radiation instead of
a flux.

Priority is given to the net flux because it is the
energy received by the surface as computed in the
radiation scheme and it is used in the surface energy
balance. This ensures energy conservation through
the interface even with the different time-stepings.
The LSS will receive the same net solar flux at each
time-step between two calls to the radiation scheme.
The radiation scheme may choose to use the last
albedo provided by the LSS or the average of all
values obtained since the last radiation time-step.
The GCM also has the responsibility of providing
the zenith angle for the next point in time to ensure a
correct computation of albedo by the LSS for such
critical situation as sunrise.

In the long-wave part of the spectrum the radia-
tion scheme will provide incoming radiation at the
surface. On the other hand, it needs to receive from
the LSS the emissivity to determine the fraction of
this flux which will be reflected.

Providing a radiative temperature through the in-
terface has practical advantages but also a few pit-
falls. While solving the surface energy balance, the
LSS can use a limited expansion of the surface
temperature around its old value to obtain a value for
the emitted radiation closer to the new temperature.

Ž .For instance, the upward long-wave flux L may≠

be determined by:

4 3t t tq1 tL ses u q4es u u yu 2Ž .Ž . Ž . Ž .≠ s s s s

where e is surface emissivity and s the Stefan–
Boltzman constant. The benefits of this approach is
to stabilize the numerical scheme used to solve Eq.
Ž .1 in situations where the long-wave radiation domi-
nates the energy balance. The intermediate tempera-
ture used to determine the upward long-wave flux

Ž .will be called the radiative temperature T and is
defined by:

L ses T 4 3Ž .≠

It needs to be recomputed once the surface energy
balance is solved. As can easily be seen, without the
Taylor expansion the radiative temperature is the
surface temperature at time t. If this is not done,
energy will not be conserved in the coupled system
as the GCM will receive a long-wave flux different
from the one used in the LSS.

When the radiative temperature and the emissivity
are passed to the radiation scheme, they have to be
averaged over the time-steps at which the radiation is
not called so that the mean flux emitted from the
surface, as calculated by the LSS, is given to the
radiation. This averaging has to be linear for the
emissivity and in the fourth power of the radiative
temperature. In order to perform this process on the
fly, we propose the following equations which yield

nq1Žthe new averages X , n is the time-step at which
radiative temperature is available between two calls

.to the radiation from the mean over the previous
time-steps and the new values.

nne qe
nq1e s 4Ž .

nq1

n1 e ennq1
4 4 4T s n T q T 5Ž .nq1 nq1ž /nq1 e e

nq1nq1 4Using e and T in the next call to the
radiation scheme will ensure that the time-averaged
balance of the long-wave radiative fluxes is con-
served.

If the LSS includes a sub-grid scale variability of
the surface temperature it has to perform the same
type of averaging to obtain a mean radiative temper-
ature for the grid. It will also need to compute an
averaged emissivity.
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4. Coupling the land surface scheme to the verti-
cal diffusion

In Section 2.4, the turbulent surface fluxes have
been identified as the quantities which should be
provided to the vertical scheme as a lower boundary
condition. To compute them, the LSS will need the
atmospheric conditions at the previous time-step.
Depending on the numerical scheme of the LSS it
may also require other information from the atmo-
sphere so that an equation can be written for the
atmospheric conditions of the next time-step.

In the present section, we will discuss the possi-
bilities opened to LSSs for solving the surface en-
ergy balance and describe the methods currently in
use. A knowledge about the methods used for solv-
ing the vertical turbulent diffusion is needed to ap-
preciate the different couplings. In Appendix A the
standard ‘explicit coefficient, implicit temperature’
Ž .Kalnay and Kanamitsu, 1988 method is presented
for reference. In the following discussion only a
local diffusion scheme is considered but it can be
shown that the same equations can be written for a
non-local scheme.

Ž .The numerical schemes used for solving Eq. 1
are discussed using its discretized formulation which
integrates from u t to u tq1. The fluxes which makes s

up the coupling to the vertical diffusion are then
written as follows:

™tq1 j i< <LE sLrC V b q yq u 6Ž .Ž .Ž .h a sat s

™tq1 j i< <H srC V u yu 7Ž .Ž .h a s

where i and j are time indices. It is only in these
fluxes that the lowest level prognostic variables of
the GCM come into play in the energy balance
equation. To simplify the discussion, we have chosen

Žto use a ‘b-formulation’ Mahfouf and Noilhan,
.1991 in the equations for the latent heat flux pre-

sented here. The reasoning can easily be extended to
an ‘a-formulation’ or bulk aerodynamic formulas
which use resistances to control evaporation. Some
LSSs use a threshold formulation for the latent heat
flux, that is, below a given flux or amount of avail-
able moisture the method for determining evapora-
tion changes. We will point out in which numerical
schemes this formulation cannot easily be imple-
mented.

The choice of the time-step at which the atmo-
spheric variables in the sensible and latent heat
fluxes are taken determines the type of coupling. It
will also dictate the time in the GCM at which the
surface energy balance has to be solved and the
approximations that need to be made. In the follow-
ing, we will use a simple nomenclature for describ-
ing these schemes:

is tq1, js tq1: Implicit coupling
is t, js tq1: Semi-implicit coupling
is tq1, js t: Explicit coupling
is t, js t: Open-explicit coupling
The discussion in this section can also be applied

to the coupling between the surface energy balance
and the ground heat flux which is the result of a
diffusion equation of the same type as the one used
for the atmospheric PBL. As pointed out earlier, the
ground heat flux is internal to the LSS and is thus
irrelevant to the coupling with the atmosphere.

To simplify the equations in this section, we will
not consider the surface temperature dependence of

Ž .the emitted radiation in the net radiative flux R . Itn

is sufficient to say that the surface temperature at
time-step t can be used, or with the help of a Taylor
expansion and the value at tq1, an approximation
of the emitted radiation at tq1, can be obtained.
This topic is discussed in detail in Section 3.

4.1. Implicit coupling

The aim of this method is to keep the atmospheric
profiles of temperature and humidity and the surface
conditions synchronous. This scheme has been used
in most GCMs when they were coupled to the simple

Ž .bucket model Manabe, 1969 . Only a few models
have kept this method when they moved to more
complex LSS, among them are the LMD-GCM cou-

Ž .pled to SECHIBA Ducoudre et al., 1993 and the´
Ž .UKMO-GCM Warrilow et al., 1986 . Newly devel-

oped schemes have also adopted it; the ECMWF
Ž . Ž .model CY 48 Viterbo and Beljaars, 1995 and

Ž .ISBA coupled to ARPEGE Mahfouf et al., 1995 .
In order to implement this method, information on

the dependence of the atmospheric conditions on the
surface forcing is needed. As shown in Appendix A,
the atmospheric variables can be given as functions

Ž Ž ..of the surface conditions see Eq. 16 within the
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PBL. This information can be provided to the LSS
by passing through the interface the coefficients
A and B . This introduces a much strongerX ,1 X ,1

coupling between the two systems. It means that the
Ž .closure of Eq. 1 is transformed from a Dirichlet to

a mixed boundary condition problem.
Ž .Applying this to the discretized version of Eq. 1 ,

a fully implicit equation for the energy balance is
obtained.

u tq1 yu t
™s s

< <C sR qGqLrC V bs n h
D t

= At q u tq1 qBt yq u tq1Ž . Ž .Ž .ž /q ,1 sat s q ,1 sat s

™ t tq1 t tq1< <qrC V A u qB yu 8Ž .Ž .Ž .h u ,1 s u ,1 s

As the saturated water–vapor mixing ratio is a non-
linear function of surface temperature, we need to
replace it by its truncated expansion.

E qsattq1 t tq1 tq u sq u q u yu 9Ž .Ž . Ž . Ž .sat s sat s s sEu ts u s

Ž . tq1Thus Eq. 8 can be solved and u computed.s

During these steps we have implicitly computed the
sensible and latent heat flux which need to be diag-
nosed from the new values of temperature and mois-
ture at the surface and the lowest atmospheric level.
These fluxes can then be used to do the back-sub-
stitution which solves the vertical diffusion equa-
tions.

Besides its mathematical elegance and low com-
putational cost, this method has the advantage of
displaying numerical stability. In the case of constant
transfer coefficients it can be shown to be uncondi-

Ž .tionally stable Davies, 1983 while elsewhere it is
Ž .linearly stable Kalnay and Kanamitsu, 1988 . It

conserves energy, as at any point in time the surface
fluxes are coherent to the profiles of temperature and
moisture in the atmosphere. The disadvantage of this

Ž .method is that the solution of Eq. 8 may become
very difficult as LSS become more complex and
include sub-grid scale variability. If a threshold

Ž .method is used in the LSS then Eq. 8 will have to
be supplemented by a predictor–corrector method,

which will make it computationally more expensive.
Ž .This need arises from the fact that in Eq. 8 the

fluxes are computed implicitly and thus no condi-
tions can be applied while it is being solved.

In SECHIBA the coupling of the thermodynami-
cal soil model to the surface energy balance is also
accomplished with an implicit method leading to a
closed set of equations which describe the diffusion
from the top of the PBL to the bottom of the soil. In
a similar way, the equations for soil water transfer in
the ECMWF scheme are solved with an implicit
method from the surface throughout the entire soil
column depth.

4.2. Semi-implicit coupling

This coupling scheme uses the surface tempera-
ture at the last time-step to close the vertical diffu-
sion equations. It simplifies the solution of the sur-
face energy balance equation, as surface temperature
is obtained independently of the vertical diffusion
scheme. This method is used by a few complex LSS
coupled to GCMs, or as in the Blodin scheme in the

Ž .ECMWF model Blondin, 1988 and the ECHAM
Ž .model Dumenil and Todini, 1992 .¨

As in the implicit scheme, the coefficients AX ,1

and B need to be computed in order to solve Eq.X ,1
Ž .16 to obtain the new values at the lowest atmo-
spheric level. The simplification lies in the fact that
instead of using u tq1 the old surface temperature u t

s s

is used. The following equations are then used to
compute the turbulent fluxes.

™tq1 < <LE sLrC V bh

= At q u t qBt yq u t 10Ž .Ž . Ž .Ž .ž /q ,1 sat s q ,1 sat s

™tq1 t t t t< <H srC V A u qB yu 11Ž .Ž .Ž .h u ,1 s u ,1 s

These fluxes are then given back to the vertical
diffusion which computes the new temperature and
humidity profiles.

The derivative of the new surface fluxes with
respect to surface temperature are then used to solve
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the surface energy balance which yields the new
Ž .surface conditions. Eq. 1 is then discretized as:

u tq1 yu t
s s tq1C sR yLEs n

D t

E LE E H
tq1 t tq1q u yu yH qŽ .s sEu Eut ts su us s

= u tq1 yu t yG 12Ž .Ž .s s

As this step is usually done after the vertical diffu-
sion parameterization is called, the surface fluxes
which correspond to the new surface temperature are
different from those received by the atmosphere
Ž Ž . Ž ..Eqs. 10 and 11 . To avoid an energy imbalance,
this difference has to taken into account in the
temperature calculation of the next time-step. By
design, the semi-implicit coupling only allows for
surface temperature changes to feed back to the
atmosphere at the next time-step.

As the coupling scheme proposed here only re-
quires one call to the land surface parameterization,
the new surface temperature will have to be com-
puted just after the surface fluxes. This opens the
possibility for the schemes using the semi-implicit
coupling to reduce the problem of energy conserva-
tion. If a threshold formulation is used for evapora-

Ž .tion, Eq. 12 cannot be solved in the general case.
The discontinuity introduced into the calculation of
evaporation makes it difficult to compute the deriva-
tives needed in the semi-implicit coupling.

The way this scheme has been implemented
amounts to a Dirichlet closure for the vertical diffu-
sion and a Neumann closure for the surface energy
balance.

4.3. Explicit coupling

As in the previous method, the explicit coupling
uses the atmospheric and surface values at different
time-steps to compute the fluxes. In the explicit case,
the emphasis is put on a coherent calculation of the
surface energy balance. The old atmospheric condi-
tions are used, as it can be assumed that their
variations over time are smaller than those at the
surface. This method is used in CCM2 coupled to

Ž .BATS Dickinson et al., 1993 and in CCM3 cou-
Ž .pled to LSM Bonan, 1996 .

The first step is to solve the surface energy bal-
Ž .ance using the old atmospheric conditions. Eq. 1 is

thus discretized as:

u tq1 yu t
™s s

< <C sR qGqLrC Vs n h
D t

=
™t tq1 t tq1< <b q yq u qrC V u yuŽ . Ž .Ž .a sat s h a s

13Ž .

It may be solved either by expanding the saturated
humidity as is done in the implicit coupling or by
using an iterative procedure. The latter one is suited
for LSS with a threshold formulation for evapora-

Ž .tion. When solving Eq. 13 for the new surface
temperature an iteration scheme has to be chosen
which ensures convergence towards a physical cor-
rect solution. This is not a trivial task for all atmo-
spheric conditions. If the stability dependence of the
surface transfer coefficients is updated at each step

Žof the iteration, convergence is improved Desbor-
.ough, personal communication . Thus, these schemes

may need to modify the surface transfer coefficient
given by the GCM. It must be noted that when an
iterative procedure is used, the scheme can become
computationally very expensive and does not always
converge to an unique solution.

The surface fluxes determined for the new surface
temperature will then be used to complete the back-
substitution of the vertical diffusion after computing
the new variables at the first atmospheric level.

This approach has the advantage over the semi-
implicit coupling that energy will be conserved. The
fluxes obtained by solving the surface energy bal-
ance are those which are given to the atmosphere. Its
drawback, on the other hand, is that the atmospheric
feedback to the surface is only felt from one time-step
to the other. As in general temperature variations are
slower at the lowest level of the atmosphere than at
the surface, this approximation seems to be better
than the one used in the semi-implicit coupling. This
needs to be verified in numerical experiments.

This type of coupling facilitates the ‘tile’ model-
ing as it allows multiple surface energy balances to
be computed. The fluxes are then averaged before
they are passed to the vertical diffusion.
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4.4. Open-explicit coupling

This coupling scheme is presented here for com-
pleteness but to the knowledge of the authors it is
not in use in any GCM because of numerical stabil-
ity problems. Its main difference to the semi-implicit
scheme is that when the surface energy balance is
solved the fluxes computed for the next time-step by
the vertical diffusion are not used. The ones of the
previous time-step are applied. Just as for the semi-
implicit scheme energy conservation may be difficult
to fulfill if in the surface energy balance equation the
fluxes are modified. The open-explicit coupling be-

comes an option for mesoscale models, because they
use a time-step that is significantly smaller than

Ž .GCM time-steps e.g., ISBA in Meso-NH . Due to
the fact that the PBL and the surface energy balance
are solved separately they are allowed to diverge
during the time-step.

5. The coupling

After having defined the variables that need to be
exchanged through the interface one needs to deter-
mine where within the GCM the coupling has to

Fig. 1. Flow diagram of the coupling scheme that would allow the three types of closure of the vertical diffusion equations to be used by
LSS. Only the variables linked to the vertical diffusion are given here.
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occur. As the vertical diffusion has the strongest
interaction with the LSS and also displays the largest
diversity in numerical schemes, it will dictate the
choice.

Depending on the type of coupling chosen for the
vertical diffusion by the LSS, the atmospheric vari-
ables at the lowest atmospheric level are needed at
time t or tq1. The only point where both of these
values are available is within the resolution of the

Ž . Ž .vertical diffusion after Eqs. 17 – 19 have been
solved and before the back-substitution is performed.
It is at this point that the LSS needs to be called.

If the LSS is provided with the values for X t,1
Žw x w x.Ž t . Žw x w x.K r d z A -1 , K r d zX ,1q 1r2 1 X ,2 X ,1q 1r2 1
Ž t . Ž . Ž .B , and K r d z , it is able to computeX ,2 X 1r2 0

t t Ž . Ž . ŽA and B from Eqs. 17 – 19 X is either u orX ,1 X ,1
.q, see Appendix A . This choice of variables allows

the LSS to use its own values for the surface drag by
Ž . Ž .modifying K r d z . As pointed out in SectionX 1r2 0

2.4, this opens the door to problems of consistency

between the formulations used in the vertical diffu-
sion and the LSS.

With these arguments the LSS obtains the vari-
ables at the lower atmospheric level and their sensi-
tivity to changes in the surface conditions. This
allows the surface scheme to compute, simultane-
ously with the surface conditions, the atmospheric
variables at the lowest level for the new time-step
Ž Ž . .Eq. 16 is used for this step as needed for the
implicit coupling. The flow diagram of such a cou-
pling scheme is given in Fig. 1. Only one call to the
LSS is needed further facilitating the inclusion of
many LSS in a single GCM.

As there is only one call to the LSS the other
variables of the interface have to be passed at this
point as well. A list of the quantities which are
inputs and outputs of the LSS are presented in
Tables 1 and 2. Whether the calls to radiation or the
precipitation scheme are before or after the vertical
diffusion and the LSS does not matter to the inter-

Table 1
Input to the LSS

Group Variable Symbols

Initialization geographical coordinates
landrsea mask
orography

Physical constants latent heat of evaporation L
latent heat of sublimation
latent heat of fusion
gravitational constant
specific heat capacity cp

Surface layer description height of first layer d z0

density r

Hydrological cycle rainfall
sub-grid variance of rainfall
snowfall
sub-grid variance of snowfall

Radiation solar zenith angle
net surface short-wave flux Sn

fraction of diffuse short-wave radiation
down-welling long-wave flux Lx

Turbulent diffusion lowest level potential enthalpy ua

lowest level specific humidity qa

lowest level wind speed
concentration of passive tracer
surface layer diffusivity for:
temperature K rd zu 0

moisture K rd zq 0
Žw x w x.Ž . Žw x. w x.Ž .potential enthalpy sensitivity K r d z A y1 , K r d z Bu ,1q1r2 1 u ,2 u ,1q1r2 1 u ,2
Žw x w x.Ž . Žw x w x.Ž .specific humidity sensitivity K r d z A y1 , K r d z Bq,1q1r2 1 q,2 q,1q1r2 1 q,2
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Table 2
Output from the LSS

Group Variable Symbols

Hydological cycle moisture flux E
river runoff

Radiation albedo
emissivity e

surface radiative temperature T
Turbulent diffusion latent heat flux H

sensible heat flux LE
flux of passive tracer
surface roughness z0

displacement height d
surface layer diffusivity for:
temperature K r d zu 0

moisture K r d zq 0

momentum K r d zm 0

surface temperature us

actual over potential evaporation b

face. This will only affect the choice of variables the
GCM has to write to the restart files.

The practical issues of coupling two FORTRAN
codes have not been dealt with in the present note.
All the basic coding rules set-up by Kalnay et al.
Ž .1989 apply here as well but a few specific recom-
mendation for LSSs can be made from the present
discussion. Only one call needs to be made to the
LSS within the GCM and this will be within the
vertical diffusion scheme. A call to the initialization
of the LSS will also be needed to set up the vegeta-
tion map, soil types and other internal parameters.

In order to simplify the coupling of the LSS it
should have its own restart and history system. This
avoids the problem of passing the prognostic vari-
ables of the LSS through the interface and having to
handle them with the restart and history system of
the GCM. LSS are so different in their conception
that they all have a different number of prognostic
variables. Furthermore, an independent restart and
history facility has the advantage of making the LSS
more independent of the GCM, simplifying its use in
an off-line mode and allows for a different grid than
the one of the GCM.

The LSS should be written in such a way that the
GCM has control over which grid-points the LSS is
going to perform the calculations on. This is an
important aspect for running the model efficiently on
parallel computers.

Developing the software to perform off-line ex-
periments, as in PILPS Phases 1 and 2, with LSS
which are coupled according to this interface will be
a trivial exercise. This is the more practical advan-
tage of this interface.

6. Conclusion

In this paper, we have identified the variables
which should be exchanged between a GCM and its
LSS. An effort was made not to take into account
practical considerations, such as the current state of
GCMs and LSSs, but rather to rely on physical and
numerical arguments with the aim of being as gen-
eral as possible. The resulting list of variables to be
exchanged are presented in Tables 1 and 2.

The authors are not aware of any reason why this
general interface could not be implemented in all
current GCMs and LSSs with a minimal effort. In
some GCMs it will mean splitting the calculations of
the planetary boundary and some LSSs will need to
gather all computations related to the surface and
which are now distributed throughout the GCM. This
effort will make it possible to exchange LSS be-
tween GCMs thus opening new doors to intercom-

Ž .parison projects such as AMIP Gates, 1992 and
Ž .PILPS Henderson-Sellers et al., 1996 . It has to be

expected that in the years to come progress will be
made on the radiation or vertical diffusion schemes
used in GCMs. This may lead to a rethinking of
certain aspects of the coupling and eventually to an
extension of the interface.

The interface defined here is general enough to be
also applied to the coupling of the atmosphere to the
ocean and sea-ice. Besides offering the plug-compa-
tibility of surface parameterizations to the GCM, it
also has the advantage of making the lower boundary
conditions a truly autonomous model within the
GCM. This opens a new range of possibilities for the
development and validation of the schemes at a
global scale.

This proposal is only the first step towards a ‘plug
compatibility’ of LSS. It will certainly evolve as
LLSs and GCMs evolve and as it is implemented. In
order to give the interested reader the opportunity
to follow the evolution, a Webpage exists at the
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following location: http:rrwww.lmd.jussieu.frr
pilps4c.html. It will give information on the evolu-
tion of the interface, its current status, where it is
used and which points are currently being discussed.
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Appendix A. The vertical diffusion and its numer-
ical scheme

The vertical diffusion of sensible heat and humid-
ity through turbulent mixing can be described by the
following generic equation:

E X E E X
s K 14Ž .ž /E t E z E z

Ž . Žwhere X is potential enthalpy u as defined in Eq.
Ž .. Ž .21 or specific humidity q and K is the ‘eddy-
diffusivity’. In the following, it will be assumed that
the diffusion coefficients are the same for both vari-
ables. The sensible and latent heat fluxes at the

surface are also computed using this equation but
with diffusion coefficients which take into account
the surface properties. At the surface we will write
K and K in order to distinguish the diffusionu q

coefficients for each of the fluxes. LSS are thus
intimately linked to the vertical diffusion scheme.

Ž .To solve Eq. 14 over the atmospheric column,
boundary conditions are needed. Above the PBL
vertical diffusion becomes sufficiently small that the
flux can be considered to vanish. This leads to a zero
flux upper boundary condition. The surface is the
source of the transported energy and the closure of
the equation there is a delicate problem which is
discussed in Section 4.

A.1. The numerical scheme used

In the parameterization of vertical diffusion in a
Ž .GCM Eq. 14 is discretized over the vertical and in

time. In the following discussion we will assume that
the calculation is performed over N levels. Variables
are located at the full levels and fluxes are computed
at intermediate levels, represented by dashed lines in
Fig. 2. Level 0 is the surface. The basic time-step
starts at time t when all variables are known and
ends at time tq1 when all calculations are com-
pleted.

Fig. 2. Levels used for the discretization of the equations.
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Ž .When Eq. 14 is discretized in the vertical and an
implicit time-stepping is used, we obtain the follow-
ing finite difference formula for level l:

X tq1 yX t 1l l
s

D t D zl

=
X tq1 yX tq1

lq1 l
K yKlq1r2 ly1r2ž d zl

=
X tq1 yX tq1

l ly1
15Ž ./d zly1

In order to solve this system of equations from the
Ž .surface ls0 to the top of the atmosphere or the

Ž .planetary boundary lsN the method proposed by
Ž .Richtmyer and Morton 1967 is used. The aim is to

reduce the system to a set of equation of the type:

X tq1 sAt X tq1 qBt 16Ž .l X , l ly1 X , l

where the coefficients At and Bt can be com-X , l X , l

puted in a descending order and then used in a
back-substitution from bottom to top which yields
the profile for X at time tq1. It is assumed here
that the eddy-diffusivities, K , are computed beforel

using atmospheric conditions at time t.
To satisfy the zero flux condition at the top in Eq.

Ž . t t16 we have to set A s1 and B s0.X , Nq1 X , Nq1

This allows an iteration from top to bottom which
determines At and Bt over the entire column.X , l X , l

The following iteration formulas are obtained:

D t K Klq1r2 ly1r2tCs1y A y1 yŽ .X , lq1ž /D z d z d zl l ly1

17Ž .
D t K ly1r2t y1A sq C 18Ž .X , l
D z d zl ly1

D t K lq1r2t t t y1B s X q B C 19Ž .X , l l X , lq1ž /D z d zl l

In this set of equations only K containsX ,1r2

information from the surface. This implies that with-
out any knowledge of the surface the downward
iteration can only be performed up to ls2. The
back substitution cannot be performed independently
from the LSS for ls1, but once X tq1 is known Eq.1
Ž . Ž .16 can be solved for all lg 2, N .

In order to obtain a general interface between the
LSS and the vertical diffusion scheme of the GCM a
formulation has to be derived for computing X tq1

1
Ž .using only surface fluxes F .X ,1r2

A.2. The surface fluxes

The sensible and latent heat fluxes at the surface
can be written in a generic form:

K X ,1r2t t tF s X yX 20Ž .Ž .X ,1r2 1 0
d z0

Depending on the type of closure chosen by the LSS
the flux will be computed with variables at time t or

Ž t .tq1. For surface sensible heat F sH flux theu ,1r2

following correspondences are used:
kpst t tX su sc T 21Ž .1 a p a ž /p

X t su t sc T t 22Ž .0 s p s

K K ™X ,1r2 u ,1r2
< <s srC V 23Ž .h

d z d z0 0

where T is the temperature at the first atmospherica

level, p is the pressure at this level, p pressure ats

some reference level, T is surface temperature, C iss h

surface transfer coefficient for heat and moisture
™Ž .assumed to be same here , r is the density and V is

Ž .the wind speed at the first level. Eq. 20 yields
Ž t .evaporation F sE if the following definitionsq,1r2

are used:

X t sq t 24Ž .1 a

X t sq u t 25Ž .Ž .0 sat s

K K KX ,1r2 q ,1r2 u ,1r2
s s b 26Ž .

d z d z d z0 0 0

where q is the water vapor mixing ratio at the firsta
Ž .atmospheric level, q T is the saturated humiditysat s

for the surface temperature and b is the aridity
coefficient. b is defined as the ratio between actual
and potential evaporation.

Computing these fluxes is the responsibility of the
LSS and our aim is to derive an equation for X tq1

1

using F t as sole information from the surface.X ,1r2
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This ensures in the LSS a maximum of freedom
in the choice of the numerical scheme used for
solving the surface energy balance equation. Insert-

Ž . Ž .ing Eq. 20 into Eq. 15 yields:

D t K1q1r2
Cs1q A y1 27Ž . Ž .X ,2

D z d zl 1

D t K1q1r2tq1 y1 t y1X sC X y B qF C1 1 X ,2 X ,1r2ž /D z d zl 1

28Ž .

Thus the only knowledge required for computing
tq1 Ž .X and iterating Eq. 16 from ls2 to the top are1

the old values of potential enthalpy and humidity at
the lowest atmospheric level, the surface fluxes and

t t Ž .finally the values of A and B for lg 2, NX , l X , l

obtained during the descent.
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