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Abstract

Controls on inorganic calcite growth from the nano to field scale

by

Jennifer Victoria Mills

Doctor of Philosophy in Environmental Science, Policy and Management

University of California, Berkeley

Professor Laura N. Lammers, Chair

This dissertation focuses on two aspects of biogeochemical cycling essential for our under-
standing of future carbon cycle trajectories and carbon dioxide removal strategies: carbonate
crystal growth and soil carbon cycling. In the first two chapters, I develop the use of calcium
isotopes as molecular probes that shed light on the complicated suite of processes occurring
at the fluid-mineral interface during crystal growth. The solution stoichiometry dependence
of calcium isotope fractionation is first investigated as a direct test of classical ion-by-ion
models of isotope partitioning during calcite growth (Chapter 2). Fractionations measured
through a series of constant-composition calcite growth experiments are well-captured by an
ion-by-ion model that incorporates the influence of surface speciation. This provides strong
supporting evidence for the model of calcium isotope discrimination driven by Ca exchange at
kink sites on the growing crystal surface and yields much-needed constraints on the solution
chemistry dependence of �44/40Ca, critical for the interpretation of Ca isotopes in natural
systems. Model predictions of the relationship between �44/40Ca and growth inhibition in
the presence of impurity ions then lay the theoretical groundwork for the use of Ca isotopes
to probe interfacial processes during carbonate crystal growth.

In Chapter 3, I operationalize this new tool, employing calcium isotope fractionation
to help elucidate the mechanism by which two divalent cations with starkly contrasting
compatibility, magnesium and manganese, interact with the growing calcite surface and
are ultimately incorporated into the mineral lattice. Invariant �44/40Ca with increasing
{Mn2+}/{Ca2+} and {Mg2+}/{Ca2+}, despite more than an order of magnitude decline in growth
rate, is indicative of a dominantly kink blocking inhibition mechanism. For Mg2+, experi-
mental trends are consistent with inhibition driven by slow Mg2+-aquo complex dehydration
relative to Ca2+, but large Mn2+ partition coefficients cannot be explained by desolvation
rate-limited attachment of Mn2+. Instead, I argue that the dominant Mn2+ species interact-
ing with kink sites is not the free ion in solution but instead an ion pair, hydrated species, or
possibly larger polynuclear cluster and that growth kinetics are limited by a carbonate-based
kink blocking mechanism. These findings raise questions about the prevalence and broader
ramifications of non-monomer trace constituent incorporation during otherwise classical crys-
tal growth.

In the second half of the dissertation, I turn to carbon cycling at the field scale, investi-
gating the controls on soil carbon cycling and soil-atmosphere CO2 exchange in the Mojave
Desert. Arid soils can contain significant concentrations of inorganic carbon in the form of
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pedogenic carbonate, but the short-timescale dynamics of the soil inorganic carbon system
and its impact on CO2 fluxes remains poorly constrained. I present results from a multi-year
field campaign, including two years of continuous measurements of meteorological and soil
conditions from a series of soils along a climate/elevation gradient. In Chapter 4, I focus on
unpacking the primary controls on CO2 production in these highly water-limited ecosystems,
and develop quantitative models to describe how the sensitivity of CO2 production to envi-
ronmental conditions varies with depth in the soil profile and spatially on scales of meters
to kilometers. Significant nighttime CO2 pulse events observed in near-surface soils of the
more densely vegetated, higher elevation, sites are also explored and provisionally linked to
microbial activity stimulated by the delivery of non-rainfall moisture to the litter layer and
surficial soils.

In Chapter 5, I discuss the causes and consequences of two types of CO2 consumption
documented at the lowest elevation, most arid site: periods of frequent negative nighttime
surface fluxes during the dry season and acute episodes of CO2 uptake following rain events.
The negative surface fluxes are driven by almost continuous nighttime CO2 consumption
in shallow soil layers (0-15cm depth), the magnitude of which is strongly dependent on the
amplitude of the diurnal soil temperature oscillation. Quantitative evaluation of potential
driving mechanisms suggests that thermal impacts on the soil carbonate system alone can-
not produce the magnitude of consumption observed, and that temperature-dependent CO2

adsorption to soil minerals may also contribute to an abiotic diurnal cycle of CO2 uptake and
release in these desert soils. In contrast, the CO2 uptake observed following rain events is con-
sistent with CO2 consumption due to carbonate mineral dissolution, potentially augmented
by near-surface biotic carbon fixation. I end with a discussion of the broader implications
of the documented inorganic CO2 fluxes for the interpretation of carbon dynamics in arid
ecosystems.

2



Contents

Contents i

List of Figures vi

List of Tables x

1 Introduction 1
1.1 Carbonate crystal growth: why do we care? . . . . . . . . . . . . . . . . . . 1
1.2 Soil carbon cycling in arid ecosystems . . . . . . . . . . . . . . . . . . . . . . 2

2 The influence of Ca2+:CO3
2- stoichiometry on Ca isotope fractionation 4

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1.1 Calcium isotope fractionation during calcite precipitation from aque-
ous solution: causes and consequences . . . . . . . . . . . . . . . . . 5

2.1.2 Ion by ion model framework predicts strong solution stoichiometry
dependence on �44/40Ca . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.1.3 Investigation goals . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2.1 Constant composition growth experiments . . . . . . . . . . . . . . . 9
2.2.1.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . 9
2.2.1.2 Materials and solution preparation . . . . . . . . . . . . . . 11
2.2.1.3 Experimental run . . . . . . . . . . . . . . . . . . . . . . . . 11

2.2.2 Analytical techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.3 Growth rate determination . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.4 Calculation of calcium isotope fractionation . . . . . . . . . . . . . . 13
2.2.5 Ion-by-ion model of calcite growth and �44/40Ca . . . . . . . . . . . . 15

2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3.1 Morphology of precipitated calcite . . . . . . . . . . . . . . . . . . . . 17
2.3.2 Calcite precipitation kinetics . . . . . . . . . . . . . . . . . . . . . . . 19

2.3.2.1 Growth rate as a function of solution stoichiometry: seeded
experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.3.2.2 Unseeded experiments: influence of solution stoichiometry on
nucleation dynamics . . . . . . . . . . . . . . . . . . . . . . 20

2.3.3 Ca isotope fractionation variation with solution stoichiometry . . . . 21

i



2.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.4.1 Comparison to ion-by-ion model predictions: Original formulation over-

predicts �44/40Ca stoichiometry dependence . . . . . . . . . . . . . . 23
2.4.2 Interrogating damped solution stoichiometry effect . . . . . . . . . . 25

2.4.2.1 Influence of non-equivalent calcite steps . . . . . . . . . . . 25
2.4.2.2 Influence of surface speciation . . . . . . . . . . . . . . . . . 27

2.4.3 Model predictions for bulk growth rate and implications for �44/40Ca
- growth rate relationship . . . . . . . . . . . . . . . . . . . . . . . . 32

2.4.4 Additional potential controls on �44/40Ca-solution stoichiometry rela-
tionship . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.4.5 Implications for the interpretation of Ca isotopes in natural systems . 35
2.4.6 Stable Ca isotopes as probes of crystal growth: Predicted influence of

impurity ions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3 Ca isotope insights into Mn2+ and Mg2+ inhibition of calcite growth 39
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.1 Motivation: towards predicting growth dynamics in complicated solutions . . 40

3.1.1 Understanding how impurities impact calcite growth: Mn vs. Mg as a
case study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.1.2 Investigation goals . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.2.1 Constant composition growth experiments . . . . . . . . . . . . . . . 45
3.2.1.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . 45
3.2.1.2 Materials and solution preparation . . . . . . . . . . . . . . 45
3.2.1.3 Experimental run . . . . . . . . . . . . . . . . . . . . . . . . 48

3.2.2 Analytical techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.2.3 Growth rate determination . . . . . . . . . . . . . . . . . . . . . . . . 50
3.2.4 Partition coefficient calculation . . . . . . . . . . . . . . . . . . . . . 50
3.2.5 Calculation of calcium isotope fractionation . . . . . . . . . . . . . . 52
3.2.6 Ion-by-ion modeling of calcite growth and trace element + isotope

partitioning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.2.6.1 Solid solution thermodynamic data . . . . . . . . . . . . . . 54
3.2.6.2 Potential influence of surface speciation . . . . . . . . . . . 55
3.2.6.3 Complicating factor: influence of impurity ions on step density 55
3.2.6.4 Baseline model assumptions . . . . . . . . . . . . . . . . . . 58

3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.3.1 Crystal morphology in the presence of Mn and Mg . . . . . . . . . . 58
3.3.2 XRD: precipitation of (Mn,Ca)CO3 and (Mg,Ca)CO3 solid-solution

series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.3.2.1 (Ca,Mn)CO3 series powder XRD results . . . . . . . . . . . 65
3.3.2.2 (Ca,Mg)CO3 series powder XRD results . . . . . . . . . . . 65

3.3.3 Growth rate inhibition . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.3.3.1 Initially slow growth rate observed in high-Mn solutions . . 70

3.3.4 Trace element partitioning . . . . . . . . . . . . . . . . . . . . . . . . 71

ii



3.3.5 Ca isotope fractionation . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

3.4.1 Mn and Mg kinetic data . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.4.2 Mn and Mg incorporation dynamics . . . . . . . . . . . . . . . . . . . 75

3.4.2.1 Mn partitioning . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.4.2.2 Mg partitioning . . . . . . . . . . . . . . . . . . . . . . . . . 78

3.4.3 Invariant �44/40Ca points towards kink-blocking inhibition mechanism 80
3.4.4 Insights from ion-by-ion model . . . . . . . . . . . . . . . . . . . . . . 81

3.4.4.1 Mn inhibition of calcite growth: evidence for non-monomer
incorporation . . . . . . . . . . . . . . . . . . . . . . . . . . 81

3.4.4.2 Mg inhibition of calcite growth: kink blocking...but how? . . 85
3.4.5 Implications for interpretation of �44/40Ca in natural systems . . . . 94
3.4.6 Expanding the microkinetic framework: non-monomer incorporation

and beyond . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
3.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

4 Unpacking controls on soil CO2 production along a climate gradient in the
Mojave Desert 97
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

4.1.1 Investigation goals . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

4.2.1 Climate Transect in the Mojave National Preserve . . . . . . . . . . . 100
4.2.2 Ex-situ soil analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

4.2.2.1 Organic C, N content and isotope analysis . . . . . . . . . . 102
4.2.2.2 Carbonate content and isotopes . . . . . . . . . . . . . . . . 103

4.2.3 Data quality assurance and gap-filling . . . . . . . . . . . . . . . . . . 103
4.2.3.1 Correcting VWC measurement temperature dependence . . 103

4.2.4 CO2 flux and production calculations . . . . . . . . . . . . . . . . . . 103
4.2.4.1 Identification of anomalous nighttime pulses of CO2 . . . . . 105

4.2.5 Analysis of dominant controls on daily CO2 production and anomalous
nighttime CO2 pulses: Decision trees . . . . . . . . . . . . . . . . . . 106

4.2.6 Production-diffusion model of CO2 dynamics . . . . . . . . . . . . . . 107
4.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

4.3.1 Site and soil characteristics . . . . . . . . . . . . . . . . . . . . . . . 109
4.3.2 Primary controls of daily CO2 production . . . . . . . . . . . . . . . 113
4.3.3 CO2 production regression analysis . . . . . . . . . . . . . . . . . . . 115

4.3.3.1 Features inconsistent with production-diffusion framework:
CO2 consumption and nighttime pulses of CO2 . . . . . . . 119

4.3.3.2 Temperature and water sensitivity of shallow and deeper soils 119
4.3.4 Predictive modeling of CO2 production throughout the soil profile . . 124

4.3.4.1 Reconciling the differential environmental sensitivity of shal-
low and deep production: Two respiration terms . . . . . . . 125

4.3.4.2 Predictive modeling of CO2 dynamics throughout the soil
profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

iii



4.3.5 Exploring nighttime pulses of CO2: Respiration driven by non-rainfall
moisture? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
4.3.5.1 Frequency and magnitude of anomalous nighttime pulse events133
4.3.5.2 Mechanism scoping: correlation with environmental variables 136
4.3.5.3 Insights from decision tree analysis . . . . . . . . . . . . . . 139
4.3.5.4 Summary and potential broader implications of nighttime

pulse events . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

5 Magnitude and mechanism of CO2 consumption in Mojave Desert soils 146
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
5.1 Introduction: Complicated drivers of soil-atmosphere CO2 exchange in arid

systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
5.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

5.2.1 In-situ monitoring of Mojave Desert Climosequence . . . . . . . . . . 148
5.2.2 CO2 flux and production calculations . . . . . . . . . . . . . . . . . . 149
5.2.3 Geochemical modeling of nighttime CO2 consumption . . . . . . . . . 149

5.2.3.1 CO2 consumption due to temperature-sensitive carbonate sys-
tem reactions . . . . . . . . . . . . . . . . . . . . . . . . . . 150

5.2.3.2 CO2 adsorption to mineral surfaces . . . . . . . . . . . . . . 151
5.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

5.3.1 Negative nighttime surface fluxes . . . . . . . . . . . . . . . . . . . . 152
5.3.2 Acute CO2 consumption following rain events . . . . . . . . . . . . . 153
5.3.3 Potential drivers of nightly CO2 consumption . . . . . . . . . . . . . 155

5.3.3.1 Magnitude of CO2 consumption . . . . . . . . . . . . . . . . 155
5.3.3.2 Spatial heterogeneity: bare soil versus under-canopy . . . . 157
5.3.3.3 Relationship to environmental predictors . . . . . . . . . . . 162

5.3.4 Interrogation of potential mechanisms for nighttime consumption . . 166
5.3.4.1 Temperature-dependent carbonate system reactions . . . . . 166
5.3.4.2 Temperature-dependent CO2 adsorption to mineral surfaces 168
5.3.4.3 Alternative explanations: biologic carbon fixation and en-

hanced transport of CO2 . . . . . . . . . . . . . . . . . . . . 171
5.3.5 Interpretation of acute consumption following rain . . . . . . . . . . . 172
5.3.6 Broader implications for measurements and predictions of CO2 fluxes

in these systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
5.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

References 176

Appendix A: Supplementary information for Chapter 2, The influence of
Ca2+:CO3

2� stoichiometry on Ca isotope fractionation 205

Appendix B: Supplementary information for Chapter 3, Ca isotope insights
into Mn2+ and Mg2+ inhibition of calcite growth 216

iv



Appendix C: Mojave climosequence soil characterization 224

Appendix D: Supplementary information for Chapter 4, Unpacking controls
on soil CO2 production along a climate gradient in the Mojave Desert 234

Appendix E: Supplementary information for Chapter 5, Magnitude and mech-
anism of CO2 consumption in Mojave Desert soils 253

v



List of Figures

2.1 Ion-by-ion model prediction of variation in �44/40Cacalcite�fluid with changing
solution stoichiometry for a range of supersaturations. . . . . . . . . . . . . . 8

2.2 Chemostat reactor setup for Ca2+:CO3
2- calcite growth experiments . . . . . 10

2.3 Key processes modeled in ion-by-ion growth models: the addition and removal
of growth units from kink sites . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.4 Representative scanning electron microscope images of (A) precipitated solids
in unseeded experiments, (B) precipitated solids in seeded experiments, and
(C) initial calcite seed material. . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.5 Measured growth rates for seeded experiments . . . . . . . . . . . . . . . . . 20
2.6 Nucleation and growth dynamics for unseeded (SI 0.8) experiments. . . . . . 21
2.7 Ca isotope fractionation variation with solution stoichiometry . . . . . . . . 22
2.8 Ion-by-ion model prediction of �44/40Ca for original parameterization of Nielsen

et al. (2012) model and re-optimized endmember fractionations including the
�44/40Ca data from this study . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.9 Accounting for the influence of calcite growth hillock anisotropy on modeled
calcium isotope fractionation. . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.10 Ion-by-ion model prediction of �44/40Ca accounting for surface speciation. . 29
2.11 Extent of surface Ca exchange as a function of Ca2+:CO3

2- activity ratio for
A) Nielsen et al. (2012) ion-by-ion model and B) Wolthers et al. (2012) for-
mulation which incorporates a surface complexation model. . . . . . . . . . . 31

2.12 Modeled bulk growth rates and �44/40Ca-growth rate relationship. . . . . . . 34
2.13 Influence of supersaturation and pH on predicted �44/40Ca. . . . . . . . . . 37

3.1 Diagram demonstrating how the presence of impurities can influence calcite
growth. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.2 Chemostat reactor setup for Mn2+, Mg2+ calcite growth experiments. . . . . 46
3.3 Example of Mn2+ concentrations coming to a quasi-steady state over the

course of an experiment, potentially driven by a negative feedback between
growth rate and Mn partitioning. . . . . . . . . . . . . . . . . . . . . . . . . 48

3.4 Comparison of calculated Mn partition coefficient using the measured solid
overgrowth composition and titrant composition. . . . . . . . . . . . . . . . . 52

3.5 Importance of considering y0 sensitivity to inhibitor ions. . . . . . . . . . . . 57
3.6 Post-growth SEM images of Mn calcite inhibition experiments. . . . . . . . . 62
3.7 High-magnification SEM images of growth features on precipitated (Mn,Ca)CO3. 63

vi



3.8 Post-growth SEM images of precipitated solids from Mg2+ calcite inhibition
experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.9 Powder XRD results for Mn2+ calcite growth experiments . . . . . . . . . . . 66
3.10 Changes in calcite lattice parameters with Mn content. . . . . . . . . . . . . 67
3.11 Powder XRD results for Mg2+ calcite growth experiments . . . . . . . . . . . 69
3.12 Calcite growth rate inhibition by Mn2+ and Mg2+ . . . . . . . . . . . . . . . 70
3.13 Evolution in initial growth rate observed for high-Mn experiments. . . . . . . 72
3.14 Manganese and magnesium partitioning . . . . . . . . . . . . . . . . . . . . . 73
3.15 Calcium isotope fractionation during Mn2+ and Mg2+ inhibition of calcite

growth. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.16 Extent of calcite growth inhibition across studies and inhibitor systems. . . . 76
3.17 Mn2+ partitioning into calcite exhibits a strong log-linear inverse dependence

on growth rate across a wide range of solution conditions. . . . . . . . . . . . 77
3.18 Literature compilation of Mg2+ partitioning results. . . . . . . . . . . . . . . 78
3.19 Invariant �44/40Ca with {Me2+}/{Ca2+} draws observed fractionations off the

pure calcite �44/40Ca-rate relationship. . . . . . . . . . . . . . . . . . . . . . 80
3.20 Ion-by-ion model prediction of bulk growth rate (A), Mn2+ partition coeffi-

cient (B), and �44/40Cacalcite�fluid (C) as a function of {Mn2+}/{Ca2+} for Mn2+

inhibition of calcite growth driven by Mn2+ complex addition (allowing for
kMn> >kCa) coupled to kink-blocking due to slow CO3

2- attachment at Mn2+

kink sites. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
3.21 Predicted sensitivity of Mn2+ growth rate inhibition and partitioning to su-

persaturation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
3.22 Ion-by-ion model prediction of bulk growth rate (A), Mg2+ partition coeffi-

cient (B), and �44/40Cacalcite�fluid (C) as a function of {Mg2+}/{Ca2+} for Mg2+

inhibition of calcite growth driven by Mg2+-solvation driven kink blocking. . 88
3.23 Predicted sensitivity of Mg2+ growth rate inhibition to supersaturation for

the different inhibition mechanisms explored. . . . . . . . . . . . . . . . . . . 90
3.24 Ion-by-ion model prediction of bulk growth rate (A), Mg2+ partition coeffi-

cient (B), and �44/40Cacalcite�fluid (C) as a function of {Mg2+}/{Ca2+} for Mg2+

inhibition of calcite growth driven by Mg2+ complex addition and carbonate
ion kink blocking. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

3.25 Variation in �26/24Mgcalcite�fluid and �60/58Nicalcite�fluid with growth rate. . 93

4.1 Mojave study sites. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.2 Two years of in-situ monitoring data from the bare-soil profile at the most

arid climosequence site, Creosote . . . . . . . . . . . . . . . . . . . . . . . . 110
4.3 Two years of in-situ monitoring data from the bare-soil profile at the mid-

elevation, Joshua Tree, site. . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.4 Two years of in-situ monitoring data from the PJ-1 soil profile at the highest

elevation, Pinyon Juniper, site. . . . . . . . . . . . . . . . . . . . . . . . . . 112
4.5 Overview of spatial heterogeneity in soil conditions across the climosequence

sites. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
4.6 Regression trees predicting daily CO2 production in shallow and deep soils in

the vegetated profile of the mid-elevation, Joshua Tree site. . . . . . . . . . 116

vii



4.7 Truncated regression trees predicting daily CO2 production in shallow (2.5-
15cm depth) and deep (15-37.5cm depth) soils from vegetated profiles across
the Mojave climosequence. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

4.8 Truncated regression trees predicting daily CO2 production in shallow (2.5-
15cm depth) and deep (15-37.5cm depth) soils from interspace profiles across
the Mojave climosequence. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

4.9 Regression results for shallow and deep CO2 production, using a simple Ar-
rhenius temperature dependence and Gompertz water content dependence. . 120

4.10 Regression results for shallow and deep CO2 production, using a Lloyd and
Taylor temperature dependence and an exponential-squared water content
dependence. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

4.11 Regression results for shallow (A-C) and deep (D-F) CO2 production, using
the best-fit temperature and water content dependence, allowing for the in-
fluence of antecedent water content. . . . . . . . . . . . . . . . . . . . . . . . 124

4.12 Depth dependence of modeled CO2 production functions. . . . . . . . . . . . 126
4.13 CO2 production-diffusion model results for the interspace profile at Creosote

(C1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
4.14 CO2 production-diffusion model results for the vegetated profile at Joshua

Tree (JT2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
4.15 CO2 production-diffusion model results for the mixed shrub/grass profile at

Pinyon Juniper (PJ1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
4.16 Temperature and water content sensitivity of heterotrophic and autotrophic

respiration derived from modeling CO2 dynamics across the complete soil profile.131
4.17 Observations of seemingly anomalous nighttime CO2 pulses in shallow soils

(5cm depth) of the vegetated profile of the Joshua Tree site. . . . . . . . . . 134
4.18 Cross-plots of the nighttime pulse magnitude (ratio of maximum [CO2] dur-

ing the nighttime vs. preceding daytime interval) with potential predictor
variables at the JT2 soil profile. . . . . . . . . . . . . . . . . . . . . . . . . . 137

4.19 Time series of soil CO2 concentration at 5cm depth, the difference between air
temperature and the dew point, and relative humidity during intervals with
a series of nighttime pulse events. . . . . . . . . . . . . . . . . . . . . . . . . 138

4.20 Cross-plots of the nighttime pulse magnitude (ratio of maximum [CO2] dur-
ing the nighttime vs. preceding daytime interval) with potential predictor
variables at the PJ2 soil profile. . . . . . . . . . . . . . . . . . . . . . . . . . 140

4.21 Decision trees predicting nighttime pulse events at the Joshua Tree vegetated
profile (JT2). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

4.22 Decision trees predicting nighttime pulse events at the Pinyon Juniper mixed
shrub/grass profile (PJ2). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

5.1 Calculation of conservative ’max production’ term for quantifying the magni-
tude of CO2 consumption. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

5.2 Near-surface CO2 dynamics during a winter drought interval (3 months with-
out rain) at the Creosote site. . . . . . . . . . . . . . . . . . . . . . . . . . . 153

5.3 Monthly average diurnal pattern in CO2 surface flux for four months from
September 2017 - September 2018. . . . . . . . . . . . . . . . . . . . . . . . 154

viii



5.4 Acute CO2 consumption in the intercanopy soil profile following rain events. 156
5.5 Daily integrated surface flux and shallow soil CO2 production (upper 15cm)

across the 2018-2019 seasonal cycle. . . . . . . . . . . . . . . . . . . . . . . . 158
5.6 Time series of CO2 production in upper 15cm of the bare soil profile, parti-

tioned into daytime and nighttime intervals. . . . . . . . . . . . . . . . . . . 159
5.7 Spatial relationship between the monitored soil pits and ‘island of fertility’

generated by established creosote shrub. . . . . . . . . . . . . . . . . . . . . 161
5.8 Soil temperature and water dynamics in the vegetated and interspace profiles

from September 2017-September 2019. . . . . . . . . . . . . . . . . . . . . . 163
5.9 Cross-plots of daily mean CO2 production in the upper 15cm of the bare

soil profile with environmental parameters that could influence soil physio-
chemical conditions, broken into daytime (gold) and nighttime (blue) intervals.165

5.10 Modeled potential nighttime CO2 uptake from temperature-dependent car-
bonate system reactions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

5.11 Potential CO2 consumption due to temperature-dependent adsorption to min-
eral surfaces. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

5.12 Biocrusts observed at Creosote interspace profile. . . . . . . . . . . . . . . . 173

ix



List of Tables

2.1 Summary of experimental solution conditions and results. . . . . . . . . . . . 18
2.2 Summary of post-growth SEM analysis of unseeded growth experiments and

calcite seed material. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3 Fitted attachment/detachment coefficients and end member Ca isotope frac-

tionations for the model parameterizations in the following analysis . . . . . 26

3.1 Summary of experimental solution conditions. . . . . . . . . . . . . . . . . . 59
3.2 Growth rate inhibition, Ca isotope fractionation, and partitioning results. . . 60
3.3 Solution conditions for Mn2+ and Mg2+ partitioning studies . . . . . . . . . 77
3.4 Model parameters for Mn2+ inhibition of calcite growth. . . . . . . . . . . . 82
3.5 Model parameters for Mg2+ inhibition of calcite growth. . . . . . . . . . . . . 87

4.1 Mojave climosequence site locations. . . . . . . . . . . . . . . . . . . . . . . 101
4.2 List of relationships between soil CO2 production (generally CO2 efflux) and

soil temperature/moisture content previously applied in empirical models and
tested here. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

4.3 Mean annual meteorological conditions measured at the climosequence sites
from September 2017-2019. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

4.4 Calculated Q10 and water content threshold for the CO2 production model
fits presented. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

4.5 Fitted parameters and calculated Q10 and water content threshold for the
autotrophic and heterotrophic CO2 production functions used to model the
complete soil profile. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

4.6 Number of nighttime CO2 pulses identified at each site. . . . . . . . . . . . . 133
4.7 Contribution of nighttime pulse events to total surface flux. . . . . . . . . . . 135

5.1 Summary of CO2 uptake in intercanopy soils following precipitation events. . 155
5.2 Monthly average CO2 production and soil conditions in the Creosote bare soil

profile for three representative dry intervals. . . . . . . . . . . . . . . . . . . 160
5.3 Soil temperature and water content (mean ± standard deviation) of Creosote

soil profiles from September 2017-September 2019. . . . . . . . . . . . . . . . 162
5.4 Results of single-variable regression analysis predicting mean nighttime CO2

production, considering only nights where net CO2 consumption occurs. . . . 164
5.5 Calculated maximum potential nighttime CO2 uptake from temperature-dependent

carbonate system reactions during three representative months. . . . . . . . 170

x



Acknowledgements
First and foremost, I would like to thank my primary research advisor, Laura Lammers.
Your support and guidance has been invaluable throughout this PhD journey. Thank you
for always challenging me and encouraging my scientific curiosity, even when that curiosity
led us down seemingly endless rabbit holes. I am also deeply indebted to Ron Amundson,
who not only taught me everything I know about soil science, but has also been a constant
source of inspiration throughout my time at Berkeley. Your zeal for science is infectious;
thank you for welcoming me into your lab group, for your boundless energy and enthusiasm
in the field, and for countless insightful discussions as I waded through the complexities of
the desert carbon cycle. I am also grateful for the mentorship of Don DePaolo. Thank you
for the multitude of thought-provoking conversations throughout the years, for encouraging
my interest in carbon removal, and for always pushing me to think about the big picture.

I would also like to thank all of the members of the Lammers and Amundson research
groups: Holly Barnhart, Liz Mitnick, Luis Anaya, Elliot Chang, Karol Kulasinski, Kathrin
Schilling, Jian He, Marco Pfeiffer, Hannah Welsh, and Greg Maurer. Thank you for sup-
porting me, laughing with me, and for always being so willing to act as a sounding board
for my ideas. In particular, the Mn/Mg calcite inhibition study (Chapter 3) would not have
been possible without the excellent laboratory assistance and constant camaraderie of Holly
and the Mojave Carbon Project (including Chapters 4 and 5) was completely underpinned
by Greg’s expertise and efforts in implementing and maintaining our hugely ambitious series
of in-situ monitoring installations. Thank you, Greg, for being a wonderful field companion,
for the countless hours spent on the road and trekking through the Mojave, and for teaching
me so much about ecohydrology. The Mojave project would also not have been possible
without the help of Marco, Hannah and an intrepid group of undergraduate researchers:
Lena Kallweit, Erika Cota, and Emily Stuart. Thank you for all of your help in the field
and in the laboratory, including sieving and grinding what likely amounts to a literal ton
of soil samples. Thank you also to Wenbo Yang and Stefania Mambelli for invaluable help
with light stable isotope analyses.

Many thanks are also due to all of the members of the BES Geochemistry and Isotope
Geochemistry groups. My time at Berkeley has been greatly enriched through conversa-
tions, collaborations, feedback from Ben Gilbert, John Christensen, Anna Clinger, Yijun
Yang, Shaun Brown, Mike Whittaker, Harry Lisabeth, Piotr Zarzycki, Hang Deng, Claresta
Joe-Wong, Sergio Carrero Romero, and Chris Colla. I’m particularly indebted to Shaun for
guiding me so patiently through calcium isotope sample preparation and TIMS operation. I
am also incredibly grateful for a Berkeley Fellowship and EPA-Marshall Scholarship, which
provided funding for my first few years at Cal, and for research funding from the California
Energy Commission under contract no. EPC-15-039 and from the DOE Office of Science, Ba-
sic Energy Sciences, Division of Chemical, Biological and Geological Sciences under contract
no. DE-AC02-05CH11231.

Finally, I would like to thank my family. I simply would not have been able to do this
without you.

xi



Chapter 1

Introduction

This dissertation presents a series of studies that span the spatial scales of carbon cycling,
from the microscopic reactions occurring at the fluid-mineral interface during carbonate
crystal growth to the kinetics of processes that control landscape-scale CO2 exchange. It
is organized into two parts, the first of which focuses on fundamental studies of carbonate
crystal growth and the development of calcium isotopes as molecular probes to tie obser-
vations of bulk growth phenomena to underlying molecular-scale mechanisms. The second
focuses on using high spatial and temporal resolution measurements of soil CO2 dynamics
in desert ecosystems to elucidate the controls on carbon cycling and surface-atmosphere
CO2 exchange in these water-limited soil systems characterized by the accumulation of pe-
dogenic carbonate. The two parts are linked first by the overarching theme of building a
better mechanistic understanding of the controls on inorganic carbonate mineral precipita-
tion/dissolution reactions across spatial scales. As developed in the following sections, the
two halves also separately speak to aspects of carbon cycling of fundamental importance to
our societal efforts to respond to the current climate crisis (IPCC, 2019; NASEM, 2019).

1.1 Carbonate crystal growth: why do we care?
I begin with two studies that probe the molecular-scale mechanisms of carbonate crystal
growth, specifically targeting the development of a process-based understanding of calcium
isotope fractionation during calcite precipitation and the application of that understanding
to shed light on the interfacial reactions occurring during growth from complex solutions.
Understanding the interplay between the physio-chemical conditions of the precipitating en-
vironment, carbonate mineral growth kinetics, and the partitioning of isotopes and trace
elements into the mineral lattice has long been a key target of geochemists given the im-
portance of carbonate-based paleoproxies to the reconstruction of Earth’s climate history
(e.g. Emiliani, 1955; Shackleton, 1967; Hoffman et al., 1998; Ravizza and Zachos, 2003).
Interest in developing predictive models of carbonate dissolution/precipitation reactions has
increased in recent years because of the centrality of these reactions to the ocean’s response
to rising atmospheric CO2 concentrations (Morse et al., 2006) as well as a number of nega-
tive emissions technologies (NASEM, 2019). Ocean alkalinization (Renforth and Henderson,
2017), enhanced weathering (Renforth et al., 2009; Beerling et al., 2020), in-situ mineraliza-
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tion of basalts or peridotites (Kelemen et al., 2011; Clark et al., 2020), and engineered ex-situ
mineralization of alkaline waste materials (Gerdemann et al., 2007) are all increasingly at-
tractive strategies for net CO2 removal that rely on a detailed understanding of carbonate
precipitation reactions in complex solutions. While carbonate precipitation and dissolution
reactions have been studied extensively (c.f. Morse et al., 2007 and references therein), we
are only beginning to build a comprehensive understanding of mineral growth in simple elec-
trolyte solutions and at relatively low aqueous supersaturations, let alone the complicated
solutions encountered in natural systems.

To address this need, Chapter 2 tests a key prediction of classical ion-by-ion models of
stable isotope partitioning during calcite growth (Nielsen et al., 2012), and demonstrates
that calcium isotope fractionation during calcite precipitation can be understood and mech-
anistically modeled in terms of the fluxes of monomer Ca2+ ions onto and off of kink sites
on the growing crystal surface (Mills et al., 2021). This in turn lays the groundwork for the
use of calcium isotope fractionation as window into calcium surface dynamics during growth
in more complicated solutions. Chapter 3 then operationalizes this new tool, employing
calcium isotope fractionation to help elucidate the mechanism by which two representative
impurity ions, magnesium and manganese, interact with the growing calcite surface and act
to inhibit growth.

1.2 Soil carbon cycling in arid ecosystems
The second half of the dissertation turns to two studies which aim to unravel the complex
controls on soil carbon cycling in arid ecosystems. Understanding how global soil carbon
stocks and soil-atmosphere CO2 fluxes will respond to changing environmental boundary
conditions is imperative for effective climate change mitigation policy (Crowther et al., 2016;
Bradford et al., 2016; Paustian et al., 2016). Soils represent the largest terrestrial repository
of organic carbon, with approximately 2400GtC to 2m depth, exceeding the total mass of
carbon contained in vegetation and the atmosphere combined (Jobbágy and Jackson, 2000;
Batjes, 2014). The storage of organic carbon in soils is dictated by the balance of carbon
inputs via plant-derived biomass and carbon losses, largely through heterotrophic respiration
(Amundson, 2001). Soils thus at once represent a substantial reservoir of carbon vulnerable
to respiration and release (Hicks Pries et al., 2017; Bond-Lamberty et al., 2018; Plaza et al.,
2019), and a potential opportunity to sequester carbon on the scale of 0.5-1.4GtC/yr through
changes in land management practices (Paustian et al., 1997; Lal, 2004; Paustian et al., 2016;
Fuss et al., 2018; Soussana et al., 2019).

Dryland ecosystems cover approximately 40% of the terrestrial land surface (Schimel,
2010) and are increasingly recognized as important contributors to global carbon fluxes
(Poulter et al., 2014; Ahlström et al., 2015; Jung et al., 2017). Yet predicting CO2 fluxes in
these ecosystems remains highly uncertain, in part due to the tight linkages between biotic
activity and water availability (Noy-Meir, 1973) and the non-negligible impact of abiotic
processes on carbon cycling in these systems (Rey, 2015). Critically, organic carbon is not
the sole, or oftentimes dominant, carbon phase present in arid soils (Schlesinger, 1982). Arid
soils can contain significant concentrations of inorganic carbon in the form of pedogenic
carbonate, and there is growing evidence that the soil carbonate system can exert a first-
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order control on CO2 dynamics on timescales ranging from the diurnal cycle to annual CO2

exchange (Parsons et al., 2004; Kowalski et al., 2008; Roland et al., 2013; Wang et al.,
2020). Non-biological contributors to the breakdown of organic material, including photo-
and thermal-degradation of litter, also complicate the measurement and predictive modeling
of carbon fluxes in arid systems (Austin and Vivanco, 2006; Brandt et al., 2009; Austin et al.,
2016; Gliksman et al., 2017).

The final two chapters present results from a multi-year field campaign aimed at interro-
gating the primary controls on soil carbon cycling in the Mojave Desert (Mills et al., 2020).
Two years of continuous monitoring of meteorological and soil conditions (CO2 concentra-
tion, water content, and temperature to 125cm depth) at a series of sites along an elevation
gradient provide a spatially and temporally rich view of the interplay between environmental
conditions and CO2 dynamics throughout the soil profile. Chapter 4 focuses on unpacking
the primary controls of soil CO2 production and how those controls vary across space and
time. Models are developed to describe the temperature and water sensitivity of soil respi-
ration, and the causes and consequences of substantial nighttime pulses of CO2 observed at
the more densely vegetated, higher elevation sites are explored. Chapter 5, in turn, targets
observations of regular soil CO2 consumption at the most arid site and analyzes the potential
mechanistic underpinnings as well as the broader ramifications of this CO2 uptake through
the lens of abiotic contributors to CO2 exchange.
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Chapter 2

The influence of Ca
2+

:CO3
2-

stoichiometry on Ca isotope

fractionation: Implications for

process-based models of calcite growth

Abstract
The solution stoichiometry dependence of calcium isotope fractionation during calcite precip-
itation was investigated as a direct test of the conceptual model of calcium isotope discrimi-
nation driven by Ca exchange at surface sites during growth. Classical ion-by-ion models of
calcite growth predict a strong solution stoichiometry influence on �44/40Cacalcite�fluid: In
low Ca2+:CO3

2- solutions, �44/40Ca is predicted to approach a kinetic limit (⇠-2 to -4‰),
while in high Ca2+:CO3

2- solutions, exchange at dominantly Ca-occupied kink sites drives
�44/40Ca towards the equilibrium fractionation (near 0‰). To test this prediction, a series
of seeded and unseeded constant composition calcite growth experiments were performed
in which all aspects of solution chemistry were held constant and the Ca2+:CO3

2- activity
ratio was varied. Experiments were performed at pH 8.5, ionic strength 0.1M (adjusted with
KCl), and calcite saturation index (SI = log10

�{Ca2+}{CO3
2�}/Ksp

�
) of either 0.5 or 0.8.

Calcium isotope fractionation is found to be weakly stoichiometry dependent. The ex-
pected trend of larger magnitude fractionations at lower Ca2+:CO3

2- is observed, but the
magnitude of change in �44/40Ca over the solution stoichiometries studied (Ca2+:CO3

2- =
1-250) is only ⇠0.35‰. Similar trends in �44/40Ca with Ca2+:CO3

2- are observed at SI =
0.5 and 0.8, with smaller magnitude fractionations at lower supersaturation. This yields an
inverse correlation between �44/40Ca and growth rate, confirming the �44/40Ca-rate rela-
tionship for inorganic calcite growth observed by Tang et al. (2008). The ion-by-ion model
framework captures measured �44/40Ca only when a surface complexation model is incor-
porated, highlighting the role of surface speciation in dictating Ca attachment/detachment
dynamics. The model captures observed trends with Ca2+:CO3

2- using best-fit kinetic and
equilibrium fractionations consistent with end-members observed in natural systems (↵kinetic

~ 0.9978, ↵eq ~ 0.9998). This result implies a total possible range in �44/40Ca of 2‰ and
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suggests that for most carbonate precipitating environments, solution supersaturation will
be a stronger determinant of �44/40Ca than stoichiometry. The demonstrated importance of
surface speciation, however, implies a strong pH influence on �44/40Ca, independent of its
influence on carbonate ion activity, that requires further investigation.

The results of this study provide strong evidence supporting the model of kink-exchange
driven Ca isotope fractionation and suggest that calcite grows by a dominantly classical
mechanism over the solution conditions investigated. Model predictions regarding the rela-
tionship between �44/40Ca and growth inhibition in the presence of impurity ions lay the
foundation for the use of Ca isotopes as molecular tracers of carbonate crystal growth path-
ways.

This chapter was previously published in Mills et al. (2021).

2.1 Introduction

2.1.1 Calcium isotope fractionation during calcite precipitation from

aqueous solution: causes and consequences

The partitioning of isotopes and trace elements into carbonate minerals underpins the
carbonate-based paleoproxies used to reconstruct Earth’s climate and major element cy-
cles throughout geologic time (Emiliani, 1955; Shackleton, 1967; Hoffman et al., 1998). The
calcium isotope composition of carbonates in particular has been used to reconstruct modern
and ancient calcium (and by implications, carbon) cycles (Rocha and DePaolo, 2000; Fantle
and DePaolo, 2005; Farkaš et al., 2007; Sime et al., 2007; Blättler et al., 2012; Blättler and
Higgins, 2017), as a temperature proxy (cf. Hippler et al. 2006; Gussone et al. 2009), to study
weathering and pedogenic processes (Tipper et al., 2006; Ewing et al., 2008; Hindshaw et al.,
2011), and as a window into the diagenetic history of carbonate sediments (Ahm et al., 2018;
Higgins et al., 2018). Interpretation of the calcium isotopic composition of carbonate min-
erals, however, requires a predictive understanding of the interplay between physio-chemical
conditions and calcium isotope fractionation during mineral precipitation.

The lighter 40Ca isotope is preferentially incorporated into calcite during precipitation
from aqueous solution with �44/40Cacalcite�fluid ranging from 0‰ to ~-2‰ (DePaolo, 2004).
Initial interpretations explained this partitioning either in terms of an equilibrium frac-
tionation (Lemarchand et al., 2004; Marriott et al., 2004) or kinetic fractionation driven
by mass-dependent diffusion rates of Ca2+-aquocomplexes in solution (Gussone et al., 2003).
Laboratory inorganic precipitation experiments have demonstrated that �44/40Ca is strongly
dependent on growth rate (though contrasting dependencies have been observed (Lemarc-
hand et al., 2004; Tang et al., 2008; AlKhatib and Eisenhauer, 2017b)), temperature (Mar-
riott et al., 2004; Gussone et al., 2005; Tang et al., 2008), and weakly dependent on ionic
strength (Tang et al., 2012). Although the temperature dependence is consistent with an
equilibrium isotope effect, the strong growth rate dependence and lack of fractionation ob-
served in natural systems where calcite precipitates close to equilibrium (deep sea pore fluids
(Fantle and DePaolo, 2007) and terrestrial aquifers (Jacobson and Holmden, 2008)) suggest
most of the variability in �44/40Ca is driven by kinetic effects. DePaolo (2011) proposed a
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unifying framework for predicting �44/40Ca in different growth regimes dictated by the rela-
tive rates of precipitation and diffusive transport through solution. During surface-reaction
limited growth, Ca isotope fractionation is modeled as a balance between kinetic and equilib-
rium endmember fractionations, dictated by the amount of calcium exchange during growth
(forward versus reverse flux of Ca from the surface):

↵p =
↵f

1 +
Rb

Ca

Rf
Ca

⇣
↵f

↵eq
� 1

⌘ (2.1.1)

where ↵p is the net fractionation during calcite precipitation (44/40Rcalcite/44/40Rfluid), ↵eq

is the equilibrium fractionation, and ↵f is the kinetic isotope fractionation associated with Ca
addition at the surface. Ion attachment at the growing crystal surface occurs through a multi-
step process: solvated ions must first diffuse through solution to the fluid-mineral interface
and adsorb at the surface before being incorporated into the crystal lattice (Nielsen, 1984).
Diffusion through aqueous solutions exhibits mass-dependent kinetic isotope fractionations
(Richter et al., 2006; Bourg and Sposito, 2007), but experimental and simulation studies
suggest that the largest possible calcium isotope fractionation due to diffusion through water
is ~-0.4‰ (Bourg et al., 2010). Instead, the kinetic fractionation during Ca attachment is
likely driven by the mass dependence of Ca desolvation kinetics during incorporation at a
kink site (Hofmann et al., 2012; Lammers et al., 2020).

Nielsen et al. (2012) extended the conceptual framework of DePaolo (2011), incorporating
Ca isotope fractionation into a process-based ion-by-ion model for calcite growth. Ion-by-
ion models, formalized for a NaCl structure crystal by Zhang and Nancollas (1998), describe
growth kinetics in terms of the addition and removal of monomer ions at kink sites on the
growing crystal surface. Derived from classical crystal growth theory (Burton et al., 1951),
the ion-by-ion framework of Zhang and Nancollas (1998) accounts for both kink nucleation
(Zhang and Nancollas, 1990) and propagation dynamics to describe the rate of step movement
along the surface and thus net growth normal to the surface (Figure 2.3). Wolthers et al.
(2012) and Nielsen et al. (2012; 2013) applied the Zhang and Nancollas (1998) model to
calcite growth, accounting for surface speciation, stable isotope fractionation, and trace
element partitioning, respectively.

The expression for ↵p derived by Nielsen et al. (2012) simplifies to the DePaolo (2011)
model (Eq. 2.1.1) but critically casts the relative rates of Ca attachment to and removal from
the surface in terms of solution chemistry. The ion-by-ion model thus provides a predictive
framework for understanding calcium isotope fractionation in terms of the chemistry of the
precipitation environment, which is crucial for the interpretation of the calcium isotope com-
position of modern and ancient carbonates (Nielsen et al., 2012; Druhan et al., 2013; Nielsen
and DePaolo, 2013). However, the interpretation of �44/40Ca may be further complicated
by aspects of surface structure and solution speciation that can also influence Ca isotope
discrimination. Watkins et al. (2013) demonstrated that accounting for surface speciation
and explicitly differentiating HCO3

- and CO3
2- interaction with the calcite surface (Wolthers

et al., 2012) is required to capture kinetic oxygen isotope fractionation during calcite growth.
AlKhatib and Eisenhauer (2017b) further hypothesized that aqueous complexation effects,
in their case the formation of Ca2+-NH3 complexes with strong covalent character, could
lead to equilibrium isotope effects that overprint the Ca kinetic isotope fractionation due
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to surface processes. Differences in local bonding environments and surface structure could
also lead to distinct isotopic fractionation factors, as proposed for Ca fractionation into the
different vicinal faces of gypsum by Harouaka et al. (2014).

The ion-by-ion framework thus requires rigorous testing before it can be applied broadly
to the interpretation of Ca isotope fractionation in natural systems. More fundamentally, if
this conceptual model holds and �44/40Ca is indeed controlled by Ca exchange at the surface
during growth, predictive modeling of �44/40Ca could be used to probe the molecular mech-
anisms underlying crystal growth. Our understanding of crystal growth has evolved rapidly
over the past two decades; non-classical growth mechanisms (e.g. pre-nucleation cluster for-
mation and growth by particle attachment) are increasingly recognized to be pervasive in
both abiotic precipitation and biomineralization (Gebauer et al., 2008; De Yoreo et al., 2015).
The mass-dependent partitioning of isotopes thus potentially represents a powerful tool for
deciphering the complicated suite of processes occurring at the fluid-mineral interface during
crystal growth.

2.1.2 Ion by ion model framework predicts strong solution stoi-

chiometry dependence on �44/40
Ca

One of the strongest predictions from the ion-by-ion model for Ca isotope fractionation
(eq 2.2.17) is that ↵p (equivalently �44/40Cacalcite�fluid) should exhibit a strong dependence
on solution stoichiometry (Figure 2.1). For a given supersaturation, at high Ca2+:CO3

2-,
�44/40Ca should trend towards the equilibrium fractionation (thought to be near-zero (Fan-
tle and DePaolo, 2007; Jacobson and Holmden, 2008)) because most of the kink sites are
occupied by calcium and can thus undergo significant exchange with solution. Conversely,
in low Ca2+:CO3

2- solutions there is a paucity of calcium-occupied kinks, which limits the
possibility of exchange and drives �44/40Ca towards the kinetic endmember fractionation.
The fractionation is also saturation dependent; larger fractionations are expected from higher
supersaturation solutions (Figure 2.1).

Numerous studies have investigated the dependence of calcite growth rate on solution
stoichiometry, both through bulk growth experiments (Nehrke et al., 2007; Gebrehiwet et al.,
2012) and in-situ (or post-growth) AFM measurements (Perdikouri et al., 2009; Hong and
Teng, 2014; Sand et al., 2016; Larsen et al., 2010; Davis, 2008; Stack and Grantham, 2010;
Bracco et al., 2012). In the bulk growth studies, growth rates are observed to be highest at
a Ca2+:CO3

2- slightly higher than 1 (Rmax ~2 Nehrke et al. (2007), Rmax~3,Gebrehiwet et al.
(2012)) with relatively symmetric declines in growth rate at higher and lower Ca2+:CO3

2-.
Step velocity data provide a more nuanced view of kink propagation dynamics and allow for
independent observation of the non-equivalent acute and obtuse calcite steps. The shape of
the step velocity curve as a function of Ca2+:CO3

2- varies between acute and obtuse steps
and as a function of supersaturation (Sand et al., 2016) and pH (Hong and Teng, 2014).
For obtuse steps, the maximum step velocity is observed at a Ca2+:CO3

2- of 1 or higher,
consistent with rate limitation by Ca addition due to slower cation desolvation kinetics
(Stack and Grantham, 2010). Conversely, the maximum step velocity for acute steps is
generally observed at a Ca2+:CO3

2- < 1 (0.2<Ca2+:CO3
2-<0.6 (Sand et al., 2016)), which

suggests that CO3
2- is the limiting ion for the more sterically confined step (potentially due
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Figure 2.1 – Ion-by-ion model prediction of the variation in �44/40Cacalcite�fluid with changing
solution stoichiometry for a range of supersaturations. Model parameterized with step velocities
and end member isotopic fractionations from Nielsen et al. (2012) for optimization to Davis
(2008) step velocities.

to stronger water adsorption on the acute step (Ruiz-Agudo et al., 2011b; Lardge et al., 2010)
or slow CO3

2- re-orientation kinetics during surface diffusion (Hong and Teng, 2014)). More
broadly, molecular dynamics simulations suggest that the acute and obtuse steps exhibit
different water exchange dynamics, including the density of water molecules at the surface
and distribution of water residence times, the kinetic implications of which remain under
investigation (Lardge et al., 2010; Wolthers et al., 2013; De La Pierre et al., 2016, 2017).

Comparable systematic data does not exist for the dependence of Ca isotope fractionation
on solution stoichiometry. Interrogating this dependence using natural samples is difficult
because there are limited carbonate-precipitating environments which span a wide range
of Ca2+:CO3

2- under otherwise comparable solution conditions. Seawater (Ca2+:CO3
2-~500

(Berner, 1965)) and alkaline lakes (Ca2+:CO3
2-< < 1) provide high and low Ca2+:CO3

2- end-
member scenarios (Figure 2.1), but represent radically different carbonate precipitating en-
vironments. Calcium isotope fractionations measured at Mono Lake (Ca2+:CO3

2- 0.0001 - 1)
hint at a solution stoichiometry dependence: larger magnitude fractionations are observed in
lower Ca2+:CO3

2- solutions, but the fractionations observed do not differ significantly from
those observed in seawater (Nielsen and DePaolo, 2013). Moreover, most experimental inor-
ganic calcite growth studies of Ca isotope fractionation are performed with a large aqueous
Ca reservoir (Lemarchand et al., 2004; Marriott et al., 2004; Tang et al., 2008; AlKhatib and
Eisenhauer, 2017b), resulting in high Ca2+:CO3

2- (500+) and limiting our understanding of
Ca isotope discrimination near the kinetic limit.
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2.1.3 Investigation goals

In this study we explicitly test the model of kink-exchange driven stable isotope fractiona-
tion by investigating the solution stoichiometry (Ca2+:CO3

2- activity ratio) dependence of
�44/40Ca. We present results from a series of constant-composition inorganic calcite growth
experiments where all aspects of solution conditions are held constant while Ca2+:CO3

2-

is varied. These experiments target the low to intermediate Ca2+:CO3
2- conditions where

�44/40Ca is predicted to show a strong solution stoichiometry dependence, but laboratory
measurements of �44/40Ca are lacking (Figure 2.1). The experimentally determined cal-
cium isotope fractionations provide much-needed constraints on both the solution chemistry
dependence of �44/40Ca and the magnitude of kinetic and equilibrium endmember fraction-
ations, critical for the interpretation of Ca isotopes in natural systems. More fundamentally,
the results allow for a critical assessment of process-based models of calcite growth and pave
the way for the use of Ca isotopes as molecular tracers to inform our understanding of the
complicated suite of processes occurring at the fluid-mineral interface during crystal growth.

2.2 Methods

2.2.1 Constant composition growth experiments

2.2.1.1 Experimental Setup

Constant composition calcite growth experiments with varied Ca2+:CO3
2- stoichiometry were

performed using the chemostat reactor shown in Figure 2.2 (adapted from Watkins et al.
(2013)). Although more difficult to implement than batch (closed system) experiments, the
chemostat setup allows us to examine steady-state calcite growth under nearly constant
solution conditions. In closed reactors or even most pH stat experiments, changing solution
chemistry will lead to dynamically evolving conditions at the fluid-mineral interface, which
makes it challenging if not impossible to isolate the effects of different chemical variables on
crystal growth and isotope partitioning. The setup consists of a 2L Pyrex growth chamber
contained within a fixed-temperature water bath maintained at 25°C by a heater and chiller.
An automated titration system controlled by solution pH measurement is used to maintain
constant solution conditions in the growth chamber. As calcite precipitates over the course
of an experiment, the decrease in solution pH (eq. 2.2.1) triggers the addition of equimolar
CaCl2 and K2CO3 titrant solutions (0.25M) to return the pH to the set point (8.5), thus
replacing the growth units removed from solution through precipitation.

Ca2+ +HCO�
3 ! CaCO3 +H+ (2.2.1)

The titration system consists of two Titronic universal burettes and an IoLine pH combi-
nation electrode (Schott Instruments, calibrated with pH 7 and 10 NIST-traceable buffers),
interfaced with a multitasking titration system (Multi_T, Jensen Systems). Experiments
were run using 1.8L of growth solution to minimize head space volume and potential de-
gassing (problematic only for the high-alkalinity, low Ca2+:CO3

2- experiments). The growth
solution was stirred at 250rpm with a 3-inch basal stir bar. An important consideration
in running these types of experiments is ensuring rapid solution homogenization following
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Figure 2.2 – Experimental setup. A) Schematic of chemostat reactor. The Pyrex growth
chamber (2L volume) is contained within a fixed-temperature water bath. Constant solution
conditions are maintained by auto-titration of K2CO3 and CaCl2 to replace the growth units
removed from solution by precipitation (titration triggered by pH measurement). B) Represen-
tative titration curve showing titrant addition (left axis, red line) in response to measured pH
(right axis, blue line) over the course of an experiment.
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titrant addition. The CaCl2 and K2CO3 titrant inlet ports are located on opposite sides
of the growth chamber (Figure 2.2A), and it was initially assumed that the rapid stirring
would disperse the titrant drops rapidly enough to prevent calcite nucleation or growth under
locally-high supersaturation conditions near the titrant inlet. Initial testing demonstrated
that stirring with a basal stir bar was not sufficient to disperse the titrant droplets (which
became entrained in the laminar flow) and baffles were added to the growth chamber to
disrupt the laminar flow and ensure rapid solution homogenization. The baffles consisted of
3, 10mL pipette tips suspended from the lid of the growth chamber (Figure 2.2A).

2.2.1.2 Materials and solution preparation

Three suites of constant-composition calcite growth experiments were performed (Table 2.1).
To isolate the influence of solution stoichiometry on Ca isotope fractionation, all experiments
were run at a fixed solution pH (8.5 +/- 0.1), ionic strength (0.1M, adjusted with KCl),
temperature (25 ± 0.5°C), and calcite saturation (SI = 0.5 or 0.8), where

SI = log10

✓
(Ca2+)(CO2�

3 )

Ksp

◆
(2.2.2)

Solution speciation and calcite saturation were determined using PhreeqC, with the
phreeqC.dat thermodynamic database and calcite equilibrium constant Ksp = 10-8.48 (Plummer
and Busenberg, 1982). Throughout this work we use Ca2+:CO3

2- to denote the Ca2+ to CO3
2-

activity ratio.
In each suite of experiments, the Ca2+:CO3

2- activity ratio was varied from 1-100 or 250.
Two sets of seeded experiments were performed, at SI 0.5 and 0.8, using Baker-analyzed
calcite as seed material. Approximately 100mg of seed was used in the SI 0.5 experiments
and 500mg used in the SI 0.8 experiments. The seed material was used directly as obtained
from the manufacturer and not treated prior to the experiments. A third set of experiments
was run unseeded at SI 0.8 to test the robustness of the experimental setup and determine
whether calcite nucleation influences Ca isotope fractionation.

Growth and titrant solutions were prepared by dissolving ACS reagent grade chemicals
(Sigma-Aldrich) in ultrapure water (18.2M⌦, Milli-Q). All Ca solutions were prepared using
the same 1M CaCl2•2H2O stock solution; a new stock solution was made before the unseeded
experiments (experiment 12, Table 2.1). Titrant solutions (0.25M CaCl2, 0.25M K2CO3)
were prepared at the start of a suite of experiments and stored in gas-tight Tedlar bags
(Sigma-Aldrich). Separate 0.9L cation (CaCl2) and anion (KHCO3 + KCl) growth solutions
were prepared at the start of each experiment. The KHCO3 solution was prepared and pH-
adjusted with 0.1M KOH just before the start of an experiment to minimize potential loss
of dissolved inorganic carbon via CO2 degassing.

2.2.1.3 Experimental run

Each experiment was started by combining the CaCl2 and KHCO3 + KCl solutions in the
growth chamber and attaching the chamber lid (sealed with an o-ring). The solution pH was
adjusted to 8.5 using 0.1M KOH and the automated titration program was started. For the
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seeded experiments, the calcite seed was then added through a port in the chamber lid to ini-
tiate precipitation. Solution conditions were monitored throughout the course an experiment
by taking 5-20mL fluid aliquots through the sample port at regular intervals. Samples were
passed through 0.2µm syringe filters to remove any calcite; aliquots for cation concentration
analysis were immediately acidified with 15N HNO3 while aliquots for alkalinity analysis
were stored (unacidified) in 15mL falcon tubes with minimal headspace until analysis. Al-
kalinity was measured within 1 hour of sampling. This measurement provided an external
check on solution pH, which can drift slightly due to calcite precipitation on the pH probe.
The average calcite supersaturation and Ca2+:CO3

2- reported in Table 2.1 account for this
pH drift. At the end of an experiment, the solution was vacuum filtered through a 0.45µm
nylon membrane filter to collect the precipitated calcite, which was rinsed 3x with Milli-Q
H2O before being dried at room temperature in a fume hood. Experimental duration was
dictated by the type of experiment (seeded vs. unseeded) and titration volume required for
the determination of Ca isotope fractionation (Section 2.2.2). Unseeded experiments were
kept as short as possible to minimize the impact of calcite nucleation and growth on the pH
probe.

2.2.2 Analytical techniques

Changes in growth solution Ca concentration over the course of an experiment were measured
by ICP-OES (Perkin Elmer 5300 DV, uncertainty ~5% based on repeat analysis of standards).
Precise elemental Ca concentrations for initial and end fluid samples were obtained from
isotope-dilution measurements (uncertainty ~1%) during Ca isotope analysis. Alkalinity
was measured by Gran-titration with calibrated 0.01M H2SO4. The morphology of the
solids precipitated was examined using scanning electron microscopy (SEM, Zeiss EVO-10
Variable Vacuum). The surface area of the calcite seed material was measured as the N2

BET surface area at 77K (3Flex, Micromeritics).
Calcium isotope ratios and elemental Ca concentrations were measured with a Finnigan

TRITON thermal ionization mass spectrometer (TIMS) using the double spike method (42Ca
+ 48Ca). Aliquots of fluid samples (or CaCO3 solid samples dissolved in 1M acetic acid)
containing 30µg of Ca were spiked with 10µL of double spike per µg Ca added. Calcium
separation was performed via column chemistry using Ca-specific DGA resin (Eichrom). The
columns were loaded with approximately 300uL resin, and rinsed with 2mL double deionized
(DDI) H2O and 1mL 3M HNO3. The spiked sample was loaded on the column in 3M HNO3

and rinsed with 200, 400, and 800uL 3M HNO3. Ca was then eluted from the column with
1.5mL DDI H2O (400, 400, 700µL step wise addition). The eluted Ca was dried down and
re-suspended in a few drops of concentrated HNO3 and 40% hydrogen peroxide and left
overnight. The samples were dried down once more and resuspended in 10µL, 3M nitric
acid. The purified Ca sample was then loaded on outgassed zone-refined Re double filaments
(3µg Ca loaded with 40% phosphoric acid) and its Ca isotopic composition was analyzed on
the TIMS. All Ca isotope ratios are expressed in standard delta notation relative to bulk
silicate earth (BSE - 44Ca/40Ca = 0.0212035) as:

�44/40Ca =

 
(44Ca/40Ca)sample

(44Ca/40Ca)BSE

� 1

!
1000 (2.2.3)

12



The NIST SRM 915a reference material was measured 3x per turret and used to determine
external errors on �44/40Ca measurements. SRM 915a measurements averaged to -0.92‰
with an external 2� reproducibility of ±0.15‰ (n = 18).

2.2.3 Growth rate determination

The calcite growth rate in mol/s was determined from the experimental titration curve
(Figure 2.2B):

R(mol/s) = C ⇤ dV

dt
(2.2.4)

where C is the titrant concentration (0.25M) and dV
dt is the slope of the titrant volume

versus time curve (Figure 2.2B). To obtain surface-normal growth rates (mol/m2/s), this
rate must be normalized by an estimate of the reactive surface area (m2). Reactive surface
area is difficult to quantify as it is scale-dependent and can evolve over the course of an
experiment as new crystals nucleate from solution and subsequently ripen. For the seeded
experiments, we used the BET surface area of the seed crystal (specific surface area, SSA
= 0.21 ± 0.1 m2/g) to calculate the reactive surface area (m2 = SAA*grams calcite) and
calculated the slope of the titration curve from the first 0.5-2.5mL titrated. This constrained
the growth rate calculation to the interval in which the reactive surface area is best defined
- before the onset of nucleation when the vast majority of surface area is provided by the
seed crystal. When the same amount of seed was used in replicate experiments, calculated
surface-normal growth rates were within 3% but relative differences up to 10% were observed
in experiments run with different amounts of seed material. We thus assign a 10% error to
the absolute surface-normal growth rates measured.

For the unseeded experiments, the reactive surface area was estimated from the geometric
surface area calculated from post-growth SEM images (Figure 2.4), calculating the surface
area of a regular rhombohedron as:

SA = (d1 ⇤ d2) + 4 ⇤
 ✓

d1
2

◆2

+

✓
d2
2

◆2
!

(2.2.5)

where d1 and d2 are the diagonals of the rhombic face. Given that this surface area was
derived from post-growth analysis, the slope of the titration curve was taken from the final
2mL titrated in each experiment. For comparison to growth rates calculated with the BET
surface area, the geometric surface area was scaled by the ratio of the geometric surface area
calculated for the seed crystals (0.39 m2/g) to the BET surface area (0.21 m2/g). However,
we present these geometric surface areas as qualitative estimates only and focus on the
surface-normalized growth rates measured for the two suites of seeded experiments. The
induction time for the unseeded experiments was also estimated as the time before the onset
of titrant addition and thus calcite growth following nucleation from solution.

2.2.4 Calculation of calcium isotope fractionation

The calcium isotope fractionation factor between the solid and aqueous solution (eq 2.2.6)
was calculated using a Ca isotope box model, where Ca is added to the growth solution
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through titration and removed through calcite precipitation (eqs 2.2.7-2.2.11). This accounts
for variations in the size of the Ca reservoir. Initial Ca concentrations vary by a factor of 20
across the experiments presented here, which changes how the isotopic composition of the
growth solution changes through time. In low Ca2+:CO3

2- ratio solutions, �44Cafluid evolves
to much heavier values over the course of an experiment (as the system approaches isotopic
steady-state, where �44Cain = �44Cacalcite) than in high calcium solutions.

�44/40Cacalcite�fluid = �44Cacalcite � �44Cafluid ⇡ 1000ln↵p (2.2.6)

For a non-steady state mass, the change in Ca over time is:

dCafluid
dt

= Fin � Fout (2.2.7)

where Fin is the flux of Ca into the growth solution (i.e. titration rate - mol/s) and Fout

is the flux of Ca out of solution via precipitation. The change in �44Cafluid over time can
similarly be modeled by tracking 40Ca and 44Ca separately:

d44Cafluid(t)

dt
=

Rin

Rin + 1
Fin(t)�

Rcalcite(t)

Rcalcite(t) + 1
Fout(t) (2.2.8)

d40Cafluid(t)

dt
=

1

Rin + 1
Fin(t)�

1

Rcalcite(t) + 1
Fout(t) (2.2.9)

Rfluid(t) =
44Cafluid(t)
40Cafluid(t)

(2.2.10)

Rcalcite(t) = ↵pRfluid(t) (2.2.11)

where Rin, Rfluid(t), and Rcalcite(t) are the 44/40 ratio of the CaCl2 titrant solution (con-
stant), growth solution, and precipitated calcite at a given point of time, respectively. Equa-
tions 2.2.7-2.2.11 were solved numerically by finite difference in Matlab. This allowed any
changes in the size of the Ca reservoir due to titrant offset (even a 1% difference between the
CaCl2 and K2CO3 titrants can lead to substantial changes in [Ca2+] for the lowest Ca2+:CO3

2-

experiments) to be taken into account. The total change in Ca concentration over the course
of an experiment was <5% for all experiments (usually <2%) with the exception of the
Ca2+:CO3

2- = 1 experiments, where [Ca] decreased by 11% and 13% in experiments 1 and
11, respectively (Table 2.1). Maintaining constant [Ca] in experiments where Ca2+:CO3

2- 
1 is particularly difficult due to the small size of the Ca reservoir and higher potential for
CO2 degassing associated with the high carbonate alkalinity.

For the unseeded experiments, this full time-dependent box model was used to track the
evolution of �44Cafluid and �44Cacalcite over the course of each experiment (the final solid
�44Cacalcite is the �44Cacalcite(t) integrated over time), using the experimental titration curve
to set Fin. �44/40Cacalcite�fluid was calculated from the range of ↵p that yielded measured
�44Cafluid (final + intermediate time points) and �44Cacalcite (final) values within 2� error.
For the seeded experiments, �44/40Cacalcite�fluid was calculated from the evolution of the
fluid reservoir exclusively. In this case, �44/40Cacalcite�fluid from the full time-dependent
model was well-approximated by that calculated from a simplified, steady-state box model:
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�44/40Cacalcite�fluid =
�44/40Cafluid,initial � �44/40Cafluid,final

1� e�(molesCa titrated/molesCa growth solution)
(2.2.12)

In all cases, 2� error for �44/40Cacalcite�fluid was calculated through formal error propa-
gation.

2.2.5 Ion-by-ion model of calcite growth and �44/40
Ca

The process-based model of Nielsen et al. (2012) was used as the baseline description of
calcite growth kinetics and �44/40Ca as a function of solution chemistry. Calcium isotope
fractionation was also incorporated into the Wolthers et al. (2012) ion-by-ion model of calcite
growth to explore the influence of surface speciation (cf. Watkins et al. 2013). Key equations
for the two models are summarized in Table A1 (Appendix A). In brief, the net growth rate
is dictated by the rate at which monomer ions are added and removed from kink sites on
the growing crystal surface:

Rnet(m/s) =

✓
h

y0

◆
vst =

⇢uha

y0
(2.2.13)

where h is the step height (m), y0 is the step spacing (m), vst is the step velocity (m/s),
⇢ is the kink density (unitless), u is the kink propagation rate (s-1), and a is the kink depth
(m) (Figure 2.3). The growing steps on the surface can be thought to consist of two types
of kink sites – ‘A’ kinks where B ions attach, and ‘B’ kinks where A ions attach. In the case
of calcite, A and B are Ca2+ and CO3

2-. Thus, the rate of propagation of an A kink is the
rate at which A ions are incorporated at kink sites (dictated by the attachment rate kA{A}
and the probability a given kink site is a B kink – PB) relative to the rate at which they
are removed from kink sites (dictated by the detachment frequency �A and the probability
a given kink site is an A kink):

uA = kA{A}PB � vAPA (2.2.14)

The same is true for a B kink:

uB = kB{B}PA � vBPB (2.2.15)

The overall kink propagation rate is then the sum of A and B kink propagation rates:

u = uA + uB (2.2.16)

Accounting for the 44/40Ca fractionation during attachment at (↵f ) and removal from
(↵b) a kink site yields (Nielsen et al., 2012):

↵p =
↵fkA[A]PB

kA[A]PB + �APA

⇣
↵f

↵eq
� 1

⌘ (2.2.17)

where the equilibrium fractionation arises from the difference between Ca fractionation
during attachment and detachment (↵eq = ↵f/↵b).
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Figure 2.3 – Key processes modeled in ion-by-ion growth models: the addition and removal
of growth units from kink sites. Figure modified from Nielsen et al. (2012).

The primary differences between the two ion-by-ion formulations are that bicarbonate is
explicitly modeled as a third growth unit (B2) in the Wolthers formulation, and the kink
site probabilities do not sum to 1. Instead, the fraction of available growth sites (�) for a
given solution composition is calculated from the surface complexation model of Wolthers
et al. (2008). Watkins et al. (2013) demonstrated that differentiating between bicarbonate
and carbonate is required to model oxygen isotope fractionation during calcite growth but
did not invoke a solution chemistry dependent �. Both model formulations contain two
sets of free parameters: attachment/detachment coefficients, which dictate kink propaga-
tion rates and their stoichiometry dependence, and endmember Ca isotope fractionations.
Attachment/detachment coefficients were fit to available step velocity data (Davis, 2008;
Larsen et al., 2010; Stack and Grantham, 2010; Bracco et al., 2012; Hong and Teng, 2014;
Sand et al., 2016). For the Nielsen model, the Ca2+ and CO3

2- detachment frequencies were
assumed to be equal (given that the same bond is broken for either species to detach from
a kink site) and kA, kB were fit to the step velocity data. For the Wolthers formulation, we
followed the assumptions from that study, assuming kB=2kA, and fitting kA and ⌫A (Table
A1). Kinetic and equilibrium endmember Ca isotope fractionations were fit to the data from
this study and the 25°C dataset from Tang et al. (2008). All optimizations were performed
by least-squares optimization using fminsearchbnd.m in Matlab. For the Ca isotope frac-
tionations, the residual was weighted by the experimental variance (1/sv2). Fitted model
parameters for all available step velocity measurements are provided in Table A2 and Figure
A1 in Appendix A; for simplicity we only show models fit to Davis (2008) step velocity mea-
surements here. Optimization for the other step velocity measurements yielded comparable
results.

To calculate surface area normalized growth rates from modeled step velocities, an ex-
pression for the average step spacing (y0) is needed (Eq. 2.2.13). Step nucleation during
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classical calcite growth at low supersaturations typically occurs at single screw dislocations,
generating spiral growth hillocks. However, step nucleation can also occur on hillocks with
more complicated morphologies (via multiple dislocation sources) as well as by 2D-nucleation
at higher supersaturations (Teng et al., 2000). Although each of these mechanisms gives a
distinct dependence of y0 on aqueous supersaturation, they do not influence the relative
rates of ion exchange on the step. Notably, as long as growth occurs by classical ion-by-ion
addition to kink sites, Ca isotope fractionation at a given set of solution conditions (Eq.
2.1.1 and 2.2.17) should be independent of growth morphology. Assumptions regarding the
growth mechanism are critical, however, for modeling the �44/40Ca-growth rate relationship.

Here we calculate the bulk growth rate assuming step nucleation occurs at single screw
dislocations forming spiral growth hillocks but also consider the implications of growth by
2D nucleation (Table A1). Equation 2.2.13 describes the bulk growth rate for the case of
single spiral growth. In order to scale-up calculated step velocities, the step spacing (y0)
for the given solution conditions must be estimated. Previous ion-by-ion formulations have
relied on a thermodynamic representation of y0, which is sensitive only to the assumed step
edge free energy and supersaturation ((Teng et al., 1998):

y0 =
16ha2�

kbT�
(2.2.18)

where � is the step-edge free energy per unit step height (~1.4 J/m2(Teng et al., 2000)).
However, it has been demonstrated that the step width is sensitive to solution stoichiometry
at a constant supersaturation (Bracco et al., 2013; Davis, 2008). Bracco et al. (2013) found
that the step width decreases with increasing Ca2+:CO3

2- while Davis (2008) found that y0
increases with increasing Ca2+:CO3

2-. We examine the implications of both here.
For the Davis y0 relationship, we calculated the step width at Ca2+:CO3

2- = 1 using eq.
2.2.18 and then scaled y0 with Ca2+:CO3

2- as:

y0(i) = y0,Ca:CO3=1

✓
0.3364 log10

✓
{Ca2+}
{CO2�

3 }

◆
+ 1.05

◆
(2.2.19)

For the Bracco y0 relationship, we used the empirical relationship between step density
(1/step width), SI and Ca2+:CO3

2- derived in that publication:

1

y0
(µm�1) = 1.8 ⇤ SI + 0.42 log10

✓
{Ca2+}
{CO2�

3 }

◆
+ 1.47 (2.2.20)

In all cases, the obtuse step velocity was used to calculate the bulk growth rate. Rates
calculated from either the acute or obtuse step must be equivalent given geometric constraints
(Nielsen et al., 2012), but more step width data are available for obtuse steps.

2.3 Results

2.3.1 Morphology of precipitated calcite

Rhombohedral calcite was the only morphology observed to have precipitated in all exper-
iments (Figure 2.4); no morphological evidence of the other crystalline CaCO3 polymorphs

17



E
xp

.
C

al
ci

te
se

ed
[C

a]
0

[C
a]

e
n
d

A
lk

al
in

ity
av

g*
SI

av
g†

� C
a2

+
 
/
� C

O
32

�
 a

v
g

†
G

ro
w

th
ra

te
�

4
4
/
4
0
C
a c

a
l
c
i
t
e
�
f
l
u
i
d

2�
er

ro
r

un
it
s

g
m

M
m

M
m

eq
/L

m
ol

/m
2 /

s
‰

1
0.

10
1.

36
1.

34
1.

88
0.

49
26

.0
1.

04
E

-0
6

-0
.8

7
0.

12
2

0.
10

0.
30

0.
28

9.
20

0.
49

1.
0

1.
18

E
-0

6
-1

.2
5

0.
09

3
0.

10
0.

89
0.

90
2.

97
0.

53
10

.0
1.

16
E

-0
6

-1
.1

1
0.

14
4

0.
10

2.
67

2.
67

0.
99

0.
53

92
.9

9.
55

E
-0

7
-0

.9
7

0.
13

5
0.

10
1.

36
1.

36
1.

90
0.

53
23

.8
1.

01
E

-0
6

-0
.9

7
0.

12
6

0.
49

0.
43

0.
38

12
.8

9
0.

76
1.

0
3.

00
E

-0
6

-1
.5

4
0.

07
7

0.
50

1.
22

1.
22

4.
20

0.
78

10
.3

3.
10

E
-0

6
-1

.4
1

0.
09

8
0.

51
1.

98
1.

91
2.

72
0.

81
24

.9
2.

86
E

-0
6

-1
.4

3
0.

14
9

0.
50

3.
79

3.
69

1.
41

0.
79

10
0.

5
2.

45
E

-0
6

-1
.2

2
0.

21
10

0.
50

6.
00

5.
76

0.
92

0.
79

24
2.

3
2.

16
E

-0
6

-1
.2

3
0.

22
11

1.
00

5.
97

5.
66

0.
93

0.
76

26
5.

9
2.

41
E

-0
6

-1
.3

0
0.

19
12

-
0.

42
0.

37
13

.2
0

0.
78

0.
90

-1
.6

2
0.

09
13

-
1.

19
1.

15
4.

27
0.

83
8.

3
-1

.4
7

0.
05

14
-

1.
88

1.
83

2.
81

0.
84

21
.3

-1
.4

6
0.

16
15

-
3.

64
3.

70
1.

49
0.

86
81

.9
-1

.1
4

0.
10

16
-

3.
70

3.
68

1.
44

0.
84

87
.2

-1
.3

1
0.

15

T
ab

le
2.

1
–

Su
m

m
ar

y
of

ex
pe

ri
m

en
ta

ls
ol

ut
io

n
co

nd
it

io
ns

an
d

re
su

lt
s.

*A
ve

ra
ge

al
ka

lin
ity

is
th

e
av

er
ag

e
be

tw
ee

n
in

it
ia

la
nd

fin
al

m
ea

su
re

d
al

ka
lin

ity
.

†
Av

er
ag

e
sa

tu
ra

ti
on

in
de

x
(S

I)
an

d
C

a2
+
:C

O
3
2
-

ac
ti

vi
ty

ra
ti

o
re

fle
ct

th
e

av
er

ag
e

be
tw

ee
n

th
e

in
it

ia
l

an
d

fin
al

C
a2

+
an

d
C

O
3
2
-
C

O
3
2
-
ac

ti
vi

ti
es

,a
ft

er
ac

co
un

ti
ng

fo
r

an
y

pH
dr

ift
du

e
to

ca
lc

it
e

pr
ec

ip
it

at
io

n
on

th
e

pH
pr

ob
e.

A
dd

it
io

na
ld

at
a

on
so

lu
ti

on
co

nd
it

io
ns

an
d
�4

4
C
a

re
su

lt
s

ar
e

pr
ov

id
ed

in
Ta

bl
e

A
5.

18



A) Unseeded experiment B) Seeded experiment C) Calcite seed

10μm 10μm 10μm

Figure 2.4 – Representative scanning electron microscope images of (A) precipitated solids
in unseeded experiments, (B) precipitated solids in seeded experiments, and (C) initial calcite
seed material. Scale bar = 10µm.

Exp Ca2+:CO3
2- Exp duration

Induction CaCO3 Geometric Growth
time precipitated SA rate

units hours hours g m2/g mol/m2/s

12 0.9 10.5 5.2 0.263 1.08 1.59E-06
13 8.3 9 4.7 0.272 1.06 2.39E-06
14 21.3 9.8 4.3 0.193 0.82 2.83E-06
15 81.9 7.7 3.7 0.203 2.25E-06
16 87.2 7.3 3.7 0.157 1.6 2.45E-06

seed 0.39

Table 2.2 – Summary of post-growth SEM analysis of unseeded growth experiments and calcite
seed material.

vaterite or aragonite was observed. In the unseeded experiments, average particle size ranged
from 1.9±0.8µm - 3.2±1.1µm, with the smallest particles and thus highest geometric sur-
face area observed for the Ca2+:CO3

2- = 100 experiment that ran for the shortest amount of
time (Table 2.2). This was considerably smaller than the average particle size of 6.4±2.2µm
observed for the calcite seed material (Figure 2.4C).

2.3.2 Calcite precipitation kinetics

2.3.2.1 Growth rate as a function of solution stoichiometry: seeded experiments

Consistent with previous reports (Nehrke et al., 2007; Gebrehiwet et al., 2012), calcite growth
rate varies systematically with the Ca2+:CO3

2- activity ratio, with the maximum growth
rate occurring somewhere between a ratio of 1 and 10 and declining growth rates as the
Ca2+:CO3

2- increases (Figure 2.5). Figure 2.5A shows absolute surface-normal growth rates
for the two suites of seeded experiments. In Figure 2.5B, those growth rate data are normal-
ized by the measured rate at Ca2+:CO3

2- =1 for each set of experiments to examine how the
relative growth rate varies as a function of Ca2+:CO3

2-. The same seed material was used
throughout these experiments, so the normalized data highlight the relationship between
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A) B)

Figure 2.5 – Measured growth rates for seeded experiments at SI = 0.5 (blue diamonds) and
SI = 0.8 (red circles). A) Surface-normal growth rates. B) Relative growth rates, normalized
by the surface-normal growth rate at Ca2+:CO3

2- = 1 for each supersaturation. Growth rates
from Gebrehiwet et al. (2012), normalized by the growth rate at Ca2+:CO3

2- = 1 from that
study, are shown as grey squares.

growth rate and solution stoichiometry independent of the aqueous supersaturation with
respect to calcite. Data from the seeded growth experiments from this study are plotted
alongside bulk growth rate data from Gebrehiwet et al. (2012), normalized by the growth
rate at Ca2+:CO3

2- =1 from that study. The seeded calcite growth experiments in Gebre-
hiwet et al. (2012) were performed at the same pH (8.5) used here and a slightly higher SI
(0.9). Although Gebrehiwet et al. assumed a much higher reactive surface area (1.3 m2/g)
and thus report lower growth rates at SI = 0.9 than we measure at SI = 0.8, the relative
change in growth rate as a function of solution stoichiometry is consistent with our findings
(Figure 2.5B). Bulk growth rates are low at low Ca2+:CO3

2-, increase to a maximum at a
ratio of ~3-5, and then decrease with increasing Ca2+:CO3

2-.

2.3.2.2 Unseeded experiments: influence of solution stoichiometry on nucle-
ation dynamics

As discussed in Section 2.2.3, determining absolute growth rates for unseeded experiments
is challenging given the uncertainty surrounding the reactive surface area and its evolution
through time. Estimating specific surface area from SEM images (and scaling to reflect
the BET specific surface area 2.2.3) yields surface-normal growth rates for the unseeded
experiments roughly equivalent to that observed in the seeded experiments (Figure 2.6A).
However, the same rate dependence on solution stoichiometry is not observed - apparent
maximum growth rates are observed at Ca2+:CO3

2- = 25 in the unseeded experiments, while
maximum growth rates occur between Ca2+:CO3

2- = 1-10 in both the seeded experiments
in this study and other seeded bulk-growth studies (Gebrehiwet et al., 2012; Nehrke et al.,
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A) B)

Figure 2.6 – Nucleation and growth dynamics for unseeded (SI 0.8) experiments. A) Estimated
surface-normal growth rates for unseeded experiments (exps 12-16, hollow squares) plotted
alongside growth rates for the SI 0.8 seeded experiments (exps 6-11, filled circles). See Section
2.2.3 for details of the growth rate calculation for the two suites of experiments; in each case,
the growth rate was calculated from the time interval in which the reactive surface area is best
constrained (first 0.5-2.5mL for seeded experiments, final 2mL for the unseeded experiments).
B) Observed induction time as a function of Ca2+:CO3

2- in the unseeded experiments.

2007). This is likely due to particle nucleation dynamics and differences in specific surface
area that are not well-represented by estimates of geometric surface area from post-growth
SEM images. Indeed, a systematic trend in calcite induction time (i.e. time before the
onset of calcite growth via heterogeneous nucleation) with Ca2+:CO3

2- is observed (Figure
2.6B). While these should be considered qualitative estimates, the measured induction times
decrease monotonically with increasing Ca2+:CO3

2-, suggesting that the barrier to nucleation
decreases with increasing Ca2+:CO3

2-. The lower nucleation rates in low Ca2+:CO3
2- solutions

may be responsible for the offset between surface-normal growth rates calculated for the
seeded and unseeded experiments (Figure 2.6).

2.3.3 Ca isotope fractionation variation with solution stoichiometry

Calcium isotope fractionation is found to be weakly dependent on solution stoichiometry
(Figure 2.7). Examining the results from the SI = 0.8 experiments (red circles and squares,
Figure 2.7A), the expected trend of larger fractionations at lower Ca2+:CO3

2- is observed,
but the magnitude of the change in �44/40Ca over the solution stoichiometries studied is
only ~0.35‰, shifting from �44/40Ca = -1.6‰ at Ca2+:CO3

2-=1 to ~-1.25‰ at Ca2+:CO3
2-

= 250. Nearly identical fractionations are measured in the seeded and unseeded suites of
experiments. This lends confidence that the chemostat growth experiments are highly repro-
ducible and suggests that nucleation does not measurably impact �44/40Ca. This is perhaps
not surprising given the length scales over which a freshly nucleated calcite particle could

21



A) B)

Figure 2.7 – Calcium isotope fractionation as a function of A) Ca2+:CO3
2- activity ratio and

B) surface-normal growth rate for SI = 0.8 unseeded (red squares), SI = 0.8 seeded (red circles),
and SI = 0.5 seeded (blue diamonds) experiments. In B, the 25°C data from Tang et al. (2008)
are plotted as black triangles.

be considered structurally distinct from bulk calcite. Assuming that a calcite nucleus is
representative of the bulk structure once the bulk structure contribution to the free energy
change during precipitation is greater than the surface free energy contribution, a particle
>10nm should reflect the bulk under the conditions investigated here. This assumes a cubic
nucleus, interfacial energy of 0.12J/m2 (Söhnel and Mullin, 1978, 1982), and SI 0.5. The
average particle size observed by post-growth SEM analysis of the unseeded experiments
was between 2 and 3µm (Section 2.3.1). Thus, the volume fraction of material represen-
tative of the calcite nucleus versus that representative of bulk material is on the order of
1e-7. The good agreement between the seeded and unseeded results should thus not be in-
terpreted to suggest that �44/40Ca during calcite nucleation is identical to that during bulk
growth; instead these results highlight the reproducibility of the experiments and suggest
that �44/40Ca reflects steady-state bulk growth conditions in both sets of experiments.

In the lower supersaturation experiments (SI = 0.5), a similar trend in fractionation as
a function of Ca2+:CO3

2- is observed, shifted to more positive values of �44/40Ca (blue di-
amonds, Figure 2.7). Smaller magnitude Ca isotope fractionations in lower supersaturation
solutions are consistent with both the conceptual framework of Ca isotope discrimination
driven by Ca-exchange at kink sites (Eq. 2.2.17 and Figure 2.1) and the inorganic calcite
growth experiments of Tang et al. (2008). Our findings confirm the trend that �44/40Ca
becomes more negative with increasing growth rate, in line with the growth rate dependence
reported by Tang et al. (2008) and the 37.5°C data of AlKhatib and Eisenhauer (2017b), but
not the lower temperature results of AlKhatib and Eisenhauer (2017b) or those of Lemarc-
hand et al. (2004).
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2.4 Discussion

2.4.1 Comparison to ion-by-ion model predictions: Original formu-

lation over-predicts �44/40Ca stoichiometry dependence

Comparing these results to ion-by-ion model predictions, we find that the original parame-
terization of the Nielsen et al. (2012) model predicts a much stronger solution stoichiometry
influence on Ca isotope discrimination than observed here. With attachment/detachment
coefficients fit to Davis (2008) step velocities and endmember Ca isotope fractionations fit
to the Tang et al. (2008) 25°C dataset, the model substantially over-estimates �44/40Ca
at low Ca2+:CO3

2- (Figure 2.8A,B). Notably, the Tang et al. (2008) experiments were per-
formed in high Ca2+:CO3

2- solutions (Ca2+:CO3
2- 450-1750), leaving the kinetic endmember

fractionation poorly constrained. In order to capture the Tang et al. (2008) data with an
equilibrium endmember fractionation of -0.2‰ (Fantle and DePaolo, 2007), optimized ki-
netic endmember fractionations ranged from -3.7‰ for attachment coefficient fit to Davis
(2008) step velocities to -8‰ for attachment coefficients fit to step velocity data from Larsen
et al. (2010) (Nielsen et al., 2012). The model thus predicted larger magnitude fractionations
at low Ca2+:CO3

2- than have been observed in natural systems (DePaolo, 2004). The total
range of �44/40Ca of Holocene marine carbonates falls within 2‰ of average �44/40Caseawater

(Fantle and Tipper, 2014). Reported �44/40Ca for biomineralized calcite typically ranges
from -0.6 to -1.6‰ (DePaolo, 2004; Gussone et al., 2005; Steuber and Buhl, 2006; Gussone
et al., 2007; Mejía et al., 2018) and a similar range in �44/40Ca has been reported for calcite
precipitation stimulated by microbial alkalinity production (Henderson et al., 2006; Druhan
et al., 2013; Bradbury et al., 2020). The largest magnitude �44/40Ca thus far observed
for fully inorganic calcite growth is -2.4‰ (measured at 7°C, �44/40Ca varied from -1.8 to
-2.3‰ at 25°C), reported by Reynard et al. (2011) in cave-analog experiments where precip-
itation was driven by rapid CO2 degassing. Even in highly alkaline Mono Lake (Ca2+:CO3

2-

0.0001-1), the most negative �44/40Cacalcite�fluid observed was -1.8‰ (Nielsen and DePaolo,
2013).

Optimizing endmember isotope fractionations to the �44/40Ca data from this study and
Tang et al. (2008) yields model predictions that qualitatively match the observed �44/40Ca
dependence on solution stoichiometry (Figure 2.8C,D). Note that attachment coefficients
were again fit to Davis (2008) step velocities, but a lower kink formation energy was used
following Nielsen et al. (2013) (Table 2.3). The model fit broadly captures both our and the
Tang et al. (2008) data with endmember fractionations more consistent with those observed
in the natural environment (↵f = 0.9976, ↵eq = 0.9995, Table 3). However, the best fit
requires a lower equilibrium endmember fractionation than is generally accepted based on
studies of deep-sea pore fluids and long residence time carbonate aquifers where precipitation
rates are many orders of magnitude slower than the slowest laboratory growth experiments
(eq = 1.0000 ± 0.0001 (Fantle and DePaolo, 2007; Jacobson and Holmden, 2008)). In a
more recent analysis of similar pore fluids, Bradbury and Turchyn (2018) suggest that a
fractionation of ↵ = 0.9995 is required to explain observed depth profiles of �44/40Ca, so
we consider this to be an absolute lower limit on the equilibrium Ca isotope fractionation.
More problematically, the model systematically under-predicts fractionations at intermediate
solution stoichiometries (Ca2+:CO3

2- 100-1000). Although a clear dependence of calcium

23



A) B)

Re-optimized Endmember FractionationsC) D)

R² = 0.15

Original Parameterization

Figure 2.8 – Ion-by-ion model prediction of �44/40Ca for A,B) original parameterization of
Nielsen et al. (2012) and C,D) re-optimized endmember fractionations including the �44/40Ca
data from this study. In both cases, attachment/detachment frequencies were fit to Davis (2008)
step velocities. In A and C, model predictions for the range of Ca2+:CO3

2- at SI 0.5 (blue) and
SI 0.8 (red) are shown as dashed lines, plotted with measured �44/40Ca from this study and
experiments from Tang et al. (2008) where 0.65<SI<0.95. Panels B and D show modeled vs.
measured �44/40Ca for the exact solution conditions of each experiment from this study and
the full 25°C dataset of Tang et al. (2008).
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isotope fractionation on solution stoichiometry is identified here, the poor fit at intermediate
Ca2+:CO3

2- suggests either that the Nielsen et al. (2012) model framework does not fully
capture how the extent of Ca isotope exchange at kink sites varies with solution chemistry,
or that Ca isotope discrimination is influenced by additional processes not considered in the
ion-by-ion framework. We explore these possibilities in turn.

2.4.2 Interrogating damped solution stoichiometry effect

Working first from the assumption that Ca isotope fractionation during calcite precipitation
is controlled only by Ca exchange at kink sites, the model offset at intermediate Ca2+:CO3

2-

implies that the ion-by-ion framework does not properly capture how the ratio of Ca de-
tachment from versus addition to kink sites

⇣
Rb,Ca

Rf,Ca

⌘
varies with solution stoichiometry (Eq.

2.1.1). Note, this assumes that the kinetic isotope effect associated with Ca attachment at
a kink site (↵f ) is independent of solution conditions, an assumption we discuss in Section
2.4.4. In the following we consider two mechanisms that could change the Rb,Ca

Rf,Ca
- Ca2+:CO3

2-

dependence: hillock anisotropy and surface speciation. Explicit treatment of surface and so-
lution bicarbonate species is required to capture kinetic oxygen isotope fractionation during
calcite precipitation (Watkins et al., 2013).

2.4.2.1 Influence of non-equivalent calcite steps

The (101̄4) calcite face displays two non-equivalent step structures, termed acute and obtuse
based on the angle formed with the terrace below. As discussed in Section 2.1.2, the acute
and obtuse calcite steps exhibit different growth rate-solution stoichiometry relationships;
maximum growth rates for the acute step are observed at Ca2+:CO3

2- < 1 while maximum
growth rates for the obtuse step occur at Ca2+:CO3

2- � 1 (Figure 2.9A, Hong and Teng
2014; Sand et al. 2016; Larsen et al. 2010; Davis 2008; Stack and Grantham 2010; Bracco
et al. 2012). These vstep-Ca2+:CO3

2- relationships suggest that CO3
2- is limiting on the acute

step while Ca2+ is limiting on the obtuse step, which in turn implies that the two steps will
undergo differing extents of Ca exchange at a given solution stoichiometry. The acute step
should exhibit a higher proportion of Ca-occupied kink sites (PCa, Figure 2.9B), undergo
higher rates of Ca exchange, and thus exhibit smaller magnitude Ca isotope fractionation
than the obtuse step under comparable solution conditions (Figure 2.9C). Non-equivalent
acute and obtuse steps can be incorporated into the ion-by-ion framework by fitting attach-
ment/detachment coefficients for the obtuse and acute steps separately and calculating the
bulk calcium isotope fractionation using a mixing model where the fraction of the surface
covered by obtuse steps (fobtuse) is dictated by the relative step velocities at a given solution
stoichiometry (Nielsen et al. 2012):

fobtuse =
vobtuse

vobtuse + vacute
(2.4.1)

↵p,bulk = fobtuse↵p,obtuse + (1� fobtuse)↵p,acute (2.4.2)

While this generates an interesting prediction that the acute and obtuse faces of a
calcite growth hillock should express substantially different calcium isotope fractionations
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(�44/40Caacute ~0.5 higher than �44/40Caobtuse for Ca2+:CO3
2- = 1-100), integrating these sep-

arate contributions to the bulk isotope fractionation does not improve the model misfit at in-
termediate Ca2+:CO3

2- (Figure 2.9D). Accounting for the smaller magnitude acute step frac-
tionation leads to larger magnitude best-fit kinetic endmember fractionations (↵f = 0.9972,
Table 2.3), but the shape of the �44/40Ca solution stoichiometry relationship is largely un-
changed at intermediate to high Ca2+:CO3

2-. This is because the fraction of the surface
covered in obtuse steps is largely constant for Ca2+:CO3

2- > 10 (Figure 2.9B, grey dotted
line), so the bulk �44/40Ca exhibits the same solution stoichiometry dependence as modeling
the obtuse step alone. We conclude that hillock anisotropy alone does not explain the ob-
served muted �44/40Ca-Ca2+:CO3

2- dependence relative to the ion-by-ion model prediction.

2.4.2.2 Influence of surface speciation

Another mechanism that could shift the extent of Ca exchange at a given solution stoi-
chiometry is surface speciation. Kink sites on the growing calcite surface do not actually
consistent solely of unoccupied ⌘ CaCO�

3 and ⌘ CO3Ca+ sites. Instead, growth sites can
be variably protonated, hydroxylated, and complexed by other species in solution (Wolthers
et al., 2008; Pokrovsky et al., 2000; Van Cappellen et al., 1993), which changes the density
of CO3 and Ca kink sites available for attachment and isotope exchange. Incorporating the
influence of surface speciation following Wolthers et al. (2012) generates ion-by-ion model
predictions of �44/40Ca that fit the observed �44/40Ca-Ca2+:CO3

2- dependence within error.
Figure 2.10A,B shows model predictions considering only the obtuse step (kA,⌫A fit to step
velocities from Davis (2008)); Figure 2.10C,D shows model predictions when non-equivalent
isotope partitioning into the acute and obtuse steps is considered (Section 2.4.2.1). In both
cases, the best-fit �44/40Ca dependence implies a kinetic endmember fractionation of around
-2.2‰ (↵f = 0.9979 when only the obtuse calcite step is considered, ↵f = 0.9977 when both
steps are modeled, Table 2.3) and an equilibrium fractionation of around -0.2‰ (↵eq = 0.9998
or 0.9997). These endmember fractionations are highly consistent with available estimates
from natural systems and imply that the maximum range of �44/40Ca expected from in-
organic calcite precipitation under surface-controlled conditions is 2‰. The best-fit kinetic
endmember fractionation is also quite similar to that estimated in a model of �44/40Ca
during coccolithophore biomineralization (↵f= 0.9982, (Mejía et al., 2018)).

Incorporating surface complexation damps the �44/40Ca-Ca2+:CO3
2- relationship (Figure

2.10) by shifting the extent of Ca surface exchange
⇣

Rb,Ca

Rf,Ca

⌘
to higher values of Ca2+:CO3

2-

(Figure 2.11). The Wolthers et al. (2008) CD-MUSIC surface complexation model predicts
that the fraction of available growth sites (�) declines with increasing Ca2+:CO3

2-. Notably,
the extent of Ca exchange at a given solution chemistry (pH, supersaturation, Ca2+:CO3

2-)
is dictated only by the Ca attachment/detachment coefficients; Rb,Ca

Rf,Ca
and thus ↵p is indepen-

dent of � for a given kA, ⌫A (see Appendix A for derivation). The � term cancels out when
considering the Rb,Ca

Rf,Ca
ratio, so ↵p does not have an explicit � dependence. This could lead

one to conclude that accounting for surface complexation and a variable number of avail-
able growth sites is unimportant for predicting isotope discrimination. However, accounting
for the solution chemistry dependence of � yields best-fit Ca attachment/detachment co-
efficients that substantially change the Rb,Ca

Rf,Ca
- Ca2+:CO3

2- relationship and bring it in line
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C) D)

A) B)

Figure 2.9 – Accounting for the influence of calcite growth hillock anisotropy on modeled
calcium isotope fractionation. A) Measured (Davis, 2008) and modeled step velocities for acute
(red, solid line) and obtuse (blue, dotted line) calcite steps. B) Ca kink site probability or
fraction of the surface covered by obtuse steps (grey dotted line) as a function of Ca2+:CO3

2-.
C) Calculated �44/40Ca expressed on acute steps (solid black line), obtuse steps (dashed black
line), and for the bulk solid (dotted red line) for SI = 0.8. D) Ion-by-ion model prediction
of �44/40Ca accounting for the non-equivalent acute and obtuse step fractionations. Model
predictions for the range of Ca2+:CO3

2- at SI 0.5 (blue) and SI 0.8 (red) are shown as dashed
lines, plotted with measured �44/40Ca from this study and experiments from Tang et al. (2008)
where 0.65<SI<0.95.
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D)

R² = 0.76

R² = 0.77

Figure 2.10 – Ion-by-ion model prediction of �44/40Ca accounting for surface speciation
(Wolthers et al., 2012) considering only the obtuse calcite step (A,B) and allowing for different
expressed fractionations on the acute and obtuse steps (C,D). In A and C, model predictions
for the range of Ca2+:CO3

2- at SI 0.5 (blue) and SI 0.8 (red) are shown as dashed lines, plot-
ted with measured �44/40Ca from this study and experiments from Tang et al. (2008) where
0.65<SI<0.95. �44/40Caacute and �44/40Caobtuse for SI = 0.8 are shown in grey in C. Pan-
els B and D show modeled vs. measured �44/40Ca for the exact solution conditions of each
experiment from this study and the full 25°C dataset of Tang et al. (2008).
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with the �44/40Ca-Ca2+:CO3
2- relationship observed (Figure A2). In particular, the solution

chemistry dependent � yields much lower Ca detachment rate coefficients (⌫A, Table A3),
which leads to lower Rb,Ca

Rf,Ca
for a given Ca2+:CO3

2- and larger magnitude �44/40Ca. Figure
A2 demonstrates the influence of a surface complexation dependent � on fitted step velocity
measurements, Rb,Ca

Rf,Ca
, and �44/40Ca. Although the variable � only yields modest improve-

ments in the goodness of fit to the step velocity measurements as noted by Sand et al.
(2016), the resultant attachment/detachment coefficients vastly improve modeled Rb,Ca

Rf,Ca
and

thus �44/40Ca (Figure A2). Isotope discrimination is a much more sensitive tracer of relative
surface ion exchange fluxes than is the bulk growth rate. This exemplifies the utility of using
stable calcium isotope measurements to shed light on the calcite growth process and provide
additional constraints for mechanistic models of crystal growth.

The finding that the Wolthers et al. (2012) ion-by-ion model formulation captures the
observed trends in �44/40Ca is further corroborated by model predictions using attach-
ment/detachment coefficients fit to the surface-normal bulk growth rates measured in this
study. Model predictions vary slightly depending on how the step width is calculated (Sec-
tion 2.2.5), but in all cases the ion-by-ion prediction captures the observed trend in �44/40Ca
with Ca2+:CO3

2- with best-fit endmember isotope fractionations very similar to those ob-
tained when Ca attachment/detachment coefficients are fit to independent step velocity
measurements (Table 2.3, Figure A3). In particular, the measured fractionations from this
study and Tang et al. (2008) are best-fit by a thermodynamic representation of step width
with endmember fractionations nearly identical to those obtained by fitting the Davis (2008)
step velocity data. Thus, extrapolating growth dynamics from in-situ AFM step velocity
measurements yields comparable results to observations from bulk-growth behavior. This
suggests that bulk growth rate data from laboratory precipitation experiments may be suf-
ficient to predict Ca attachment/detachment rate constants and thus �44/40Ca for a given
set of solution conditions if a realistic surface complexation model is available.

The implications of the good agreement between ion-by-ion model predictions and ex-
perimentally measured �44/40Ca when solution speciation is taken into account are two-fold.
Most fundamentally, it suggests that the conceptual framework of Ca isotope fractionation
driven by Ca exchange at surface sites holds (DePaolo, 2011; Nielsen et al., 2012). This
further implies that calcium incorporation into calcite during steady-state growth (under
the solution conditions studied here) occurs through largely classical crystal growth - via the
incorporation of monomer growth units. Secondly, it suggests that accounting for surface
complexation is key for interpreting isotope and by inference, trace element (Nielsen et al.,
2013), partitioning during calcite growth. The latter conclusion was demonstrated for oxygen
isotopes in Watkins et al. (2013), but the influence of surface speciation on calcium isotopes
has not been shown until now. Finally, while the Wolthers et al. (2008) CD-MUSIC model
appears to adequately capture changes in surface speciation as a function of solution chem-
istry for the simple electrolyte solutions used here, improved surface complexation models
that account for the influence of other ions in solution as well as variable dielectric properties
at the electrical double layer (Heberling et al., 2014; Song et al., 2017; Sø et al., 2012) may be
required to predict or interpret isotope and trace element partitioning in complex solutions
such as seawater.
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Figure 2.11 – Extent of surface Ca exchange (ratio of Ca detachment from versus attachment
to kink sites) as a function of Ca2+:CO3

2- activity ratio for an SI = 0.8, pH 8.5 solution using the
Nielsen et al. (2012) ion-by-ion model (black lines) and Wolthers et al. (2012) formulation which
incorporates a surface complexation model (red lines). Accounting for surface complexation
damps the �44/40Ca-solution stoichiometry dependence by shifting the Rb,Ca

Rf,Ca
- Ca2+:CO3

2-

relationship: low relative rates of Ca exchange are maintained over a wider range of Ca2+:CO3
2-.

Ca exchange on the obtuse step is the dominant control on bulk �44/40Ca because the obtuse
step velocity is higher for Ca2+:CO3

2->1 (Figure A2E), so more of the surface is covered by
obtuse steps.
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2.4.3 Model predictions for bulk growth rate and implications for

�44/40Ca - growth rate relationship

While the ion-by-ion framework appears to capture Ca-exchange dynamics well, significant
uncertainty remains in modeling absolute fluxes and thus bulk growth rates. Figure 2.12
shows model predictions for A) bulk growth rates, and B) relative growth rates normalized
by the rate at Ca2+:CO3

2- = 1 for the Wolthers model fit to Davis (2008) step velocities, using
a thermodynamic representation of the hillock step spacing (y0, Section 2.2.5). The step edge
free energy per unit step height (�) was scaled to capture the bulk growth rates observed.
Figure 2.12C shows the resultant measured and modeled �44/40Ca-growth rate relationship.
Note, as demonstrated by Nielsen et al. (2012), the dominantly higher supersaturation Tang
et al. (2008) experiments are better fit with a 2D nucleation driven growth dependence and
are modeled as such here while the SI = 0.5 and 0.8 experiments are modeled with a spiral
growth rate dependence (Teng et al., 2000). Two key observations are apparent. First,
although the model adequately captures changes in relative growth rates with Ca2+:CO3

2-

(Figure 2.12B), modeled growth rates with a thermodynamic y0 representation do not capture
the observed supersaturation dependence well.

Supersaturation influences bulk growth rates in two ways: the relationship between step
velocity and ion activity in solution, and the supersaturation dependence of the step width
(y0). Sand et al. (2016) reported that the Wolthers ion-by-ion framework struggled to capture
the supersaturation dependence of observed step velocity measurements. In a subsequent
analysis, Andersson et al. (2016) argued that the observed step velocity supersaturation de-
pendence was better predicted by a microkinetic model where kink nucleation is initiated
by ion pair or polynuclear complex addition. Hellevang et al. (2016) also suggested that ion
pair formation could influence growth kinetics due to the different surface diffusion behavior
of neutral complexes. It is thus possible that the assumptions regarding kink formation
dynamics in the Wolthers and Nielsen ion-by-ion formulations simply do not realistically
capture calcite growth dynamics. Notably, the Bracco et al. (2013) empirical relationship
better captures the bulk growth rate supersaturation dependence observed here when at-
tachment/detachment coefficients are fit to observed growth rate data (Figure A4), which
suggests at least part of the offset between observed and modeled bulk growth rates is due to
uncertainties associated with the solution chemistry dependence of y0. The step width has
been demonstrated to be sensitive to both solution stoichiometry (Bracco et al., 2013; Davis,
2008) and impurity concentration (Davis et al., 2000a; Wasylenki et al., 2005a), underscoring
the need to better understand the solution chemistry dependence of y0 for scaling measured
or modeled step velocities to bulk growth rates.

Second, a relatively low step edge free energy per unit step height (� = 0.18 J/m2)
must be assumed in the thermodynamic calculation of y0 in order to match the magnitude
of the surface-normal growth rates observed (Figure 2.12A). This step edge free energy is
quite similar to theoretical estimates of edge work by Nielsen (1984) (1.5E-20 J, equivalently
0.15 J/m2) and estimates of interfacial tension from calcite nucleation experiments (~0.12
J/m2 (Söhnel and Mullin, 1978, 1982)). The resultant step width (~22nm for SI = 0.5) is,
however, lower than most measurements of step spacing from in-situ AFM measurements.
For Ca2+:CO3

2- ⇡1, SI ⇡0.4, Teng et al. (2000) measured step widths between 110-140nm
(obtuse) and 50-72nm (acute) while Bracco et al. (2013) reported step widths on the order of
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700nm for the obtuse step under the same conditions. Similarly, Cao et al. (2018) measured
step widths of 86nm and 81nm for SI = 0.3 and 0.5 solutions, respectively, using vertical
scanning interferometry. This significant spread in measured and modeled step widths further
underscores the challenges associated with scaling step velocities to surface-normal growth
rates.

2.4.4 Additional potential controls on �44/40Ca-solution stoichiom-

etry relationship

Accounting for variations in surface speciation with solution stoichiometry recreates the ob-
served variation in �44/40Ca with reasonable end-member isotope fractionations within error,
but it is possible that the ion-by-ion framework still somewhat under-predicts fractionations
at intermediate to high Ca2+:CO3

2- (Figure 2.10). If that is the case, there are a few poten-
tial mechanisms that could lead to higher magnitude fractionations at Ca2+:CO3

2- ~250-1000
than the classical, ion-by-ion framework predicts. First, some fraction of Ca may be incorpo-
rated into the lattice through mechanisms other than monomer addition at kink sites. In the
unseeded experiments, we observe what appears to be a systematic trend in induction time
which suggests that the barrier to nucleation is lower in high Ca2+:CO3

2- solutions. This
could indicate that clusters form more readily in higher Ca2+:CO3

2- solutions. The higher
magnitude fractionations at intermediate Ca2+:CO3

2- could thus reflect the incorporation of
preferentially light Ca due to non-monomer (polynuclear cluster) incorporation. We are just
beginning to understand the influence of non-classical growth mechanisms in mineral systems
that have long been assumed to adhere to classical crystal growth theory (De Yoreo et al.
(2015) and references within), but existing evidence does not immediately support preferen-
tial incorporation of 40Ca through non-monomer addition. Amorphous calcium carbonate,
precipitated via non-classical pathways at very high supersaturations, exhibits small nega-
tive Ca isotope fractionations (~-0.25‰) (Niedermayr et al., 2010; Gagnon et al., 2010), and
simulation studies have suggested that the heavy isotope preferentially partitions into both
Ca (Moynier and Fujii, 2017) and Mg (Schott et al., 2016) aqueous carbonate complexes.
Thus, preferential incorporation of isotopically depleted Ca at high Ca2+:CO3

2- would re-
quire an as yet unrecognized cluster formation/incorporation pathway that exhibits large
negative �44/40Cacluster�fluid, but the interactions between aqueous clusters and the growing
calcite surface are just beginning to be explored (Andersson et al., 2016; Hellevang et al.,
2016).

A second mechanistic explanation for larger magnitude fractionations at high Ca2+:CO3
2-

than predicted by the model lies in the assumption that the kinetic isotope fractionation as-
sociated with Ca attachment at kink sites is independent of solution conditions. Molecular
simulation studies have shown that the kinetic fractionation can be attributed to the mass
dependence of Ca dehydration kinetics (Hofmann et al., 2012) and that this kinetic effect
is sensitive to the local water structure and calcium solvation environment (Lammers et al.,
2020). Given this fractionation mechanism, any aspect of solution chemistry that changes
either the stability of the cation hydration shell or the structure of water at the calcite sur-
face could exert an influence on the magnitude of Ca isotope discrimination. The presence
of other ions in solution that can affect the bulk solution and surface hydration environ-
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A)

C)

B)

Figure 2.12 – Modeled bulk growth rates and �44/40Ca-growth rate relationship. Modeled
absolute (A) and relative (B) bulk growth rates as a function of Ca2+:CO3

2-. In B, rates are
normalized by the surface normal growth rate at Ca2+:CO3

2- = 1. C) Measured (filled markers)
and modeled (hollow markers) �44/40Ca-growth rate relationship. Tang et al. (2008) growth
rates are modeled using a 2D-nucleation rate dependence (Nielsen et al., 2012) while the SI =
0.5 and 0.8 experiments from this study are modeled as spiral growth with � = 0.18 J/m2.
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ment are known to influence calcite growth and dissolution dynamics (Ruiz-Agudo et al.,
2010, 2011b; Di Tommaso et al., 2014). Ruiz-Agudo et al. (2011b) interpreted background
electrolyte-specific effects on calcite step velocities in terms of their influence on cation and
surface hydration, and ionic strength was found to have a weak but statistically significant
influence on �44/40Ca in the inorganic calcite growth experiments of Tang et al. (2012).
The low �44/40Ca observed at intermediate Ca2+:CO3

2- observed here could thus hint at an
increase in the magnitude of Ca isotope discrimination (lower ↵f ) with increasing surface
potential, or more broadly reflect an ↵f sensitive to solution conditions which influence Ca
dehydration kinetics. This in turn raises the possibility that structurally distinct sites on
the calcite surface could fractionate Ca isotopes differently. Molecular dynamics simulations
have demonstrated that calcite surface sites can exhibit a wide range of water exchange fre-
quencies (Wolthers et al., 2013; De La Pierre et al., 2016), with implications for site-specific
isotope discrimination during Ca attachment and surface exchange (Lammers et al., 2020).
Future work is required to establish site-specific fractionation factors for both calcium and
carbonate isotopologues during calcite growth (Watkins et al., 2013).

2.4.5 Implications for the interpretation of Ca isotopes in natural

systems

The updated ion-by-ion formulation and parameterization for �44/40Cacalcite�fluid implies
a total possible range in �44/40Ca of 2‰ with a maximum expressed kinetic isotope frac-
tionation of -2.1 to -2.3‰ and an equilibrium fractionation of ~-0.2‰. While the model is
consistent with a small equilibrium fractionation, it should not be interpreted as evidence of
such; best-fit equilibrium endmember fractionations range ±0.2‰ depending on the details
of the model fit. Moreover, for most carbonate precipitating environments, �44/40Ca will be
predominantly influenced by supersaturation and thus calcite growth rate (Figure 2.13A).
For carbonate-dominated precipitation environments (Ca2+:CO3

2- < 1), �44/40Ca is almost
entirely dictated by supersaturation, and �44/40Ca rises gradually between Ca2+:CO3

2- =
10 to 1000.

Regarding the �44/40Ca-growth rate dependence, both the experimentally measured
fractionations (Figure 2.7) and model predictions support an inverse dependence between
�44/40Ca and growth rate for classical calcite growth, where �44/40Ca becomes more negative
at higher growth rates (Figure 2.12C). This trend is consistent with that documented by in-
organic calcite precipitation experiments in dilute NH4

+ solutions (5mM NH4Cl, (Tang et al.,
2008, 2012)), in E. huxleyi coccolithophores (Mejía et al., 2018), and for monohydrocalcite
precipitation stimulated by microbial sulfate reduction (Bradbury et al., 2020). As argued
by AlKhatib and Eisenhauer (2017b), the opposite trend observed in high NH4

+ solutions
(395mM NH4Cl) observed by Lemarchand et al. (2004) and at 12.5°C and 25°C experiments
of AlKhatib and Eisenhauer (2017b) is likely due either to the formation of NH3-Ca2+ aque-
ous complexes enriched in 44Ca, transport effects (DePaolo, 2011), or non-classical growth of
amorphous calcium carbonate (ACC) in the high supersaturation solutions (Nielsen et al.,
2012).

The demonstrated importance of accounting for surface speciation leads to a further
inference: �44/40Ca should be sensitive to pH, independent of its influence on aqueous car-
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bonate ion activity. Larger magnitude fractionations (more negative �44/40Ca) are predicted
at lower pH (Figure 2.13B) due to the pH dependence of the effective Ca attachment coeffi-
cient (k̄A =kA

�
1 + 108.610(�pH)

�
), Table A1). The effective Ca attachment frequency has a

negative exponential dependence on pH due to changes in solution and surface bicarbonate
activity while the Ca detachment frequency (�̄A ) is pH independent. Thus, the Ca attach-
ment flux increases relative to the Ca detachment flux as solution pH decreases, leading to
higher magnitude �44/40Ca (Eq. 2.1.1). While the predictions in Figure 2.13B should be
considered qualitative estimates, as Ca attachment/detachment rate coefficients and even
the magnitude of the kinetic fractionation associated with Ca incorporation into the lattice
could be surface potential (and thus pH) dependent, there is some evidence to support the
predicted pH trend. In an in-situ AFM study of calcite growth as a function of pH at fixed
Ca2+:CO3

2-, Ruiz-Agudo et al. (2011a) reported a factor of 6 higher growth rates at pH
7.5 relative to pH 8.5, consistent with faster Ca attachment fluxes. A study of �44/40Ca in
cultured (calcite precipitating) planktic foraminifera also hints at an inverse pH dependence
(Kisakürek et al., 2011). In cultures of Globigerinoides ruber, the magnitude of �44/40Ca
decreases from pH = 7.9 to 8.4 despite accompanying increases in carbonate activity, though
the documented shift in �44/40Ca is within error (0.2‰) (Kisakürek et al., 2011).

Accounting for this pH dependence yields estimates of �44/40Ca from seawater-like so-
lutions ({Ca2+} ~2.3e-3, {CO3

2-} ~4.8e-6, pH 8.1 (Berner, 1965)) of between -0.85‰ to -
0.89‰. While the more complex surface complexation behavior of seawater is not accounted
for in these estimates, they are in good agreement with �44/40Ca measured for microbially-
induced calcite precipitation from seawater solutions (-0.95±0.4‰ (Bradbury et al., 2020)).
Moreover, our estimates fall at the low end of typical �44/40Ca during calcite biomineraliza-
tion from seawater (DePaolo, 2004; Gussone et al., 2005; Mejía et al., 2018), consistent with
seawater representing a minimum supersaturation and maximum Ca2+:CO3

2- relative to the
biogenic calcifying fluid.

Finally, our findings indicate that understanding how solution chemistry dictates surface
speciation in complex solutions and resultant ion attachment/detachment rates is critical for
predicting isotopic fractionations during surface-reaction controlled mineral precipitation.

2.4.6 Stable Ca isotopes as probes of crystal growth: Predicted

influence of impurity ions

The ability of the Wolthers et al. (2012) ion-by-ion model formulation to capture observed
trends in �44/40Ca with Ca2+:CO3

2- and rate provides strong supporting evidence for the
process-based model of kink-exchange driven Ca isotope fractionation. This in turn lays the
groundwork for using Ca isotope fractionation to probe carbonate crystal growth processes.
Of particular interest is understanding the interplay between trace impurity incorporation
and inhibition behavior (Morse et al., 2007). Developing a predictive understanding of
the link between solution chemistry, growth kinetics, and trace element uptake is essential
for linking environmental conditions to partitioning behavior and for developing predictive
models of growth kinetics in complex solutions. Importantly, Ca isotope fractionation could
provide a window into the mechanism by which various inhibitors interact with the growing
calcite surface and inhibit growth.
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Figure 2.13 – Influence of supersaturation (A) and pH (B) on predicted �44/40Ca. In A, pH is
fixed at 8.5 while the supersaturation is varied while in B, the supersaturation is held constant
(SI 0.8) while pH is varied. In both, attachment/detachment coefficients fit to Davis (2008)
obtuse step velocity are used to parameterize the Wolthers et al. (2012) ion-by-ion model (Table
2.3). Comparable plots allowing for different expressed fractionations on the acute and obtuse
steps are shown in Figure A5.

Impurities can modify calcite growth through three primary mechanisms: step pinning,
kink blocking, and incorporation (De Yoreo and Vekilov, 2003). For mechanisms that change
the solubility of the solid phase through thermodynamic effects, the growth inhibition should
be accompanied by a change in �44/40Ca. In particular, trace constituent incorporation that
destabilizes the lattice and lowers the resultant solid solution supersaturation would lead
to an increase in the flux of Ca off the surface at a given {Ca2+} and {CO3

2-}, yielding a
lower magnitude �44/40Ca. In contrast, if the inhibitor dominantly influences the rates of
ion attachment at kink sites and subsequent kink propagation kinetics (‘kink blocking’-type
inhibition), �44/40Ca is predicted to be invariant with impurity concentration and extent of
inhibition. For example, Mg2+ is proposed to act as a kink-blocker due to its more strongly
bound hydration waters and slow desolvation kinetics (Nielsen et al., 2013). If this is the
case, the ion-by-ion framework predicts that �44/40Ca should be independent of Mg2+ under
otherwise constant solution conditions. The slow attachment of Mg2+ and CO3

2- on Mg2+-
occupied kinks slows kink propagation rates but does not change the relative rate of Ca
addition and removal from kink sites because the dynamics of Ca-occupied kink sites are
not affected. Growth rate inhibition by pure kink-blocking inhibitors is thus expected to
decouple �44/40Ca and rate, a prediction that can be tested with additional inorganic calcite
growth experiments in the presence of representative trace elements (e.g. Mg2+, Sr2+, Ba2+).
The potential influence of step pinning on �44/40Ca is less straight-forward. In step pinning,
largely irreversible impurity adsorption to step edges blocks the advancement of steps such
that step advance can only continue by growing around the impurities. Growth inhibition
occurs through a thermodynamic effect; if the step curvature must exceed a critical radius in
order to pass between the impurities, the step becomes undersaturated due to the curvature
dependence of the Gibbs-Thomson equation. The step growth around the impurity sites
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likely leads to higher and more variable kink densities, which may influence gross forward
and back fluxes of ions locally.

2.5 Conclusions
We report new measurements of the solution stoichiometry dependence of calcium isotope
fractionation during inorganic calcite growth in order to test one of the key predictions of
a classical ion-by-ion model of �44/40Cacalcite�fluid (Nielsen et al., 2012). As predicted by
the ion-by-ion framework, �44/40Ca is stoichiometry dependent and the expected trend of
larger fractionations at lower Ca2+:CO3

2- is observed. However, �44/40Ca is found to be
less strongly influenced by solution stoichiometry than originally predicted; the magnitude
of the change in �44/40Ca over the solution stoichiometries studied (Ca2+:CO3

2- = 1-250)
is only ~0.4‰. An inverse correlation between �44/40Ca and growth rate is also observed,
confirming the �44/40Ca -rate relationship observed by Tang et al. (2008).

Measured calcium isotope fractionations are consistent with the ion-by-ion model if a
surface complexation model is incorporated that accounts for variations in the fraction of
available kink sites with changes in solution chemistry (Wolthers et al., 2012). The surface
complexation-enabled model captures measured �44/40Ca with best-fit kinetic and equilib-
rium endmember fractionations consistent with those observed in natural systems (↵kinetic ~
0.9978, ↵eq ~ 0.9998). This provides strong supporting evidence for the conceptual model
of kink-exchange driven Ca isotope fractionation and suggests that calcite grows by a domi-
nantly classical mechanism over the solution conditions investigated. Moreover, our findings
indicate that understanding how solution chemistry dictates surface speciation in complex
solutions and resultant ion attachment/detachment rates is critical for predicting isotopic
fractionations during surface-reaction controlled mineral precipitation.

The updated model formulation and parameterization generates a number of predictions
that can be tested to further our understanding of carbonate crystal growth processes:

• Expressed Ca isotope fractionation should vary between the obtuse and acute faces of
a single calcite growth hillock, with smaller magnitude fractionations produced on the
acute step.

• �44/40Ca is pH dependent. Larger magnitude fractionations are predicted at lower pH
for a given calcite supersaturation and Ca2+:CO3

2-.

• Calcium isotope fractionation can differentiate mechanisms of growth inhibition in the
presence of impurities. Pure kink-blocking type inhibition should lead to invariant
�44/40Ca with growth rate while lattice destabilization due to impurity incorporation
should yield smaller magnitude fractionations at lower growth rates.

Taken together, these predictions highlight the potential to use Ca isotopes as molecular
tracers to inform our understanding of the complicated suite of processes occurring at the
fluid-mineral interface during crystal growth.
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Chapter 3

Ca isotope insights into Mn
2+

and Mg
2+

inhibition of calcite growth

Abstract
Impurity ion and isotope partitioning into carbonate minerals provide a window into the
molecular processes occurring at the fluid-mineral interface during crystal growth. In Chap-
ter 2 we demonstrated that calcium isotope fractionation during calcite precipitation can
be understood and mechanistically modeled in terms of the fluxes of monomer Ca2+ ions
onto and off of kink sites on the growing crystal surface. Here, we attempt to operationalize
the use of stable isotopes as molecular probes of crystal growth, employing calcium isotope
fractionation to help elucidate the mechanism by which two divalent cations with starkly con-
trasting compatibility, magnesium and manganese, inhibit calcite growth and are ultimately
incorporated into the mineral lattice.

Independent seeded Mn-calcite and Mg-calcite growth experiments were run under differ-
ent fluid metal to calcium ratios ({Mn2+}/{Ca2+} 0.001 – 0.15; {Mg2+}/{Ca2+} = 0.01 – 2.6) using
a chemostat reactor. Calcite growth inhibition by Mg2+ is log-linear throughout the range
of {Mg2+}/{Ca2+} studied. Mn2+ exhibits much stronger log-linear growth rate inhibition at
low Mn2+ concentrations (fluid {Mn2+}/{Ca2+} = 0.001–0.02). At higher Mn2+ concentrations,
the extent of inhibition lessens and eventually reverses; faster growth rates are observed
with increasing solution Mn2+ when solid phase Mn/Ca > 1. Mn2+ is readily incorporated
into the calcite lattice, with large partition coefficients (KMn 4.6-15.6) inversely correlated to
growth rate. In contrast, KMg is on the order of 0.02-0.03 for the solution conditions studied
here.

For both Mn2+ and Mg2+, calcium isotope fractionation is found to be invariant with
{Me2+}/{Ca2+} despite more than an order of magnitude decline in growth rate. Applying
an ion-by-ion model for calcite growth, this invariant �44/40Ca suggests that the presence
of Mn2+ or Mg2+ does not significantly change the relative rates of Ca2+ attachment and
detachment at kink sites during growth, indicative of a dominantly kink blocking inhibition
mechanism. For Mg2+, we demonstrate that this is broadly consistent with growth inhibi-
tion driven by slow Mg2+-aquo complex dehydration relative to Ca2+ but argue that this
mechanism likely represents one endmember scenario, seen in Mg-calcite growth at low su-
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persaturations and net precipitation rates. During growth at faster net precipitation rates,
some portion of Mg2+ is likely incorporated as a partially hydrated or otherwise complexed
species, as proposed by Mavromatis et al. (2013) and Alvarez et al. (2021), but calcite growth
remains significantly inhibited by the kinetics of CO3

2- attachment at Mg2+ kink sites. In
the case of Mn2+ inhibition of calcite growth, the large KMn observed at low solution Mn2+

cannot be explained by desolvation rate-limited attachment of Mn2+ at the kink. Instead,
our findings suggest Mn2+ attaches to kink sites significantly faster than Ca2+, which we
interpret to represent non-monomer Mn2+ attachment as an ion pair, hydrated species, or
possibly a larger polynuclear cluster. We propose that Mn2+ inhibits calcite growth by a
novel carbonate-based kink blocking mechanism involving non-monomer Mn2+ attachment,
rate limited by the kinetics of carbonate ion re-orientation to attach at Mn-occupied kink
sites.

Taken together, these findings point to a hybrid mechanism of calcite growth whereby
Ca2+ incorporates largely as a free ion at kink sites while Mn2+ (and some portion of Mg2+)
is incorporated via non-monomer attachment. We theorize that this may represent a broader
trend relevant to crystal growth across mineral systems: that trace constituent cations with
aquo-complex desolvation rates significantly slower than the mineral growth rate will be
incorporated as a non-monomer species during otherwise classical crystal growth.

3.1 Motivation: towards predicting growth dynamics in
complicated solutions

Mineral precipitation/dissolution reactions underpin a wide array of geochemical processes
relevant to our understanding of both natural and engineered systems, from weathering
rates and the long-term carbon cycle (Kump et al., 2000), to water quality and contam-
inant remediation (Prieto et al., 2013). Yet predicting reaction rates in natural systems
remains frustratingly elusive given our limited knowledge of how the micro-scale chemical
interactions that occur at mineral-fluid interfaces control the macro-scale kinetics of mineral
dissolution and precipitation (Anbeek, 1993; Maher et al., 2006, 2016). Understanding the
growth kinetics and trace constituent partitioning behavior of carbonates is of particular
interest given their fundamental importance to the paleo-proxy record (Ravizza and Zachos,
2003) and key role in climate change mitigation strategies such as geologic carbon storage
(Bourg et al., 2015). In particular, various forms of mineral carbonation, including in-situ
mineralization of basalts or peridotites (Kelemen et al., 2011; Clark et al., 2020), ambient
surficial weathering (Renforth et al., 2009; McQueen et al., 2020; Beerling et al., 2020), and
engineered ex-situ mineralization of alkaline waste materials (Gerdemann et al., 2007), are
increasingly attractive options for permanent storage of CO2 (Kelemen et al., 2020). Car-
bonate solid-solution formation is also a principal remediation technique for contaminants
capable of being incorporated into the carbonate lattice (e.g. 90Sr - Lukashev 1993; Achal
et al. 2012).

Historically, studies of carbonate growth kinetics have focused on the development of
empirical rate laws, generally calibrated with bulk precipitation experiments (c.f. Morse
et al. 2007). While empirical rate laws are incredibly useful for describing reaction kinetics
within the range of solution conditions measured and form the basis for nearly all reactive
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transport modeling, they provide no mechanistic information and often struggle to describe
the influence of solution chemistry beyond saturation state. More recently, ion-by-ion models
have been developed which describe carbonate growth kinetics in terms of the elementary
reactions of ion addition and removal from the growing crystal surface (Nielsen et al., 2012,
2013; Wolthers et al., 2012). However, we are only beginning to build a comprehensive
understanding of mineral growth in simple electrolyte solutions and at relatively low aqueous
supersaturations, let alone the complex solutions encountered in natural systems. This effort
has been complicated by the increasing recognition of non-classical growth mechanisms in
systems long thought to fall squarely in the domain of classical crystal growth, including
calcium carbonates (Gebauer et al., 2008; Rodriguez-Navarro et al., 2015; Zhu et al., 2016).

In Chapter 2, we demonstrated that calcium isotope fractionation during calcite precip-
itation can be understood and mechanistically modeled in terms of the fluxes of monomer
Ca2+ ions onto and off of kink sites on the growing crystal surface (DePaolo, 2011; Nielsen
et al., 2012). During surface reaction controlled, classical crystal growth, �44/40Ca is dic-
tated by the amount of Ca2+ exchange at kink sites on the growing crystal surface. Calcium
isotope discrimination thus provides a window into calcium surface dynamics during growth
and represents a potential new tool for interrogating the complicated suite of processes oc-
curring at the fluid-mineral interface. Here, we put this tool to work to help elucidate calcite
growth dynamics in more complex solutions, investigating calcite growth in the presence of
manganese and magnesium as representative case studies of impurity ion interaction with
the growing mineral lattice.

3.1.1 Understanding how impurities impact calcite growth: Mn vs.

Mg as a case study

The presence of non-stoichiometric ions or molecules in solution can influence crystal growth
through a number of different mechanisms (De Yoreo and Vekilov, 2003):

• In step pinning, largely irreversible impurity adsorption to a step edge ’pins’ the step,
meaning that step advancement can only continue by growing around the impurity
(Cabrera and Vermilyea, 1958). For a given impurity concentration, this predicts
a thermodynamic ’dead zone’, or supersaturation below which growth ceases. This
occurs when the step curvature must exceed a critical radius in order to pass between
the impurities, and the step becomes undersaturated due to the curvature dependence
of the Gibbs-Thomson equation.

• In kink blocking, adsorption of impurity ions at kink sites alters the rate of kink prop-
agation, for example temporarily blocking the propagation of a kink due to slow des-
olvation kinetics.

• Foreign ion incorporation can also alter growth rates by modifying the stability of the
mineral lattice and thus effective supersaturation.

Considering how the presence of foreign ions or molecules in solution can influence calcite
growth, impurities can thus be categorized first on the basis of whether they are incorporating
(capable of partitioning into the lattice) or not. Large organic molecules such as peptides
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or proteins cannot be incorporated into the lattice, except as inclusions, and their impact
on growth is thus a fully surface-controlled phenomenon. Incorporating ions, on the other
hand, are capable of replacing a stoichiometric growth unit in the lattice, and the influence
of this partitioning on lattice stability must be accounted for.

Incorporating impurities can be further differentiated based on two parameters: 1) com-
patibility and 2) preferential partitioning into the acute or obtuse calcite step (Figure 3.1).
Compatible elements are concentrated in the calcite lattice, with partition coefficients1

greater than 1 while incompatible elements are depleted in the calcite lattice relative to the
fluid, leading to KD < 1. Similarly, the (101̄4) calcite surface displays two non-equivalent
step structures, termed acute and obtuse based on the angle formed with the terrace below
(Figure 3.1A). In addition to the differences in step advancement kinetics discussed in Chap-
ter 2 (Section 2.4.2.1), a number of trace elements have been shown to preferentially interact
with and incorporate into either the acute or obtuse calcite step (Paquette and Reeder, 1995;
Reeder, 1996; Temmam et al., 2000; Wasylenki et al., 2005b). This preferential partitioning,
termed intrasectoral zoning by Paquette and Reeder (1990), can often be predicted based on
the relative size of the substituting ion. Cations larger than Ca2+ (e.g. Sr2+, Ba2+, Paquette
and Reeder (1995); Reeder (1996)) and anions larger than CO3

2- (SO4
2- and SeO4

2-, Staudt
et al. (1994)) tend to partition preferentially into the more geometrically ’open’ obtuse step
while cations smaller than Ca2+ (e.g. Mg2+ and Mn2+, Paquette and Reeder (1995); Wa-
sylenki et al. (2005b)) tend to partition preferentially into the more sterically confined acute
step. A notable exception to this trend is Zn2+, which partitions preferentially into the
obtuse calcite step despite being considerably smaller than Ca2+, possibly due to its elec-
tronic configuration (Reeder, 1996; Temmam et al., 2000). While the original experiments
by Reeder and colleagues were free-drift experiments performed in unstirred solutions where
growth was potentially diffusion-limited, the later in-situ AFM study of Wasylenki et al.
(2005b) confirmed that Mg2+ is preferentially incorporated into acute calcite steps during
surface-reaction controlled growth.

Manganese and magnesium thus represent an interesting case-study of impurity inter-
action with the growing calcite surface. They are quite similar in many ways: both are
cations smaller and more strongly hydrated than Ca2+ that partition preferentially into the
acute step. The effective ionic radius of 6-coordinate Ca2+ is 1.0Å while those of Mg2+ and
Mn2+ are 0.72Å and 0.83Å (high-spin state), respectively (Shannon, 1976). Water exchange
frequencies among the three divalent cations are consistent with their differences in ionic
potential: Helm and Merbach (1999) place the kwex of Mg2+ at 6.7e5s-1 and Mn2+ at 2e7s-1

while the water exchange frequency of Ca2+ is greater than 2e8s-1. But Mg2+ and Mn2+

exhibit radically different compatibility with the calcite lattice. Mn2+ is highly compatible,
with strongly rate-dependent partitioning; reported partition coefficients range from <5 to
upwards of 30 (Pingitore et al., 1988; Dromgoole and Walter, 1990b,a; Lorens, 1981). In
contrast, Mg2+ is highly incompatible, with partition coefficients in the range of ~0.01-0.035
(Mucci and Morse, 1983; Mucci, 1987; Mavromatis et al., 2013; Gabitov et al., 2014).

As the major inhibitor cation in seawater, Mg2+ inhibition of calcite growth and con-
comitant partitioning behavior has been well-studied, both in seawater and simple elec-

1KD = (X/C)calcite/({X}/{C})fluid where X is the impurity and C is the calcite growth unit it replaces in the
lattice, Ca2+ for cations and CO3

2- for anions
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trolyte solutions (Berner, 1975; Mucci and Morse, 1983; Mucci, 1987; Davis et al., 2000a;
Wasylenki et al., 2005b; Stephenson et al., 2011; Mavromatis et al., 2013; Gabitov et al.,
2014). However, the mechanism by which Mg2+ acts to inhibit calcite growth remains con-
tested. Berner (1975) first argued that calcite growth inhibition by Mg2+ was driven by a
largely solid solution thermodynamic effect, where Mg2+ incorporation yielded magnesian
calcites considerably more soluble than pure calcite. Subsequent interpretations of bulk
growth data invoked the stronger hydration of Mg2+ relative to Ca2+ to argue for a kink-
blocking mechanism driven by Mg2+ adsorption followed by slow dehydration (Reddy and
Wang, 1980; Mucci and Morse, 1983). Observations of near-linear declines in step veloc-
ity with increasing solution Mg2+ from in-situ AFM experiments were then interpreted as
indicative of solid solution thermodynamic inhibition (Davis et al., 2000a). A later in-situ
AFM study by Astilleros et al. (2010), run at higher solution Mg/Ca, argued against this
interpretation on the basis of existing calcite-magnesite solid solution thermodynamic data.
Recent interpretations based on microkinetic models of calcite growth similarly argue for
dominantly kink-blocking inhibition (Nielsen et al., 2013; Dobberschütz et al., 2018).

The interaction between Mn2+ and carbonate minerals is also of considerable geochemi-
cal interest; the Mn content of carbonates is often used to infer the redox conditions of the
depositional environment (Barnaby and Rimstidt, 1989) and thus as a marker of diagenetic
alteration (Brand and Veizer, 1980). While a number of studies have examined Mn2+ par-
titioning into calcite (Pingitore et al., 1988; Dromgoole and Walter, 1990b,a; Lorens, 1981;
Mucci, 1988), fewer well-controlled kinetic studies have been performed. By far the most
extensive dataset was collected by Dromgoole and Walter (1990a; 1990b), who investigated
Mn2+ inhibition of calcite growth and associated partitioning behavior as a function of tem-
perature, PCO2 , and {Mn2+}/{Ca2+} in CaCl2 solutions. They found that Mn2+ strongly
inhibits calcite growth and that trends in the extent of inhibition with {Mn2+}/{Ca2+} were
roughly consistent with a Langmuir adsorption model (Dromgoole and Walter, 1990a). No-
tably, Mucci (1988) reported that in seawater solutions, the addition of Mn2+ actually in-
creased calcite growth rates, potentially due to competitive adsorption with Mg2+ or MgSO4

complexes (Nielsen et al., 2016). While these observations could point towards a dominantly
kink blocking inhibition mechanism, the extent to which changes in lattice solubility with
considerable Mn2+ incorporation influence growth kinetics remains largely unconstrained.
Predicting partitioning behavior based on mechanistic principles, particularly for highly com-
patible elements, also remains a key challenge. Previous studies have documented a strong
kinetic control on Mn2+ partitioning into calcite (Dromgoole and Walter, 1990b; Lorens,
1981), the implications of which will be explored here.

3.1.2 Investigation goals

In Chapter 2, we introduced the concept that calcium isotope fractionation could differ-
entiate between these different mechanisms of growth inhibition (Section 2.4.6). In brief,
destabilization of the mineral lattice due to impurity incorporation should increase the flux
of Ca off the surface at a given {Ca2+} and {CO3

2-} and thus decrease the magnitude of
�44/40Ca. In contrast, �44/40Ca is predicted to be invariant with impurity concentration
for dominantly kink blocking inhibition, as inhibitor adsorption to kink sites and resultant
modification of kink propagation kinetics will not change the relative rate of Ca attachment
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Figure 3.1 – Diagram demonstrating how the presence of impurities can influence calcite
growth. A) The (101̄4) calcite face displays two non-equivalent step structures, termed acute
and obtuse based on the angle formed with the terrace below. B) Impurities can be categorized
first on the basis of whether they are incorporating (capable of partitioning into the lattice) or
not; incorporating impurities can be further differentiated on the basis of two parameters: 1)
compatibility and 2) preferential partitioning into the acute or obtuse calcite step.
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to vs. removal from the surface.
Here, we attempt to operationalize the use of stable isotope isotopes as molecular probes

of crystal growth, employing calcium isotope fractionation to help elucidate the mechanism
by which two divalent cations with starkly contrasting compatibility, magnesium and man-
ganese, interact with the growing calcite surface and inhibit growth. We present results
from a series of constant-composition inorganic calcite growth experiments where all aspects
of solution chemistry are held constant while {Me2+}/{Ca2+} is varied. Observed trends in
rate inhibition, trace element partitioning, and isotope fractionation are interpreted using an
ion-by-ion kinetic framework to develop a molecular-level understanding of Mn2+ and Mg2+

inhibition of calcite growth.

3.2 Methods
A series of constant composition calcite growth experiments was undertaken to investigate
the interplay between Mn and Mg inhibition of calcite growth, partitioning into the lattice,
and Ca isotope fractionation. Independent seeded Mn-calcite and Mg-calcite growth experi-
ments were run under different fluid metal to calcium (Me/Ca) ratios ({Mn2+}/{Ca2+} 0.002
– 0.124; {Mg2+}/{Ca2+} = 0.01 – 2.6) using a chemostat reactor. A thorough description of
the chemostat setup and protocol used is provided in Chapter 2; a summary which high-
lights challenges unique to performing constant composition experiments in the presence of
impurity ions is provided here.

3.2.1 Constant composition growth experiments

3.2.1.1 Experimental Setup

Constant composition calcite growth experiments with varied Me/Ca ratios were performed
using the chemostat reactor shown in Figure 3.2. An automated titration system controlled
by solution pH measurement is used to maintain constant solution conditions in the growth
chamber. As calcite precipitates over the course of an experiment, the decrease in solution
pH triggers the addition of equimolar (Me,Ca)Cl2 and K2CO3 titrant solutions (0.25M) to
return the pH to the set point (8.0), thus replacing the growth units removed from solution
through precipitation. The ratio of Mn/Ca or Mg/Ca in the 0.25M cation titrant solution is
dictated by the Me/Ca distribution coefficient and can make running constant composition
experiments with highly compatible elements quite challenging as discussed below.

3.2.1.2 Materials and solution preparation

Two suites of seeded, constant-composition calcite growth experiments were performed (Ta-
ble 3.1) in which all aspects of solution chemistry were held constant except for the concen-
tration of Mn or Mg in the growth solution. All experiments were run at a fixed solution
pH (8.0 +/- 0.05), ionic strength (0.1M, adjusted with KCl), temperature (25 ± 0.5°C), and
calcite saturation (SI = 0.8), where
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Figure 3.2 – Schematic of chemostat reactor. The pyrex growth chamber (2L volume) is
contained within a fixed-temperature water bath (maintained at 25°C by a heater and chiller).
Constant solution conditions are maintained by auto-titration of K2CO3 and (Me,Ca)Cl2 to
replace growth units removed from the solution by precipitation (titration triggered by pH
measurement).
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Solution speciation and calcite saturation were determined using PhreeqC (Parkhurst and
Apello, 2013), with the llnl.dat thermodynamic database and calcite equilibrium constant
Ksp = 10-8.48 (Plummer and Busenberg, 1982). Supersaturations are reported as calculated
by PhreeqC based on the analytic expressions for the temperature dependence of calcite sol-
ubility. Measured values for Mn-(bi)carbonate ion pair stability constants as well as the Ksp

for rhodochrosite span 2 orders of magnitude and this measurement spread is reflected in the
geochemical thermodynamic databases (Figure B1). The choice of thermodynamic database
thus has a non-negligible impact on calculated Mn speciation for the experimental solutions
considered here. The llnl.dat database was used for speciation calculations throughout this
study as it assumes a ’middle ground’ rhodochrosite solubility (Ksp = 10-10.5 (Morgan, 1967;
Robie et al., 1984; Johnson, 1982)) representative of the center of the normal distribution of
reported values (Figure B1A) as well as ion pair stability constants consistent with existing
measurements (Figure B1B,C).

The experiments were seeded using either 0.5g or 1g of Baker-analyzed calcite as seed
material. A larger amount of seed was used in the higher Mn or Mg, slower-growing experi-
ments to minimize the influence of pH drift and heterogeneous nucleation on the pH probe,
which can become problematic in longer experiments (>1 day). Growth and titrant solu-
tions were prepared by dissolving ACS reagent grade chemicals (Sigma-Aldrich) in ultrapure
water (18.2M⌦, Milli-Q). All Ca solutions were prepared using the same 2M CaCl2•2H2O
stock solution. A 1 or 0.1M MgCl2•6H2O stock solution was used to prepare Mg solutions; a
new 1M MgCl2•6H2O solution was prepared before experiment Mg7 (Table 3.1). To prevent
Mn2+ oxidation, all solutions were prepared with N2-sparged water and fresh MnCl2•4H2O
stock solutions were prepared just before every experiment. A solution pH of 8.0 was also
chosen as a trade-off between slower Mn oxidation kinetics at low pH (Hem, 1963; Morgan,
2005) and maintaining a relatively low Ca2+:CO3

2- activity ratio (Ca2+:CO3
2- = 100; pre-

vious studies of Mn calcite growth inhibition used notably high Ca2+:CO3
2- (Lorens, 1981;

Mucci, 1988; Dromgoole and Walter, 1990b,a)).
Titrant solutions (0.25M (Me,Ca)Cl2, 0.25M K2CO3) were prepared at the start of each

experiment and stored in gas-tight Tedlar bags (Sigma-Aldrich). The appropriate Me/Ca for
the cation titrant solution is dictated by the trace constituent’s distribution coefficient; in
order to maintain constant solution conditions, the titrant Me/Ca should match the Me/Ca
of the solid phase being precipitated. For highly incompatible elements such as Mg, a rough
estimate of the partition coefficient (here, KMg ~ 0.02 was assumed) is adequate. So little
Mg is removed from solution relative to the size of the growth solution Mg reservoir that
even substantial deviations from the assumed Kd will not materially change solution Mg
concentrations. For highly compatible elements such as Mn, it is much more difficult to
maintain constant solution conditions. Slight offsets between the titrant concentration and
solid Mn/Ca dictated by the distribution coefficient can lead to large changes in the growth
solution Mn concentration given the small size of the growth solution Mn reservoir relative to
that in the titrant. As discussed below, this is advantageous in that changes in growth solu-
tion [Mn] can be used to constrain the Mn partition coefficient. However, it also presents an
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Figure 3.3 – Example of Mn2+ concentrations coming to a quasi-steady state over the course of
an experiment (Exp Mn6, Table 3.1), potentially driven by a negative feedback between growth
rate and Mn partitioning.

experimental challenge: one must either know the partition coefficient for a given set of so-
lution conditions a-priori or dial-in the Kd through trial and error in successive experiments.
Happily, initial testing revealed that as long as the titrant concentration was relatively close
to that dictated by the Kd, solution Mn concentrations evolved to a steady-state over the
course of an experiment (Figure 3.3). Most practically, this allowed us to run near-constant
Mn concentration experiments with minimal trial-and error. In the steady-state region, the
titrant Mn/Ca matches that being removed from solution, thus revealing the Kd for the
steady-state solution {Mn2+}/{Ca2+}. A single replicate experiment with initial conditions
adjusted to match the steady-state {Mn2+}/{Ca2+} thus generally yielded solution Mn con-
centrations that varied <10% over the course of the experiment. More fundamentally, this
self-stabilizing behavior observed in growth solution [Mn] is the first indication of a strong
negative feedback between calcite growth rate and Mn partitioning (Section 3.3.4, Figure
3.3). If the titrant concentration over-predicts the partition coefficient, solution Mn concen-
trations will rise, thus decreasing growth rates. The fact that Mn concentrations stabilize
instead of continuing to increase points towards a negative feedback between rate and Kd:
the declining rates increase the partition coefficient until the Mn being removed through
precipitation matches that being added via titration.

3.2.1.3 Experimental run

Each experiment was started by combining 0.9L cation ((Me,Ca)Cl2) and anion (KHCO3 +
KCl) solutions in the growth chamber and purging the headspace with N2 before attaching
the chamber lid (sealed with an o-ring). The solution pH was adjusted to 8.0 with 0.1M
KOH, the automated titration program was started, and calcite seed was then added through
a port in the chamber lid to initiate precipitation. Solution conditions were monitored
throughout the course an experiment by taking 5-20mL fluid aliquots through the sample
port at regular intervals. Samples were passed through 0.2µm syringe filters to remove
any calcite; aliquots for cation concentration analysis were immediately acidified by 15N
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HNO3 while aliquots for alkalinity analysis were stored (unacidified) in 15mL falcon tubes
with minimal headspace until analysis. Alkalinity was measured within 1 hour of sampling.
This measurement provided an external check on solution pH, which can drift slightly due to
calcite precipitation on the pH probe. At the end of an experiment, the solution was vacuum
filtered through a 0.45 µm nylon membrane filter to collect the precipitated material, which
was rinsed 3x with Milli-Q H2O before being dried at room temperature in a fume hood.
Experimental duration was dictated by the titration volume (equivalently moles (Me,Ca)CO3

precipitated) to achieve ~1 turnover of the Ca reservoir (Section 3.2.5). Importantly, for the
Mn suite of experiments, this meant longer experiments and higher total titration volumes for
high {Mn2+} experiments, as the (Me,Ca)Cl2 titrant contained significantly less Ca (Table
3.1).

3.2.2 Analytical techniques

Changes in growth solution Ca, Mn, and Mg concentration over the course of an experiment
and in resultant solids were measured by ICP-OES (Perkin Elmer 5300 DV, uncertainty
~5% based on repeat analysis of standards). Precise elemental Ca concentrations for initial
and end fluids samples were obtained from isotope-dilution measurements (uncertainty ~1%)
during Ca isotope analysis. Alkalinity was measured by Gran-titration with calibrated 0.01M
H2SO4. The surface area of the calcite seed material was measured as the N2 BET surface
area at 77K (3Flex, Micromeritics). The morphology of the solids precipitated was examined
using scanning electron microscopy (SEM, Zeiss EVO-10 Variable Vacuum). The mineral-
ogy of the (Me,Ca)CO3 precipitates was analyzed using powder X-Ray diffraction. The
(Mg,Ca)CO3 samples were analyzed on a PANalytical X-Pert Pro diffractometer equipped
with a Co x-ray source; data was collected between 20° and 70° 2✓. The (Mn,Ca)CO3 sam-
ples were analyzed on a Rigaku SmartLab diffractometer equipped with a Cu x-ray source;
data was collected between 15° and 65° 2✓. Peak fitting and identification was performed
with X’Pert HighScore Plus for the (Mg,Ca)CO3 samples and QualX for the (Mn,Ca)CO3

samples. GSAS-II was used for Reitveld refinement.
Calcium isotope ratios and elemental Ca concentrations were measured with a Finnigan

TRITON thermal ionization mass spectrometer (TIMS) using the double spike method (42Ca
+ 48Ca). Aliquots of fluid samples (or CaCO3 solid samples dissolved in 1M acetic acid)
containing 30µg of Ca were spiked with 10µL of double spike per µg Ca added. Calcium
separation was performed via column chemistry using Ca-specific DGA resin (Eichrom). The
columns were loaded with approximately 300uL resin, and rinsed with 2mL double deionized
(DDI) H2O and 1mL 3M HNO3. The spiked sample was loaded on the column in 3M HNO3

and rinsed with 200, 400, and 800uL 3M HNO3. Ca was then eluted from the column with
1.5mL DDI H2O (400, 400, 700µL step wise addition). The eluted Ca was dried down and
re-suspended in a few drops of concentrated HNO3 and 40% hydrogen peroxide and left
overnight. The samples were dried down once more and resuspended in 10µL, 3M nitric
acid. The purified Ca sample was then loaded on zone-refined Re double filaments (3µg
Ca loaded with 40% phosphoric acid) and its Ca isotopic composition was analyzed on the
TIMS. All Ca isotope ratios are expressed in standard delta notation relative to bulk silicate
earth (BSE - 44Ca/40Ca = 0.0212035) as:
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The NIST SRM 915a reference material was measured 3x per turret and used to determine
external errors on �44/40Ca measurements. SRM 915a measurements averaged to -0.94‰
with an external 2� reproducibility of ±0.15‰ (n = 12).

3.2.3 Growth rate determination

The calcite growth rate in mol/s was determined from the experimental titration rate:

R(mol/s) = C ⇤ dV

dt
(3.2.3)

where C is the titrant concentration (0.25M) and dV
dt is the slope of the titrant volume

versus time curve (Figure 2.2B). To obtain surface-normal growth rates (mol/m2/s), this
rate must be normalized by an estimate of the reactive surface area (m2). Here, we used
the BET surface area of the seed crystal (specific surface area, SSA = 0.21 ± 0.01 m2/g)
to calculate the reactive surface area (m2 = SAA*grams calcite). The raw growth rate
(mol/s) was calculated for the 5-10mL titration interval for each experiment, constraining
the growth rate calculation to the early stages of the experiment where reactive surface area
is best defined (majority of surface area is provided by the seed crystal) but avoiding the first
few mL titrated where Mn concentrations had not yet reached steady-state (Section 3.2.1.2,
Figure 3.3). The grams of material precipitated over the 0-7.5mL titration interval were ac-
counted for in the calculation of reactive surface area. The inter-experiment reproducibility,
quantified as the average difference between near-replicates in the Mn suite of experiments,
was 6.7%. Propagating this inter-experiment reproducibility with the 5% uncertainty on the
BET surface area measurement yields an overall error of 8.4%. The impact of titration inter-
val used to calculate the growth rate was also considered; calculating the growth rate based
on different titration intervals within a single experiment (e.g. 5-10mL vs. 10-15mL) yielded
an average relative difference of 3% for the Mn experiments and 6% for the Mg experiments.
Error on the surface-normal growth rates measured was thus taken to be the larger of the
8.4% inter-experiment error and observed intra-experiment variability.

3.2.4 Partition coefficient calculation

Partition coefficients for manganese (KMn) and magnesium (KMg) were calculated as:

KMe =
(Me/Ca)calcite

({Me2+}/{Ca2+})fluid
(3.2.4)

where (Me/Ca)calcite is the molar ratio of Me to Ca in the overgrowth and ({Me2+}/{Ca2+})fluid
is the steady-state growth solution Me2+ to Ca2+ activity ratio. For comparison to literature
datasets where sufficient data to calculate solution activities was not provided, KMe,conc is
also presented using the fluid Me/Ca concentration ratio in the denominator.
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The total Mn or Mg concentration in the experimental solids was determined by dissolving
a weighed aliquot of the dried solid with 2% HNO3 and measuring Mn, Mg, and Ca elemental
concentrations via ICP-OES by the same method used for the experimental solutions (Section
3.2.2). The Me content of the bulk solid (seed + overgrowth) is almost exclusively derived
from the overgrowth. The Baker-analyzed seed material used contained <0.01% Mn and
Mg; the Mn content of bulk solids from the Mg experiments was never above instrument
background and vice versa. The overgrowth composition was thus calculated as:

✓
Me

Ca

◆

overgrowth

=

⇣
molMe,bulk

g,bulk

⌘
(g, bulk)

⇣
molCa,bulk

g,bulk

⌘
(g, bulk)�mol Ca, seed

(3.2.5)

where the moles Mn or Mg per gram of bulk solid
⇣

molMe,bulk
g,bulk

⌘
was derived directly from

the ICP concentration measurement:
✓
molMe, bulk

g, bulk

◆
=

[Me] ⇤ sample volume

g sample
(3.2.6)

and the total grams of bulk solid (g, bulk) is the mass of seed material + the mass of
overgrowth precipitated (g, overgrowth), calculated as:

g, overgrowth = MWovergrowth ⇤ [MeCl2, titrant +MeCl2, titrant] ⇤ volume titrated (3.2.7)

For the Mg experiments, so little Mg is incorporated into the lattice that the solid solution
molecular weight is approximately equal to that of calcite (MWovergrowth ⇠ MWcalcite =
100.08g/mol), while for the Mn experiments, MWovergrowth is estimated using the titrant
Mn composition to generate an approximate mole fraction Mn (MWovergrowth ⇠ (XMn ⇤
MWrhodochrosite)+((1 � XMn) ⇤ MWcalcite)). The Mn overgrowth composition calculated in
this manner is highly consistent with the changes in lattice parameters observed via powder
XRD (Section 3.3.2.1, Figure 3.10). In all experiments, the overgrowth represented 40-60%
of the bulk solid by weight.

For the Mn experiments, the partition coefficient can also be calculated directly from the
evolution of growth solution Mn. As described in Section 3.2.1.2, fluid Mn concentrations
were observed to approach a steady-state over the course of the experiment (Figure 3.3).
In this steady-state region, a roughly equal number of moles of Mn are being added to and
removed from solution, meaning that the titrant Mn/Ca matches the composition of the
overgrowth. The partition coefficient can thus be calculated from the titrant Mn/Ca and
the steady-state fluid activity ratio:

KMn,fluid =
(Mn/Ca)titrant

({Mn2+}/{Ca2+})fluid
(3.2.8)

This fluid partition coefficient calculation homes in on the steady-state interval where
{Mn2+}/{Ca2+} is well-constrained ([Mn] varies up by 10% transiently before steady-state is
achieved). Partition coefficients calculated from the solid and fluid data are compared in
Figure 3.4. In all cases, KMn calculated using the two methods is within 5%, except for

51



0

2

4

6

8

10

12

14

16

18

20

0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14

K M
n

Fluid Mn2+:Ca2+ Ac�vity Ra�o

Fluid

Solid

Figure 3.4 – Comparison of calculated Mn partition coefficient using the measured solid over-
growth composition (orange circles) and titrant composition (blue circles). In all cases, the
resultant KMn calculated using the two methods is within 5%, except for the highest Mn ex-
periment (Mn 13) where the partition coefficient calculated from the solid composition is 8.5%
higher than that calculated from the fluids.

the highest Mn experiment (Mn 13) where the partition coefficient calculated from the solid
composition is 8.5% higher than that calculated from the fluids (Table 3.2). In subsequent
figures, we plot the average of the solid and fluid KMn.

3.2.5 Calculation of calcium isotope fractionation

The calcium isotope fractionation factor between the solid and aqueous solution (eq 3.2.9)
was calculated using a Ca isotope box model as described in Mills et al. (2021) (Chap-
ter 2), using the evolution of �44Cafluid over the course of an experiment to constrain
�44/40Cacalcite�fluid.

�44/40Cacalcite�fluid = �44Cacalcite � �44Cafluid ⇡ 1000ln↵p (3.2.9)
Briefly, for a non-steady state mass, the change in Ca over time is:

dCafluid
dt

= Fin � Fout (3.2.10)

where Fin is the flux of Ca into the growth solution (i.e. titration rate - mol/s) and Fout

is the flux of Ca out of solution via precipitation. The change in �44Cafluid over time can
similarly be modeled by tracking 40Ca and 44Ca separately:

d44Cafluid(t)

dt
=

Rin

Rin + 1
Fin(t)�

Rcalcite(t)

Rcalcite(t) + 1
Fout(t) (3.2.11)

d40Cafluid(t)

dt
=

1

Rin + 1
Fin(t)�

1

Rcalcite(t) + 1
Fout(t) (3.2.12)
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Rfluid(t) =
44Cafluid(t)
40Cafluid(t)

(3.2.13)

Rcalcite(t) = ↵pRfluid(t) (3.2.14)

where Rin, Rfluid(t), and Rcalcite(t) are the 44/40 ratio of the CaCl2 titrant solution (con-
stant), growth solution, and precipitated calcite at a given point of time, respectively. Equa-
tions 3.2.10-3.2.14 were solved numerically by finite difference in Matlab. This allowed any
changes in the size of the Ca reservoir due to titrant offset or CO2 degassing to be taken into
account. �44/40Cacalcite�fluid was calculated as the average of the range of ↵p that yielded
measured �44Cafluid,final within 2� error. The error of calculated �44/40Cacalcite�fluid was
taken to be the larger of 2� error calculated through formal error propagation of a steady-
state box model:

�44/40Cacalcite�fluid =
�44/40Cafluid,initial � �44/40Cafluid,final

1� e�(molesCa titrated/molesCa growth solution)
(3.2.15)

and the entire potential range of fractionations yielding measured final �44Cafluid.

3.2.6 Ion-by-ion modeling of calcite growth and trace element +

isotope partitioning

We employ the ion-by-ion growth model of Nielsen et al. (2013) to apply a mechanistic
lens to the observed inhibition and trace constituent + isotope partitioning behavior. The
Nielsen et al. (2013) builds upon the Nielsen et al. (2012) model described in Chapter 2
(Section 2.2.5, Table A1) by allowing for the presence of impurity ions. This requires a new
type of growth unit and kink site (M – impurity) and the kink propagation rate and kink
site probabilities must be amended accordingly. How those parameters must be amended
depends on the type of impurity. The simplest case is that of non-incorporating impurities
– molecules that will bind to kink sites but have no chance of being incorporated into
the lattice. In this case, subsequent growth units cannot be attached to the impurity, so
eventually the impurity will reach a steady-state concentration on the surface – meaning
the kink propagation rate for the impurity is zero. Using that fact, one can calculate kink
site probabilities that are complicated but dependent only on attachment/ detachment rate
coefficients and ion activities in solution (Nielsen et al., 2013).

The case for incorporating impurities like Mn2+ and Mg2+ is further complicated by
the need to account for the lattice strain induced by incorporating a non-calcium or non-
carbonate ion into the calcite lattice. Nielsen et al. (2013) implement this lattice strain effect
by parameterizing kink detachment frequencies in terms of bulk equilibrium solid solution
thermodynamics. This works from the premise that in the limit of infinitely slow growth, the
kinetic model must be consistent with equilibrium solid solution thermodynamics and thus
ion detachment frequencies must be related to the free energy of mixing. In practice, if the
solid solution thermodynamics of the CaCO3-MeCO3 system are known, one can calculate
the end member equilibrium ion activity products as:
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[A]eq[B]eq = (1� x)KAB�AB (3.2.16)

[M ]eq[B]eq = (x)KMB�MB (3.2.17)

where x is the mole fraction of MeCO3; KAB and KMB are the calcite and MeCO3 solubil-
ity products, respectively; and �’s are the solid-phase activity coefficients. Kink detachment
frequencies can then be cast in terms of these equilibrium ion activity products:

⌫A⌫B =
[A]eq[B]eqkAkB

1� x
(3.2.18)

⌫M⌫B�M =
[M ]eq[B]eqkMkB�M

x
(3.2.19)

3.2.6.1 Solid solution thermodynamic data

Implementing this lattice strain dependence for Mn2+ and Mg2+ thus requires a parameteri-
zation of calcite-rhodochrosite and calcite-magnesite solid solution thermodynamics, specifi-
cally a description of how solid-phase activity coefficients vary as a function of mole fraction
MeCO3. For Mg, we follow Lammers and Mitnick (2019), describing the Mg-Ca solid solution
using a sub-regular model for binary solutions, with solid end-member activity coefficients
given by:

RTln(�AB) = x2 [W12 + 2(W21 �W12)(1� x)] (3.2.20)

RTln(�MB) = (1� x)2 [W21 + 2x(W12 �W21)] (3.2.21)

where W12 and W21 are empirical interaction parameters. W21 is taken to be 8kJ/mol
based on the temperature dependence reported by Lammers and Mitnick (2019). A value
of 40kJ/mol for the W12 parameter was proposed in that study, based on calibration of the
Nielsen et al. (2013) ion-by-ion model to fit data for Mg partitioning from seawater solutions
(fluid [Mg]/[Ca] = 1-10 (Mucci and Morse, 1983)). Notably, the value of W12 dictates the
sign of the KMg-{Mg2+}/{Ca2+} relationship. Low values of W12 yield an increase in KMg with
fluid {Mg2+}/{Ca2+} while values of W12 greater than ~17kJ/mol cause the slope of the KMg-
{Mg2+}/{Ca2+} relationship to reverse (Lammers and Mitnick, 2019). We further explore the
implications of the W12 parameter selection in Section 3.4.4.2.

A range of somewhat contradictory data exists on the solid solution thermodynamics of
the calcite-rhodochrosite system (McBeath et al., 1998). Here we use the low-temperature
calorimetric data of Katsikopoulos et al. (2009) as our baseline description of the excess free
energy of mixing (�Gex). This data is consistent with both the earlier high-temperature
calorimetric experiments of Capobianco and Navrotsky (1987) and recent computational
studies (Wang et al., 2011; Son et al., 2019). Guggenheim parameters fit to the experimental
�Gex are used to calculate solid phase activity coefficients (Prieto, 2009):

�Gex(x) = x(1� x)RT
⇥
a0 + a1 (2x� 1) + a2 (2x� 1)2

⇤
(3.2.22)
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ln(�AB) = x2 [a0 � a1(3 ⇤ (1� x)� x) + a2 (1� 2x) (5 ⇤ (1� x)� x)] (3.2.23)

ln(�MB) = (1� x)2 [a0 + a1(3x� (1� x)) + a2 (2x� 1) (5x� (1� x))] (3.2.24)

where x is the mole fraction MnCO3 and a0, a1, and a2 are dimensionless fitting param-
eters.

3.2.6.2 Potential influence of surface speciation

In Chapter 2, we demonstrated that the solution stoichiometry dependence of Ca isotope
fractionation is well-captured by an ion-by-ion framework that incorporates the influence of
surface speciation (Mills et al., 2021). The primary difference between the Nielsen et al.
(2012, 2013) models and that employed in Chapter 2 (Wolthers et al., 2012) is the addition
of the solution chemistry-sensitive � parameter, representative of the fraction of available
growth sites. This adds additional solution chemistry sensitivity to the kink-site probabil-
ities and kink nucleation dynamics, and yields different best-fit ion attachment coefficients
(Section 2.2.5, 2.4.2.2).

We work with the Nielsen et al. (2013) framework here, without attempting to incorpo-
rate the influence of surface speciation, under the assumption that surface speciation would
not substantially change our interpretations regarding inhibition mechanisms. Incorporating
surface speciation in the presence of impurity ions is complicated by the fact that the com-
position of the surface is not known a-priori, but is instead a function of solution chemistry,
and the surface complexation model would need to reflect this variation in solid solution
composition. We leave that for future work, ideally informed by spectroscopic constraints
on calcite-magnesite and calcite-rhodochrosite solid solution surface speciation as a function
of solution chemistry.

3.2.6.3 Complicating factor: influence of impurity ions on step density

The model extensions described above address how the presence of impurities influence the
step velocity (vst). As discussed in Chapter 2, in order to scale measured or modeled step
velocities to bulk growth rates, an additional solution chemistry dependent parameter is
required: the step density. For the simplest case of growth on single growth hillocks, the
bulk growth rate scales linearly with step density (1/y0):

Rnet(m/s) =

✓
h

y0

◆
vst (3.2.25)

Most models rely on a thermodynamic representation of y0, which is sensitive only to the
assumed step edge free energy and supersaturation ((Teng et al., 1998):

y0 =
16ha2�

kbT�
(3.2.26)
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where � is the step-edge free energy per unit step height (~1.4 J/m2(Teng et al., 2000)).
We previously explored the implications of a solution-stoichiometry sensitive y0 (Davis, 2008;
Bracco et al., 2013), but y0 has also been demonstrated to vary with inhibitor concentration
(Davis et al., 2000a; Wasylenki et al., 2005a), likely driven by changes in interfacial energy.
The same holds for growth via 2D nucleation, where the bulk growth rate scales non-linearly
with 2D nucleation frequency (which dictates the step density (van der Eerden, 1993)):

Rnet(m/s) = 1.137h
�
Iv2st

�1/3 (3.2.27)

where I is the nucleation frequency (m-2s-1). Unlike y0, the nucleation frequency of 2D
islands is not an easy parameter to measure and is seldom reported. Yet it likely changes
somewhat unpredictably with solution chemistry, as nucleation frequency is largely a function
of the fluid-mineral interfacial energy (van der Eerden, 1993).

The importance of considering the influence of inhibitors on both step velocities and
step density when interpreting bulk growth rate inhibition data is demonstrated in Figure
3.5. Figure 3.5A shows Sr2+ calcite growth inhibition data from Wasylenki et al. (2005a),
using both measured step velocities and y0 to calculate bulk growth rates; the step velocity
inhibition data is down in Figure 3.5B. While high step velocities are maintained past a
{Sr2+}/{Ca2+} of 0.5 for most supersaturations (with step velocities slightly higher than the
inhibitor-free solution in many cases as Sr2+ incorporation contributes to the net step prop-
agation rate (Nielsen et al., 2013)), the bulk growth rate is inhibited at low {Sr2+}/{Ca2+}
because y0 increases substantially with increasing {Sr2+}/{Ca2+}.

Interpreting and modeling the bulk growth data obtained here thus requires knowledge
of how y0 varies with inhibitor concentration. For Mg2+, Davis et al. (2000b) reported both
step velocity and y0 measurements over a range of {Mg2+}/{Ca2+} and supersaturation (Figure
3.5C). A similar increase in y0 with increasing {Mg2+}/{Ca2+} was observed by Stephenson
et al. (2008). Figure 3.5D demonstrates the influence of modeling y0 using the thermody-
namic representation (sensitive only to supersaturation - Eq. 3.2.26) vs. scaling y0 using the
slope of the y0-{Mg2+}/{Ca2+} relationship determined by Davis et al. (2000b). We use the
SI = 0.61 data from Davis et al. (2000b) as it is closest to the SI = 0.8 conditions used here,
but comparable results are obtained when considering the data from all supersaturations.
Using the observed y0-{Mg2+}/{Ca2+} relationship yields a difference in y0 and thus calculated
bulk growth rate (Eq. 3.2.25) of up to a factor 3 at high {Mg2+}/{Ca2+}. We thus explic-
itly explore the implications of assumptions regarding y0 when modeling Mg2+ inhibition of
calcite growth, employing the y0-{Mg2+}/{Ca2+} relationship of Davis et al. (2000b) as our
baseline assumption but including comparable model runs assuming an inhibitor-invariant
y0 (Section 3.4.4.2).

Comparable paired step velocity and y0 measurements do not exist for Mn2+ inhibition
of calcite growth. We thus must assume that the presence of Mn2+ influences y0 solely
through its influence on the solid solution supersaturation. This highlights the critical need
to report and interpret measurements of step width in in-situ AFM studies in order to
build predictive (ideally generalizable) models of y0 as a function of solution chemistry.
The lack of a comprehensive description of the sensitivity of step width to various solution
parameters seriously hinders our ability to scale measured step velocities to bulk growth
rates and compare data from in-situ AFM and bulk growth studies, let alone predictively
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A) B)

C) D)

Figure 3.5 – Importance of considering y0 sensitivity to inhibitor ions. Bulk growth rate (A)
and step velocity (B) data for Sr2+ inhibition of calcite growth from Wasylenki et al. (2005a).
C) Measured variation in y0 with {Mg2+}/{Ca2+} from Davis et al. (2000b). Dotted line is a
linear regression through the SI = 0.61 data. D) Comparison of modeled y0 for the solution
conditions of the Mg2+ experiments, assuming either the thermodynamic representation of y0
(blue) or scaling y0 using the slope of the Davis et al. (2000b) y0-{Mg2+}/{Ca2+} relationship.
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model mineral growth kinetics in natural solutions.
It should be emphasized that the rate dependence in Eq. 3.2.25 describes the growth

of single spiral growth hillocks. Step nucleation and growth on the calcite surface can also
occur on hillocks with more complicated morphologies as well as by 2D-nucleation (Teng
et al., 2000). There are thus significant open questions regarding the influence of growth
mechanism on bulk growth behavior and inhibition in complex solutions. This is discussed
briefly in Section 3.4.4.1, but elucidating the transition between spiral and 2D-nucleation
driven growth as well as the solution chemistry dependence of nucleation frequency is left as
a subject of future work.

3.2.6.4 Baseline model assumptions

Calcium and carbonate attachment/detachment coefficients fit to pH 8 data from Hong and
Teng (2014) were used throughout the models presented here. Using coefficients fit to other
step velocity datasets changes small details of the model fits (explored in Chapter 2) but
does not change interpretations of inhibition mechanism. We do not differentiate between
the acute and obtuse calcite steps here (Section 2.4.2.1) given our limited knowledge of
preferential trace element partitioning as a function of solution chemistry and lack of step
velocity data for calcite inhibition by Mn2+. But this certainly represents a frontier worth
pursuing in future investigations.

Following Nielsen et al. (2013), the Ca2+ and CO3
2- attachment coefficients (kCa, kCO3)

were scaled to match the magnitude of the inhibitor-free calcite growth rate measured here
while maintaining a step edge free energy of 1.4 J/m2(Teng et al., 2000). As discussed in
Section 2.4.3, a significantly lower step edge free energy was required to match the growth
rate magnitude observed in the Ca2+:CO3

2- study when using attachment/detachment co-
efficients fit to measured step velocity data. Scaling the step edge free energy and scaling
the attachment coefficients yield nearly identical results. Finally, as discussed extensively
in Chapter 2, the Nielsen et al. (2012, 2013) model formulation under-predicts Ca isotope
fractionations at intermediate Ca2+:CO3

2-, including the Ca2+:CO3
2-⇠100 solutions studied

here. Thus a slightly larger magnitude kinetic endmember fractionation is employed to bring
the inhibitor-free �44/40Ca in line with observations.

3.3 Results
Experimental solution conditions and results are summarized in Tables 3.1 and 3.2, respec-
tively.

3.3.1 Crystal morphology in the presence of Mn and Mg

The Mn2+ calcite growth experiments yielded (Mn,Ca)CO3 overgrowths with compositions
ranging from 0-64 mol % MnCO3 (Table 3.2). SEM images of these precipitates reveal
irregular rhomobedra and changes in surface texturing with increasing solution and solid
Mn/Ca (Figures 3.6, 3.7). The edges of the Mn-calcite rhombohedra begin to roughen in
experiment Mn8 (fluid {Mn2+} / {Ca2+} = 0.005, 3% MnCO3 - Figure 3.6 D, Figure 3.7B).
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At higher fluid {Mn2+} / {Ca2+}, two features emerge. First, jagged macro-steps appear,
leading to an almost jigsaw puzzle effect of rough-edged lobes on the crystal face (Figure
3.7C). Then, the surface becomes textured by smaller, rounded domains and occasional, sub-
µm elongate particles (Figure 3.7D-F). In interpreting these morphological differences, it is
also important to recognize that the higher {Mn2+} / {Ca2+} experiments were run for longer
and to higher total titration volumes in order to achieve roughly the same turnover of the
Ca reservoir for Ca isotope analysis. Thus more of the sample is composed of (Mn,Ca)CO3

overgrowth in the higher Mn-content samples, though between 45-63% of the sample is
overgrowth in all instances (Table 3.2).

In the sole in-situ AFM study of calcite growth in the presence of Mn2+, Astilleros et al.
(2002) observe similar changes in surface morphology with increasing solution Mn2+. In the
lowest Mn2+ concentration studied ({Mn2+} = 0.021, roughly comparable to experiment
Mn3 here, with {Mn2+} = 0.012 and 6% MnCO3), the initially straight calcite step edges
become rounded and distorted, developing lobes during growth. At higher Mn ({Mn2+} =
0.096), Astilleros et al. (2002) report a cessation of step advancement once the original calcite
surface was fully coated and a transition to 2D nucleation-driven growth. In an in-situ
scanning force microscopy study of calcite precipitation in the presence of PO4

3-, Dove and
Hochella (1993) observe a similar transition from straight to jagged, widely spaced steps in
10µM PO4

3-, accompanied by the formation of rounded surface nuclei. The surface texturing
observed here at fluid {Mn2+} / {Ca2+}>0.02 could thus be indicative of the formation of
globular surface nuclei which grow by a ’birth and spread’ mechanism but never fully coalesce
to form a smooth surface.

Comparable surface texturing is not observed in the Mg2+ inhibition experiments (Figure
3.8) where far less Mg2+ was incorporated into the calcite lattice; overgrowth composition
ranged from 0-7 mol % MgCO3 (Table 3.2). Instead, the dominant morphological change with
increasing fluid {Mg2+} / {Ca2+} is the development of crystal faces not expressed in clas-
sical rhombohedral calcite (Figure 3.8C-F). As commonly observed for calcite grown in the
presence of Mg2+, the (110) and (100) calcite faces are progressively increasingly expressed
over the (104) face with increasing fluid {Mg2+} / {Ca2+} (Jiménez-López et al., 2004; Zhang
and Dawe, 2000; Davis et al., 2004). Generally interpreted to represent selective interaction
of Mg2+ with certain crystal faces (Folk, 1974; Zhang and Dawe, 2000), Davis et al. (2004)
further interpreted the formation of such pseudo-facets in terms of preferential Mg incor-
poration into acute calcite steps (Paquette and Reeder, 1995; Wasylenki et al., 2005b) and
the accumulation of strain at the intersection of non-equivalent step types. In addition,
aragonite needles are observed in the highest Mg experiment (Mg7, {Mg2+} / {Ca2+}=2.6,
Figure 3.8F). A change in slope of the titration curve was observed after ~20 hours of growth
(20 of 28mL titrated), likely indicative of aragonite nucleation late in the experiment. The
implications of this aragonite formation for data interpretation are discussed in the following
section.
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A) 0.01 Mn B) 0.03 Mn

C) 0.06 Mn D) 0.19 Mn

E) 0.41 Mn F) 0.64 Mn

Figure 3.7 – High-magnification SEM images of growth features on precipitated (Mn,Ca)CO3.
Labeling denotes mole fraction MnCO3 in the overgrowth. A) Mn12, scale bar = 2µm; B) Mn8,
scale bar = 2µm; C) Mn3, scale bar = 2µm; D) Mn7, scale bar = 10µm; E) Mn5, scale bar =
2µm; F) Mn13, scale bar = 2µm.
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A) Calcite seed B) Mg/Ca = 0.012

C) Mg/Ca = 0.12 D) Mg/Ca = 0.6

E) Mg/Ca = 1.2 F) Mg/Ca = 2.6

Figure 3.8 – Post-growth SEM images of precipitated solids from Mg2+ calcite inhibition
experiments. Labeling denotes solution

�
Mg2+

 
/
�
Ca2+

 
. A) calcite seed material, scale bar

= 20µm; B) Mg4, scale bar = 20µm; C) Mg2, scale bar = 10µm; D) Mg5, scale bar = 10µm;
E) Mg3, scale bar = 20µm; F) Mg7, scale bar = 20µm.
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3.3.2 XRD: precipitation of (Mn,Ca)CO3 and (Mg,Ca)CO3 solid-

solution series

3.3.2.1 (Ca,Mn)CO3 series powder XRD results

Powder XRD results for the Mn2+ inhibition experiments are shown in Figure 3.9. The
calcite seed material produces pure-calcite peaks in all diffractograms. For overgrowths
containing >6% MnCO3, separated (Mn,Ca)CO3 peaks shifted to higher 2✓ are present,
reflecting the decrease in d-spacing with substitution of the smaller Mn2+ ion. The pro-
gressive shift in the rhombohedral carbonate 104 peak between calcite and rhodochrosite
endmembers is highlighted in Figure 3.9B and quantified in Figure 3.10B. As the Mn con-
tent of the overgrowth increases, the 2✓ of the 104 peak increases linearly but no separate
rhodochrosite phase is detected. Observed shifts in the overgrowth 104 and 110 d-spacing
(Figure 3.10A,B) were used to calculate the a and c hexagonal unit cell parameters for
the (Mn,Ca)CO3 solid solutions precipitated (Figure 3.10C,D). The changes in unit cell pa-
rameters with solid Mn content observed here are in excellent agreement with the lattice
parameter-Mn content relationships reported in previous calorimetric studies (Katsikopou-
los et al. 2009; Capobianco and Navrotsky 1987, Figure 3.10C,D). The linear decline in
unit cell length with increasing Mn content (Vegard’s law) and close agreement between
the solid composition derived from chemical analysis and changes in lattice parameters ob-
served in other studies where the Mn-calcites were synthesized through different methods
(including high-temperature recrystallization (Capobianco and Navrotsky, 1987)) suggest
that dominantly homogeneous calcite-rhodochrosite solid solutions were precipitated in this
study. Notably, the (Mn,Ca)CO3 overgrowth peaks do exhibit some level of peak broaden-
ing (Figure 3.9). The full width half max (FWHM) of the pure calcite 104 peak is ~0.14°
while comparable peaks for the well-separated (Mn,Ca)CO3 overgrowth solid solutions ex-
hibit FWHMs between 0.2-0.28°. This peak broadening could represent a degree of spatial
heterogeneity or ordering in the lattice, but may also arise due to lattice strain effects or
changes in crystallite size (Mittemeijer and Welzel, 2008). The high-Mn experiments were
run for a longer duration to achieve the same turnover of the Ca reservoir for Ca isotope
analysis (Section 3.2.5), likely resulting in more nucleation of small (Mn,Ca)CO3 particles.
The surface texturing observed in the higher Mn content samples (�19% MnCO3, Figure
3.7) could also represent small crystallite domains. Higher resolution spatial analysis (e.g.
HR-TEM) could help determine the cause and implications of the observed peak broadening.

3.3.2.2 (Ca,Mg)CO3 series powder XRD results

Powder XRD results for the Mg2+ inhibition experiments are shown in Figure 3.11. For
experiments Mg2-Mg5, the Mg content of the overgrowth was too low (mol % Mg  3.3) to
detect separated (Mg,Ca)CO3 peaks (3.11A). The magnesian-calcite overgrowth is visible in
the diffractogram for the highest Mg experiment (Mg7,

�
Mg2+

 
/
�
Ca2+

 
= 2.6) as separated

peaks shifted to higher 2✓, in addition a clear aragonite phase (3.11B,C). As discussed
in Section 3.3.1, a change in slope of the titration curve after ~20 hours of growth and
SEM evidence of aragonite needles formed on the exterior of clusters of Mg-calcite crystals
point towards aragonite nucleation later in the experiment. Both Reitveld refinement and
Reference Intensity Ratio (RIR) phase quantification indicate that approximately 19% of
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Figure 3.9 – Powder XRD results for Mn2+ calcite growth experiments (�=1.5418Å, Cu K↵).
A) Diffractograms of precipitated solids, normalized by the maximum intensity. B) Diffrac-
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the bulk solid is aragonite, equivalent to 38% of the overgrowth. We thus do not use bulk
chemical analysis as the primary constraint on the Mg content of the calcite overgrowth for
experiment Mg7. Instead, the composition is calculated from the d-spacing of the magnesian
calcite 104 and 110 peaks, employing the lattice parameter - Mg content relationships for
inorganic calcite developed by Bischoff et al. (1983):

a = 4.9906� 0.50x+ 0.56x2 (3.3.1)

c = 17.069� 2.27x+ 2.1x2 (3.3.2)

c/a = 3.420� 0.118x+ 0.05x2 (3.3.3)

where x is the mole fraction MgCO3. The average x derived from the a, c, and c/a
relationships yields a mole fraction MgCO3 of 0.076±0.003, thereby providing an estimate
of Mg partitioning independent of the nucleated aragonite. We also include and interpret
the growth rate calculated for Mg7 as the rate is calculated in the beginning stages of
the experiment (5-10mL titrated, Section 3.2.3), before the titration data indicate probable
aragonite nucleation. The presence of aragonite has the most significant impact on our in-
terpretation of the calcium isotope fractionation results. We calculate �44/40Cacalcite�fluid

assuming a constant fractionation throughout the course of an experiment (Section 3.2.5),
yielding an integrated fractionation representative of the Ca isotope discrimination during
both the aragonite and magnesian calcite precipitation. Larger magnitude Ca isotope frac-
tionations are often observed during aragonite precipitation than calcite precipitation at a
given temperature, particularly for biomineralized carbonates (Gussone et al., 2005; Blät-
tler et al., 2012), but recent inorganic precipitation experiments reported largely indistin-
guishable �44/40Cacalcite�fluid and �44/40Caaragonite�fluid (though the aragonite was generally
grown at a slower rate, AlKhatib and Eisenhauer (2017a)). The Ca isotope fractionate-rate
trend observed in the inorganic aragonite growth experiments of Gussone et al. (2003) also
overlaps with that observed in the inorganic calcite growth experiments of Tang et al. (2008)
and Mills et al. (2021) for rates in the ~10-6-10-7mol/m2/s regime (Fantle and Tipper, 2014).
It is thus not clear whether the nucleated aragonite would be expected to exhibit a mea-
surably different Ca isotope fractionation than the magnesian calcite of interest here, so the
Mg7 calcium isotope data is interpreted with caution (Section 3.3.5).

3.3.3 Growth rate inhibition

Both Mn2+ and Mg2+ strongly inhibit calcite growth (Figure 3.12). In the Mn experiments,
log-linear rate inhibition is observed at low fluid Mn2+ concentrations; growth rates decline
by almost an order of magnitude by {Mn2+} / {Ca2+} = 0.02 (Figure 3.12A). With increas-
ing solution Mn2+, the extent of inhibition begins to asymptote and eventually reverses.
For {Mn2+} / {Ca2+}> 0.1, faster growth rates are observed with increasing solution Mn2+.
This growth rate inversion occurs when the Mn content of the precipitating solid surpasses
approximately 50 mole %, transitioning into the regime of Ca-rich rhodochrosite solid so-
lutions (Figure 3.12C). Log-linear rate inhibition is also observed in the presence of Mg2+
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Figure 3.11 – Powder XRD results for Mg2+ calcite growth experiments (�=1.79Å, Co K↵).
A) Diffractograms of precipitated solids, normalized by the maximum intensity, for experiments
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�
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/
�
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=0.01) and

Mg7 (
�
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/
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=2.6). C) Diffractograms in B, zoomed to 2✓=30-40°, showing both

the presence of aragonite and a distinct Mg-calcite phase in the overgrowth of experiment Mg7.
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A) B)

C)

Figure 3.12 – Calcite growth rate inhibition by Mn2+and Mg2+. A) Surface-normal growth
rate as a function of solution

�
Mn2+

 
/
�
Ca2+

 
. B) Data from A (blue circles) plotted alongside

comparable growth rate data for Mg2+ (red squares). C) Surface-normal growth rates as a
function of (Me,Ca)CO3 solid composition.

but 100x higher inhibitor concentrations are required to achieve the same level of inhibition
(Figure 3.12B). Thus for the solution chemistries studied here, Mn2+ is a far stronger in-
hibitor of calcite growth than Mg2+ when viewed through the lens of solution composition.
However, when considering the amount of inhibitor ion incorporated into the lattice, Mg2+

exhibits higher levels of rate inhibition per mole incorporated (Figure 3.12C).

3.3.3.1 Initially slow growth rate observed in high-Mn solutions

Another notable pattern emerged in the initial growth rates for the Mn2+ experiments.
While the growth rate data in Figure 3.12 reflect steady-state growth rates, in high-Mn
solutions, the steady-state growth rate was not reached immediately. Instead, initial growth
rates were markedly slower than the eventual steady-state growth rate and evolved to that
rate over the first 0-1mL titrated (Figure 3.13). Moreover, the magnitude of the apparent
additional inhibition at the start of the experiment scaled with Mn concentration: higher
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{Mn2+} / {Ca2+} experiments exhibited slower rates at the onset of the experiment (0-1mL
titrated) relative to their steady-state growth rate. This is quantified in Figure 3.13A, where
a roughly linear increase in the ratio of the growth rate calculated from 1-2mL titrated to the
rate calculated from 0-1mL titrated is observed with increasing solution {Mn2+} / {Ca2+}.
While a near-constant titration rate over the first few mL titrated is observed for experiments
with {Mn2+} / {Ca2+} 0.009 (equivalently solid MnCO3 6%), the rate observed at the
onset of experiments with {Mn2+} / {Ca2+} �0.04 is progressively slower than the rate
achieved later in the experiment. The one outlier that deviates from this trend is experiment
Mn7 (hollow circle, Figure 3.13A) where the rate calculated from 1-2mL titrated was slower
than that at the onset of the experiment because the solution Mn2+ concentration increased
by 10% over the first 2mL titrated, slowing the growth rate.

This phenomenon of slow initial rates at high-Mn is exemplified by comparing the titra-
tion curve for experiment Mn8 ({Mn2+} / {Ca2+} = 0.005) to that of experiment Mn13
({Mn2+} / {Ca2+} = 0.12) (Figure 3.12B). As seen in the titration data for experiment
Mn13, the sluggish initial rate is accompanied by an apparent induction period, where no
measurable growth occurs following the addition of seed crystal for a period of 10’s of min-
utes. Notably, these slow initial rates are observed for experiments where post-growth SEM
images reveal a surface texturing reminiscent of rounded surface nuclei (Figure 3.7C-E). This
is potentially consistent with the in-situ AFM observations of Astilleros et al. (2002) who
report a complete cessation of step advancement once the original calcite surface has been
coated by a monolayer of (Mn,Ca)CO3 in high-Mn solutions and a transition to 2D-nucleation
driven growth. Higgins and Hu (2005) observe a similar phenomenon for Mg-calcite growth
on dolomite surfaces, and attribute slow growth rates in the second monolayer deposited to
the formation of a highly strained initial monolayer. The induction time and initial slow
growth rates observed here could thus represent impaired growth kinetics as 2D surface nu-
clei must form on a strained epitaxial layer of high-Mn solid solutions deposited on the pure
calcite seed surface.

3.3.4 Trace element partitioning

Mn2+ inhibition of calcite growth is accompanied by a strong, kinetically controlled, con-
centration of Mn in the calcite lattice (Figure 3.14A,B). Large positive partition coefficients
(KMn = 4-16) are observed at low solution {Mn2+} / {Ca2+}, and KMn increases with in-
creasing Mn2+ until {Mn2+} / {Ca2+} = 0.044 (Figure 3.14A). Following the growth rate
inversion observed when the precipitating solid solution exceeds 50 mole % MnCO3 (Fig-
ure 3.12C), KMn ceases to rise with increasing solution Mn2+, instead plateauing and even
slightly declining to a value of ~15. This yields a strong log-linear inverse correlation between
KMn and growth rate, with the largest partition coefficients observed in the slowest grow-
ing, most highly inhibited, experiments (Figure 3.14B). In contrast, the highly incompatible
Mg2+ exhibits partition coefficients on the order of 0.02-0.03 (Figure 3.14C,D). The data do
not support an exceptionally strong dependence of partitioning on {Mg2+} / {Ca2+} and
thus growth rate for the solution conditions studied here; while KMg tends to increase with
increasing {Mg2+} / {Ca2+}, most of the variability falls within the measurement error.
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A) B)

Figure 3.13 – Evolution in initial growth rate observed for high-Mn experiments. A) Ratio
of growth rate calculated from 1-2mL titrated to the rate calculated from 0-1mL titrated as a
function of solution

�
Mn2+

 
/
�
Ca2+

 
. The hollow circle is experiment Mn7, where solution

Mn2+ concentration increased 10% over the first 2mL titrated (yielding a slower rate from 1-
2mL). B) Titration curves for experiments Mn8 (

�
Mn2+

 
/
�
Ca2+

 
= 0.005, blue line) and

Mn13 (
�
Mn2+

 
/
�
Ca2+

 
= 0.124, red line) highlighting the slow initial growth rate observed

in high-Mn solutions.

3.3.5 Ca isotope fractionation

Calcium isotope fractionation is found to be largely invariant across all solution conditions
examined here (Figure 3.15). In the presence of either Mn2+ or Mg2+, large magnitude
calcium isotope fractionations (�44/40Cacalcite�fluid = -1.3 to -1.44) are maintained, indepen-
dent of {Me2+} / {Ca2+} and associated kinetic inhibition. For both Mn2+ or Mg2+, slightly
larger magnitude fractionations are observed at low {Me2+} / {Ca2+} (more specifically, low
levels of rate inhibition, Figure 3.19) than inhibitor-free solutions and �44/40Ca trends back
towards the pure-calcite endmember with increasing {Me2+} / {Ca2+}. Although the differ-
ence between measurements falls within analytical error, a decrease in �44/40Ca at low levels
of inhibition could be driven by changes in hillock morphology due to preferential interaction
of Mn2+ or Mg2+ with the acute calcite step. In-situ AFM observations have documented
immediate roughening of the acute step at low Mg2+ while the obtuse step does not roughen
until higher {Mg2+} / {Ca2+} (Davis et al., 2004). As explored in Chapter 2, a decline in
the relative contribution of the acute step to the total expressed fractionation would likely
yield larger magnitude �44/40Ca as the acute step is predicted to exhibit smaller magnitude
Ca isotope fractionations than the obtuse step under comparable solution conditions (Mills
et al., 2021).

Interestingly, nearly identical �44/40Ca is observed in experiment Mg7, despite the pre-
cipitation of aragonite (Figure 3.15B, red asterisk). As discussed in Section 3.3.2.2, up to
40% of the precipitated solid may be aragonite, which is generally thought to exhibit larger
magnitude Ca isotope fractionations. The comparable �44/40Ca observed here suggests ei-
ther that aragonite and Mg-calcite fractionate Ca isotopes similarly under these solution
conditions (as discussed above (AlKhatib and Eisenhauer, 2017a; Fantle and Tipper, 2014))
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C) D)

KMg = -0.01log10(R) -0.037
R2 = 0.76; p = 0.03

A) B)

KMn = -9.9log10(R) -50.8
R2 = 0.97; p<0.0001

Figure 3.14 – Mn2+ and Mg2+ partition coefficients as a function of solution
�
Me2+

 
/
�
Ca2+

 

(A,C) and growth rate (B,D).
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A) B)

*

Figure 3.15 – Calcium isotope fractionation during Mn2+ and Mg2+ inhibition of calcite
growth. Note, experiment Mg7 (

�
Me2+

 
/
�
Ca2+

 
= 2.6, red asterisk) contains aragonite as

well as Mg-calcite in the overgrowth. See main text for discussion of implications for interpre-
tation.

or that a larger magnitude aragonite fractionation could obscure a somewhat smaller magni-
tude �44/40Cacalcite�fluid. The measured fractionation for Mg7 is thus considered a maximum
estimate, but in the absence of unequivocal evidence to the contrary, we continue under the
assumption that �44/40Cacalcite�fluid is independent of {Mg2+} / {Ca2+}.

3.4 Discussion

3.4.1 Mn and Mg kinetic data

Both Mn2+ and Mg2+ exhibit log-linear rate inhibition of calcite growth at low {Me2+} / {Ca2+},
with 100x stronger inhibition by Mn2+ when viewed through the lens of fluid inhibitor con-
centration. Importantly, at higher Mn2+ concentrations, the inhibition begins to plateau
and growth rates eventually begin to increase with added Mn2+ while Mg2+ maintains a
log-linear inhibition trend to high {Mg2+} / {Ca2+}. This is consistent with previous obser-
vations; Davis et al. (2000a) observe a log-linear decline in step velocities and bulk growth
rate up to a {Mg2+} / {Ca2+} of 2 and Astilleros et al. (2010) report continued inhibition
up to {Mg2+} / {Ca2+} = 5.

The inhibition observed here can be directly compared to kinetic data from previous
studies by examining how the extent of inhibition ((R0�R)/R0, where R0 is the pure calcite
growth rate under comparable solution conditions) varies as a function of solution chem-
istry. Figure 3.16A and C compare the extent of calcite growth inhibition as a function of
{Me2+} / {Ca2+} for Mn2+ and Mg2+, respectively, for bulk growth studies run at similar
supersaturation with respect to calcite. The inhibition behavior documented here is in very
good agreement with previous findings, despite other differences in solution chemistry. In
particular, the extensive experiments of Dromgoole and Walter (1990a) confirm that calcite
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growth is highly inhibited at very low solution Mn2+ ({Mn2+} / {Ca2+} <0.02) but that
inhibition begins to plateau at higher {Mn2+} / {Ca2+} (Figure 3.16A). Similarly for Mg2+,
the inhibition behavior observed here falls between the data of Lin and Singer (2009) and
Nielsen et al. (2016), performed at lower and higher supersaturations, respectively (Figure
3.16C).

This in turn highlights another trend not evident from this study alone: both Mn2+ and
Mg2+ inhibition of calcite growth is supersaturation dependent (Figure 3.16B,D). Compar-
ing inhibition data both within single studies (Dromgoole and Walter (1990a) for Mn2+ and
Davis et al. (2000a) for Mg2+) and across studies demonstrates that lower supersaturation
solutions exhibit a higher extent of inhibition for a given {Me2+} / {Ca2+}, a trend that
has been documented by numerous other studies (Dromgoole and Walter, 1990a; Mucci and
Morse, 1983; Davis et al., 2000b). This supersaturation sensitivity is particularly strong
at low {Mn2+} / {Ca2+} during the log-linear inhibition phase (Figure 3.16B). That said,
the magnitude of the supersaturation dependence is considerably lower for Mn2+ and Mg2+

than for Sr2+ (Wasylenki et al. (2005a), Figure 3.16E), interpreted to inhibit calcite growth
through a dominantly solid solution thermodynamic effect by Nielsen et al. (2013). This ob-
served supersaturation dependence thus represents a testable prediction for ground-truthing
mechanistic interpretations in the ion-by-ion framework (Section 3.4.4).

3.4.2 Mn and Mg incorporation dynamics

3.4.2.1 Mn partitioning

The Mn2+ partitioning trend observed here demonstrates a strong inverse relationship be-
tween KMn and growth rate. KMn increases with increasing {Mn2+} / {Ca2+} during the
log-linear inhibition phase, then plateaus and even declines, mirroring the plateau in rate
inhibition and growth rate inversion observed. This log-linear inverse dependence between
KMn and growth rate holds over a wide range of solution conditions. Figure 3.17 shows
the partitioning data from this study, plotted alongside data from Dromgoole and Walter
(1990a) and Lorens (1981); solution conditions for the three studies are summarized in Ta-
ble 3.3. The comprehensive suite of experiments of Dromgoole and Walter (1990a) targeted
a similar range in {Mn2+} / {Ca2+} to that investigated in this study, but were run at a
significantly lower pH and thus high {Ca2+} /

�
CO2�

3

 
. In contrast, Lorens (1981) inves-

tigated Mn2+ partitioning using radioactive 54Mn, thereby accessing orders of magnitude
lower {Mn2+} / {Ca2+} than traditional bulk-growth studies (Table 3.3). Despite these dif-
ferences, all of the partitioning data falls along the same log-linear rate trend (Figure 3.17).

This is consistent with the surface kinetic model developed by DePaolo (2011), where
trace element partitioning (like stable isotope fractionation) varies between kinetic and equi-
librium endmembers, dictated by the amount of exchange occurring at the surface:

KMe =
Kf

1 + Rb

Rf

⇣
Kf

Keq
� 1

⌘ (3.4.1)

where Kf is the forward kinetic fractionation factor for Me/Ca in the forward precip-
itation reaction; Kf is the equilibrium partition coefficient; and Rb, Rf are the back and
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C) D)

A)

E)

B)

Figure 3.16 – Extent of calcite growth inhibition across studies and inhibitor systems. A) Extent of
inhibition as a function of �Mn2+

 
/
�
Ca2+

 observed in this study and similar SI bulk growth experiments
from Dromgoole and Walter (1990a). B) Data from Dromgoole and Walter (1990a), segmented by SI
range, demonstrating higher extent of inhibition for a given �

Mn2+
 
/
�
Ca2+

 at lower SI. C) Extent of
inhibition as a function of �Mg2+

 
/
�
Ca2+

 observed in this study and similar SI bulk growth experiments
from Lin and Singer (2009) and Nielsen et al. (2016). D) Literature compilation of Mg2+ bulk growth
rate inhibition data, segmented by SI. A higher extent of inhibition is observed in lower SI solutions
both within individual studies (Davis et al., 2000a) and across studies (Davis et al., 2000a; Lin and
Singer, 2009; Nielsen et al., 2016). E) Comparable extent of inhibition data for calcite inhibition by
Sr2+ from Wasylenki et al. (2005a), showing much higher sensitivity to SI.
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A) B)

Figure 3.17 – Mn2+ partitioning into calcite exhibits a strong log-linear inverse dependence on
growth rate across a wide range of solution conditions. KMn calculated using solution activity
ratio (A) and concentration ratio (B) vs. growth rate for data from this study, Dromgoole and
Walter (1990a), and Lorens (1981). Note, only data from experiments performed in milli-Q
water from Lorens (1981) are included. See Table 3.3 for a summary of solution conditions used
in each study.

forward precipitation fluxes (the net growth rate, Rp = Rf � Rb where Rb is assumed to be
6e-7 mol/m2/s based on the calcite dissolution study of Chou et al. (1989)). In this simplified
framework, the Mn2+ partitioning data across studies is consistent with an equilibrium parti-
tion coefficient of ~55 and kinetic endmember of 4, the lowest value observed here. Although
we will explore this partitioning in greater detail using the full mechanistic ion-by-ion model
in Section 3.4.4.1, the common trend observed here highlights that Mn2+ partitioning is
highly kinetically controlled. Mn2+ partitioning and calcite growth rate respond to solution
conditions in a remarkably consistent manner.

Experiment SI �
Me2+

 
/
�
Ca2+

 pH �
Ca2+

 
/{CO2�

3 } Ionic strength

Mn2+ studies

This study 0.8 0.001-0.14 8.0 110 0.1M KCl

Dromgoole and Walter (1990a) 0.3-1.0 0.001-0.05 ~6 103-105 ~0.3M

Lorens (1981) ~0.1-0.8 ~10-10 7.5 300-1400 0.7M NaCl

Mg2+ studies

This study 0.8 0.01-2.6 8.0 110 0.1M KCl

Mavromatis et al. (2013) 0.1-0.5 0.2-1.4 ~6.2 103-104 0.1-0.6M NaCl

Nielsen et al. (2016) 0.8 0.5-3.5 8.3 ~50 0.1M NaCl

Table 3.3 – Solution conditions for Mn2+ and Mg2+ partitioning studies
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A) B)

Figure 3.18 – Literature compilation of Mg2+ partitioning results. A) The results from this
study (red squares) and Nielsen et al. (2016) depart from the strong log-linear trend observed by
Mavromatis et al. (2013). Notably, the Mavromatis et al. (2013) experiments were run at a much
lower pH and thus higher

�
Ca2+

 
/
�
CO2�

3

 
; see Table 3.3 for a summary of solution conditions.

B) As in A but with DePaolo (2011) model prediction of KMg (see text for discussion).

3.4.2.2 Mg partitioning

In contrast to the highly consistent partitioning-rate trend observed for Mn2+, comparing
Mg2+ partitioning data across experiments reveals a marked divergence in the relationship
between KMg and growth rate (Figure 3.18). While the dataset of Mavromatis et al. (2013)
exhibits a strong positive correlation between KMg and rate, where higher partition coeffi-
cients are observed at faster rates, the KMg measured in this study and the similar bulk-
growth study of Nielsen et al. (2016) depart from that trend. However, the three datasets
overlap in the 10-6.5-10-7 mol/m2/s growth rate regime, making it unclear whether they repre-
sent a single cohesive trend with a rate inversion at ~10-6.5-10-7 mol/m2/s or if fundamentally
different rate dependencies are observed under different solution conditions. A single cohesive
dataset that spans the 10-5.5 to 10-7.5 mol/m2/s growth rate range under controlled solution
conditions is required to definitively interpret these Mg2+ partitioning observations, but we
explore some potential explanations here.

Considering first the possibility that the datasets represent fundamentally different KMg-
rate behavior. The experiments of Mavromatis et al. (2013) were run at lower pH, higher
{Ca2+} /

�
CO2�

3

 
, and lower supersaturation than used in this study and Nielsen et al.

(2016) (Table 3.3), raising the possibility that the deviation from the positive log-linear
trend could represent a pH or supersaturation effect. The literature is mixed here. Mucci and
Morse (1983) report a trend of declining KMg with increasing {Mg2+} / {Ca2+} and declining
growth rate in seawater solutions (pH 7.7-8.2, SI 0.6-1.2), in line with the Mavromatis et al.
(2013) trend. But Gabitov et al. (2014) found that KMg declines with increasing growth rate
in a study of Mg2+ partitioning into single calcite crystals grown in NH4Cl solutions (pH ~8,
SI ~0.3).

Another possibility stems from the observation that Mavromatis et al. (2013) did not re-
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port any changes in calcite morphology following the precipitation of their magnesian calcite
overgrowths, in contrast to the increasing expression of (110) and (100) calcite faces with
increasing {Mg2+} / {Ca2+} observed here (Section 3.3.1). Perhaps the inverse rate depen-
dence observed here is driven by differences in preferential Mg2+ interaction with specific
faces (Zhang and Dawe, 2000; Reeder and Grams, 1987) or steps (Davis et al., 2004; Paquette
and Reeder, 1995). In particular, the experiments in this study are run with a KCl back-
ground electrolyte (0.1M ionic strength) while the Nielsen et al. (2016) and Mavromatis et al.
(2013) studies were run in NaCl, with a total ionic strength of 0.1M and 0.1-0.6M, respec-
tively. Importantly, in NaCl solutions, the obtuse calcite step propagates substantially faster
(2-4x) than the acute step while roughly equal obtuse/acute step velocities are observed in
KCl solutions (Stephenson et al., 2011; Hong and Teng, 2014; Ruiz-Agudo et al., 2011b).
Stephenson et al. (2011) also report that increasing ionic strength suppresses Mg2+ uptake
in a background electrolyte-specific manner. It is thus possible that the trend of increasing
KMg with increasing {Mg2+} / {Ca2+} observed here stems from the background electrolyte
used; perhaps relatively more Mg2+ is incorporated into the lattice at high {Mg2+} in KCl
solutions because there is less interaction between the ’background’ electrolyte and the acute
calcite step where Mg2+ is preferentially incorporated.

Finally, as alluded to above (Section 3.2.6.1), in the ion-by-ion model framework, the
slope of the KMg-{Mg2+}/{Ca2+} relationship is sensitive to assumptions regarding calcite-
magnesite solid solution thermodynamics. Lower values of the W12 parameter in the sub-
regular solid solution model yield increasing KMg with {Mg2+}/{Ca2+} as observed here while
higher values yield the opposite relationship as observed by Mavromatis et al. (2013) and
Mucci and Morse (1983) (Lammers and Mitnick, 2019, Figure B7). Ordering has been shown
to strongly influence the excess enthalpy of mixing for both Mg2+ (Lammers and Mitnick,
2019; Navrotsky and Capobianco, 1987; Burton and Van de Walle, 2003) and Mn2+ (Wang
et al., 2011). Different levels of Mg/Ca ordering within the calcite lattice could thus also
conceivably influence the KMg-{Mg2+}/{Ca2+} and thus rate relationship.

Turning now to the possibility that the data from this study, Mavromatis et al. (2013),
and Nielsen et al. (2016) all represent a cohesive trend in KMg vs. growth rate. Again
working from the DePaolo (2011) surface kinetic framework (Eq. 3.4.1), in order to achieve
a plateau in the KMg vs. rate relationship at ~10-6.5 mol/m2/s as observed, Rb must be a
factor of 30x slower than that assumed from calcite dissolution studies (Chou et al., 1989;
DePaolo, 2011). A low Mg2+ back flux (equivalently, Mg2+ detachment rate) is potentially
consistent with observations that the far from equilibrium dissolution rate for magnesite is
between 100-1000x slower than that of calcite under a wide range of conditions (Chou et al.,
1989; Pokrovsky et al., 2009). Figure 3.18B shows predicted KMg, assuming Rb=1.88e-8
mol/m2/s, Kf=0.031, and Keq=0.0089. Note that this model does not explain all of the
observed partitioning behavior - nothing in the DePaolo (2011) framework would predict the
decline in KMg observed at faster rates in our experiments. But a plateau in KMg at ~10-6.5

mol/m2/s is qualitatively consistent with the Nielsen et al. (2016) experiments run with a
NaCl background electrolyte and the DePaolo (2011) surface kinetic framework hints that
this may be explained in part due to slow Mg removal from the calcite surface. As further
explored using the ion-by-ion modeling framework in Section 3.4.4.2, a sluggish Mg removal
flux is consistent with other observations, including the supersaturation sensitive inhibition
behavior described above (Section 3.4.1). We thus posit that slow Mg2+ detachment from
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Figure 3.19 – Invariant �44/40Ca with {Me2+}/{Ca2+} draws observed fractionations off the
pure calcite �44/40Ca-growth rate relationship and suggests that Mn2+ and Mg2+ inhibit calcite
growth through a dominantly kink-blocking mechanism. Data from the Mn2+ (blue circles) and
Mg2+(red squares) experiments are plotted alongside data from inhibitor-free inorganic calcite
growth experiments: 25°C dataset from Tang et al. (2008) (black triangles with linear regression
shown as the dotted line) and {Ca2+}/{CO2�

3 }=100, SI = 0.8 data from the current study and
Mills et al. (2021).

the calcite surface may contribute to the observed apparent inconsistencies between Mg2+

partitioning datasets, but again caution that additional data is required from a single cohesive
dataset that spans the 10-5.5 to 10-7.5 mol/m2/s growth rate range to further elucidate these
observations.

3.4.3 Invariant �44/40
Ca points towards kink-blocking inhibition mech-

anism

Inorganic calcite growth experiments performed in the absence of inhibitors exhibit an in-
verse, log-linear relationship between calcium isotope fractionation and growth rate (Mills
et al., 2021; Tang et al., 2008). The invariant �44/40Ca during calcite inhibition by Mg2+ and
Mn2+ draws the fractionations observed here off the pure calcite �44/40Ca-rate relationship,
with high magnitude fractionations maintained despite more than an order of magnitude de-
cline in growth rate (Figure 3.19). In Chapter 2, we verified both the conceptual framework
of calcium isotope discrimination driven by Ca exchange at kink sites during growth and
the process-based ion by ion framework that casts the expressed fractionation in terms of
solution chemistry. The invariant �44/40Ca thus indicates that calcite growth inhibition by
Mg2+ and Mn2+ does not change the relative rate of Ca addition vs. removal from kink sites.
As developed in Section 2.4.6, this is consistent with kink-blocking type inhibition, where
the inhibitor dominantly influences the rates of ion attachment at kink sites and subsequent
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kink propagation kinetics but does not substantially destabilize the calcite lattice (which
would increase the back flux of Ca).

This is consistent with inhibition driven by slow inhibitor cation desolvation kinetics,
as has been proposed by Astilleros et al. (2010) and Nielsen et al. (2013) for the case of
Mg2+. The smaller Mg2+ ion is much more strongly hydrated than Ca2+; the water exchange
frequency for Mg2+ is >3 orders of magnitude lower than that of Ca2+ (Helm and Merbach,
1999). Magnesium may thus inhibit calcite growth by attaching at kink sites and literally
blocking their propagation because it is slow to shed its hydration waters, impeding both
Mg2+ attachment at the kink and subsequent CO3

2- attachment at Mg2+-occupied kinks.
Considering Mn2+, the picture becomes a bit murkier. While Mn2+ should also dehydrate
more slowly than Ca2+, with an approximately 1 order of magnitude lower water exchange
frequency (Helm and Merbach, 1999), it should shed its hydration waters far faster than
Mg2+. Thus despite the nearly identical behavior in �44/40Ca as a function of growth rate
and similar log-linear inhibition observed at low {Mn2+}/{Ca2+}, it appears difficult to explain
the much stronger inhibition by Mn2+ at low solution inhibitor concentrations in terms of
cation desolvation rate-limited kink blocking alone. We now turn to the classical ion-by-ion
modeling framework to explore this discrepancy and potential mechanistic explanations for
the observed trends in inhibition, trace element partitioning, and isotope fractionation.

3.4.4 Insights from ion-by-ion model

In searching for a mechanistic driver for calcite inhibition by Mg2+ and Mn2+, a number of
trends must be explained:

• From the perspective of solution inhibitor concentration, Mn2+ is an ~100x stronger
inhibitor of calcite growth than Mg2+ but exhibits a similar log-linear inhibition trend
at low {Mn2+}/{Ca2+}.

• Inhibition by both Mn2+ and Mg2+ is sensitive to supersaturation; a higher extent of
inhibition is observed at lower supersaturation for a given {Me2+}/{Ca2+}.

• Large positive Mn2+ partition coefficients are observed at low {Mn2+}/{Ca2+} and KMn

is strongly inversely correlated to growth rate.

• KMg is on the order of 0.02-0.03 and increases with {Mg2+}/{Ca2+} over the solution
conditions studied here.

• �44/40Ca is invariant with {Mn2+}/{Ca2+} and {Mg2+}/{Ca2+} despite more than an order
of magnitude decline in growth rate.

In the following sections we employ the ion-by-ion model of Nielsen et al. (2013) to explore
the mechanistic implications of this suite of observations.

3.4.4.1 Mn inhibition of calcite growth: evidence for non-monomer incorpora-
tion

We begin with Mn2+ inhibition of calcite growth. The first inhibition mechanism that
can be categorically ruled out is cation desolvation driven kink blocking. Figure B2 shows
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Ca2+ kinetic parameters
kCa (s-1M-1) kCO3 (s-1M-1) ⌫Ca,0 (s-1) ⌫CO3,0 (s-1)

3.75e6 2.2e7 523 523
Mn2+ kinetic parameters

Mechanism kMn (s-1M-1) kCO3Mn (s-1M-1) ⌫Mn,0 (s-1) ⌫CO3Mn,0 (s-1)
Cation desolvation 0.001*kCa 1e-5*kCa 4.5e-4 0.002

driven kink blocking
Complex addition + 12*kCa 0.033*kCa 3 13.6

carbonate kink blocking
Solid solution thermodynamic parameters

Guggenheim parameters a0 a1 a2 Ksp, MnCO3
*

1.5 -1.1 0 10-11.13

Endmember calcium isotope fractionations
↵f 0.9967 ↵eq 0.9995

Table 3.4 – Model parameters for Mn2+ inhibition of calcite growth. *Following Katsikopoulos
et al. (2009)

modeled growth rate, KMn, and �44/40Ca as a function of solution {Mn2+}/{Ca2+} for growth
inhibition driven by slow attachment of Mn2+ at CO3

2- kink sites and CO3
2- at Mn2+ kink

sites (Table 3.4). In order to achieve the level of inhibition observed at low {Mn2+}/{Ca2+},
Mn2+ addition must be so slow that virtually no manganese is incorporated into the calcite
lattice (Figure B2B). Thus although kink blocking driven by sluggish Mn2+ attachment
kinetics is consistent with the invariant �44/40Ca observed (Figure B2C), the large positive
KMn at low {Mn2+}/{Ca2+} observed rules out this inhibition mechanism.

In fact, in order to capture the Mn2+ incorporation behavior observed, Mn2+ must attach
substantially faster than Ca2+ (kMn> >kCa, Table 3.4). Considering the water exchange
frequencies of Mn2+ and Ca2+, this proposition does not make much sense if manganese is
attaching at kink sites as free Mn2+ ions; the desolvation rate and thus attachment rate of
Mn2+ should be lower than that of Ca2+ (Helm and Merbach, 1999). This requisite fast
attachment of Mn2+ thus points towards non-monomer incorporation of Mn2+, where the
dominant Mn2+ species interacting with kink sites is not the free ion in solution but instead
an ion pair, hydrated species, or possibly a larger polynuclear cluster. In turn, if the kinetics
of Mn2+ attachment are rapid, the dominantly kink blocking-type inhibition indicated by
the invariant �44/40Ca must be driven by slow carbonate attachment at Mn2+ kink sites.

Figure 3.20 shows modeled growth rate, KMn, and �44/40Ca as a function of solution
{Mn2+}/{Ca2+} for a scenario where Mn2+ readily attaches at the calcite surface (kMn=12kCa)
and growth inhibition is driven by slow attachment of CO3

2- at Mn2+ kink sites (Table 3.4).
This mechanism captures both the magnitude of growth rate inhibition and manganese par-
titioning, while predicting very little change in �44/40Ca with increasing {Mn2+}/{Ca2+}. The
Mn2+ partitioning behavior, in particular the shape of the KMn-{Mn2+}/{Ca2+} relationship
(Figure 3.20B) is highly sensitive to assumptions regarding calcite-rhodochrosite solid solu-
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A)

B)

C)

D)

Figure 3.20 – Ion-by-ion model prediction of bulk growth rate (A), Mn2+ partition coefficient
(B), and �44/40Cacalcite�fluid (C) as a function of {Mn2+}/{Ca2+} for Mn2+ inhibition of calcite
growth driven by Mn2+ complex addition (allowing for kMn> >kCa) coupled to kink-blocking
due to slow CO3

2- attachment at Mn2+ kink sites. See Table 3.4 for model parameters. D)
Schematic of proposed carbonate based kink-blocking mechanism: slow re-orientation kinetics
of carbonate ions that have formed an inner-sphere complex with Mn2+ at the surface but must
reorient to incorporate into the lattice.
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tion thermodynamics. We find the partitioning trends observed here are best described with
an excess free energy of mixing with positive deviations from ideality, consistent with but not
identical to the calorimetric measurements of Katsikopoulos et al. (2009) and Capobianco
and Navrotsky (1987) (Figure B3). Notably, the model does predict a slight decrease in
the magnitude of �44/40Ca at higher {Mn2+}/{Ca2+}, as Ca is destabilized in the lattice (⌫Ca

increases) at intermediate (MnxCa1-x)CO3 solid solution compositions. While we do not
measure more positive �44/40Ca values at high {Mn2+}/{Ca2+}, the stabilization of the solid
solution implied by the increasing growth rates measured here at {Mn2+}/{Ca2+} >0.1 suggests
that the model may be slightly over-estimating the ⌫Ca increase at high {Mn2+}/{Ca2+} for the
solution conditions studied here. At lower supersaturations, the model captures the growth
rate inversion (Figure 3.21), which would be associated by a trend back to slightly larger
magnitude �44/40Ca.

But what could drive slow carbonate attachment at Mn2+ kink sites? We propose that
the apparent carbonate kink blocking could arise from slow re-orientation kinetics of car-
bonate ions that have formed an inner-sphere complex with Mn2+ at the surface but must
reorient to incorporate into the lattice (Figure 3.20D) . Unlike the spherical cations, the
planar carbonate molecule can only be incorporated into the calcite lattice when the C-O-C
plane is perpendicular to the C-axis of calcite. Hong and Teng (2014) argued that the rate
limiting step in the propagation of acute calcite steps is the surface adsorption and reorien-
tation of CO3

2- ions based on observations of the differential response of acute and obtuse
steps to changes in pH and Ca2+:CO3

2- solution stoichiometry. Mn2+ also forms ion pairs
in solution much more readily than Ca2+ or Mg2+; most estimates of the thermodynamic
stability constant (logk) for the MnCO3

0 ion pair formation reaction range from 4-5 (Luo
and Millero (2003); Turner et al. (1981); Langmuir (1979); Wolfram and Krupp (1996), Fig-
ure B1) while the logk’s for Ca2+ and Mg2+ carbonate ion pair formation reactions are 3.2
(Plummer and Busenberg, 1982) and 2.9, respectively (Reardon and Langmuir, 1974). Thus,
a potential mechanism for the inhibition observed here is that interaction with surface Mn2+,
concentrated on the acute steps (Paquette and Reeder, 1995), further inhibits carbonate re-
orientation and leads to severely impeded CO3

2- attachment at Mn2+ kink sites. Another
possibility is that CO3

2- attachment could be kinetically hindered by slow surface desolvation
of Mn at kink sites on the current step and potentially even the step below, which can be
quite Mn-rich.

We now turn to the question of whether this inhibition mechanism is consistent with the
broader range of observations across a wide range of solution conditions (Sections 3.4.2.1,
3.4.1). First, examining how KMn varies with {Mn2+}/{Ca2+} for a range of supersaturations
(Figure 3.21C), we find that larger partition coefficients are predicted for a given {Mn2+}/{Ca2+}

in lower supersaturation (and thus slower growth rate) solutions. This is consistent with the
inverse correlation between KMn and growth rate observed across experiments (Figure 3.17).
Considering the sensitivity of inhibition to supersaturation, Figure 3.21A shows the super-
saturation dependence of the inhibition intensity for the solution conditions examined here.
Unlike that observed by Dromgoole and Walter (1990a), a lower extent of inhibition is ob-
served at lower supersaturations for a given {Mn2+}/{Ca2+}. Notably, the Dromgoole and
Walter (1990a) experiments were run at very high {Ca2+}/{CO2�

3 } (Table 3.3); implementing
a comparably high {Ca2+}/{CO2�

3 } in the ion-by-ion model yields a lower sensitivity to su-
persaturation (Figure 3.21B) but does not capture the trend of higher inhibition at lower
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supersaturations. Importantly, without in-situ AFM measurements, we have no indication
of how the presence of Mn2+ influences hillock step spacing (y0, Section 3.2.6.3), leaving a
key parameter in the scaling of modeled step velocities to bulk growth rates highly uncertain.
A higher extent of inhibition at low {Mn2+}/{Ca2+} for low supersaturation solutions could be
driven by relatively larger changes in y0 with increasing {Mn2+}/{Ca2+} at low supersaturation.
Calcite inhibition by Sr2+ exhibits this pattern (Figure 3.5). Wasylenki et al. (2005a) re-
ported that y0 increases by a factor of 3 between {Sr2+}/{Ca2+}=0 and {Sr2+}/{Ca2+}=0.8 in SI =
0.33 solutions, but y0 only increases by a factor of 1.5 over a comparable range of {Sr2+}/{Ca2+}

in SI = 0.51 solutions. This leads to markedly stronger bulk growth rate inhibition than step
velocity inhibition at lower supersaturations, particularly at low {Me2+}/{Ca2+} where Mn2+

inhibition is also observed to be most sensitive to supersaturation (Figure 3.5A,B).
If future measurements reveal that the trend in inhibition sensitivity to supersaturation

observed by Dromgoole and Walter (1990a) cannot be explained by changes in step spacing,
the model presented here would need to be critically re-evaluated to consider whether aspects
of the model framework are more sensitive to supersaturation than currently assumed, or
if the framework is missing fundamental processes such as 2D step nucleation inhibition.
Most obviously, the inhibition mechanism proposed here requires Mn2+ to attach at kink
sites as a non-monomer species, which is not considered in classical growth models but
may be incorporated into process-based models. Expanding such process-based models to
incorporate non-classical processes (Section 3.4.6) as well as exploring the implications of
changes in growth mechanism due to the presence of inhibitors, for example a transition to
2D nucleation driven growth (Section 3.3.1), are important avenues for future investigation.

3.4.4.2 Mg inhibition of calcite growth: kink blocking...but how?

In contrast to Mn2+, our observations of calcite growth inhibition by Mg2+ are consistent with
a classical cation desolvation driven kink blocking mechanism. Figure 3.22 shows modeled
growth rate, KMg, and �44/40Ca as a function of solution {Mg2+}/{Ca2+} for growth inhibition
driven by slow attachment of Mg2+ at CO3

2- kink sites and CO3
2- at Mg2+ kink sites (Table

3.5, Scenario 1). The model captures the key characteristics of Mg2+ inhibition observed:
log-linear rate inhibition that continues to high {Mg2+}/{Ca2+}; KMg on the order of 0.02-0.03
that increases with {Mg2+}/{Ca2+}; and invariant �44/40Ca. It is also worth noting the large
difference in requisite Mg2+ attachment rate in models that assume a constant y0 (dictated
only by solution supersaturation) and a step width that increases with {Mg2+}/{Ca2+} following
the observations of Davis et al. (2000b) (as shown in Figure 3.22). Assuming that step width
is also sensitive to inhibitors leads to a factor of 4 increase in kMg as the rising y0 further
damps bulk growth rates at high {Mg2+}/{Ca2+} (Table 3.5, Section 3.2.6.3). This further
highlights the importance of better constraining the solution chemistry dependence of y0
and investigating how changes in growth mechanism could influence inhibition dynamics.

While the model captures the trends in rate inhibition, partitioning, and calcium isotope
discrimination observed here, the predicted extent of inhibition exhibits the wrong super-
saturation dependence (Figure 3.23A). While observations both within single experiments
(Davis et al., 2000a) and from across the literature (Figure 3.16D) demonstrate that experi-
ments run at a lower supersaturation are more strongly inhibited at a given {Mg2+}/{Ca2+}, the
opposite trend is predicted here. Within the ion-by-ion modeling framework employed here
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A) B)

C)

Figure 3.21 – Predicted sensitivity of Mn2+ growth rate inhibition and partitioning to super-
saturation. A) Predicted extent of inhibition as a function of fluid {Mn2+}/{Ca2+} for different
supersaturation solutions, using the solution chemistry studied here. B) As in A, but using
a {Ca2+}/{CO2�

3 } ratio of 3e4, representative of the conditions studied by Dromgoole and Wal-
ter (1990a). C) Predicted Mn2+ partition coefficient as a function of fluid {Mn2+}/{Ca2+} for
different supersaturation solutions, using the solution chemistry studied here.
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Ca2+ kinetic parameters

kCa (s
-1

M
-1

) kCO3 (s
-1

M
-1

) ⌫Ca,0 (s
-1

) ⌫CO3,0 (s
-1

)

3.75e6 2.2e7 523 523

Mg2+ kinetic parameters: Cation desolvation driven kink blocking

Scenario y0 kMg (s
-1

M
-1

) kCO3Mg (s
-1

M
-1

) ⌫Mg,0 (s
-1

) ⌫CO3Mg,0 (s
-1

)

1 thermo 0.05*kCa 0.05*kCa 8 1800

Davis scaled 0.2*kCa 0.2*kCa 150 1500

2 thermo 0.008*kCa 0.024*kCa 0.001 0.001

Davis scaled 0.008*kCa 0.12*kCa 0.01 1

3 Davis scaled 0.025*kCa 0.125*kCa 6 3000

Mg2+ kinetic parameters: Carbonate kink blocking

Mechanism y0 kMg (s
-1

M
-1

) kCO3Mg (s
-1

M
-1

) ⌫Mg,0 (s
-1

) ⌫CO3Mg,0 (s
-1

)

Complex addition + thermo 15*kCa 0.0135*kCa 1075 1075

carbonate kink blocking Davis scaled 5.5*kCa 0.055*kCa 1300 1300

Solid solution thermodynamic parameters

Interaction parameters W12 (kJ/mol) W21 (kJ/mol) Ksp, MgCO3
*

8 8 10-7.795

Endmember calcium isotope fractionations

↵f 0.9967 ↵eq 0.9995

Table 3.5 – Model parameters for Mg2+ inhibition of calcite growth.* Bénézeth et al. (2011)
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A)

B)

C)

Figure 3.22 – Ion-by-ion model prediction of bulk growth rate (A), Mg2+ partition coefficient
(B), and �44/40Cacalcite�fluid (C) as a function of {Mg2+}/{Ca2+} for Mg2+ inhibition of calcite
growth driven by Mg2+-desolvation limited kink blocking. See Table 3.5 for model parameters
(Scenario 1 with y0 scaled to the observations of Davis et al. (2000b)).
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(Nielsen et al., 2013), the only mechanism we could identify that would both capture the mea-
sured data and predict stronger inhibition at lower supersaturation was cation-desolvation
driven kink blocking, coupled to negligible Mg2+ detachment rates (Figure B4, 3.23B, Table
3.5, Scenario 2). This was achieved in the ion-by-ion framework by disconnecting ⌫Mg from
calcite-magnesite solid solution thermodynamics, and dictating that ⌫Mg <<< ⌫Ca (Table
3.5). Sluggish Mg2+ detachment kinetics could be caused by kinetic constraints on Mg2+

hydration as it leaves the kink site and are potentially consistent with the 100-1000x slower
dissolution rate of magnesite relative to calcite as previously discussed (Chou et al., 1989;
Pokrovsky et al., 2009). However, forcing negligible Mg2+ detachment yields Mg partitioning
behavior inconsistent with that observed across studies (Figure 3.18, B6B). While all other
mechanisms explored here exhibit higher KMg at higher solution supersaturations, consistent
with the growth rate trend documented by Mavromatis et al. (2013), turning off Mg2+ de-
tachment yields the opposite trend (Figure B6). As previously discussed (Section 3.4.2.2),
at a given supersaturation, the slope of the KMg-{Mg2+}/{Ca2+} relationship predicted by the
ion-by-ion model is dictated by assumptions regarding the interaction parameters describing
calcite-magnesite solid solution thermodynamics (Lammers and Mitnick, 2019, Figure B7).
While a low W12 is consistent with the increasing KMg with {Mg2+}/{Ca2+} observed here, the
opposite trend is predicted when a higher W12 is assumed (Section 3.2.6.1).

In reality, cation-desolvation driven kink blocking by Mg2+ would likely resemble some-
thing in between the endmember scenarios represented by scenarios 1 and 2 (Table 3.5),
were ⌫Mg is low as suggested by the slow magnesite dissolution kinetics, but still linked to
the solubility of the calcite lattice. This inhibition pathway is depicted by scenario 3 (Figure
B5), achieved in the ion-by-ion framework by assuming that ⌫CO3,Mg >> ⌫Mg (Table 3.5).
Assuming a low Mg2+ detachment flux yields growth rate inhibition that is largely insensitive
to supersaturation (Figure 3.23C) but Mg2+ partitioning that exhibits the supersaturation
dependence observed by Mavromatis et al. (2013) (Figure B6C). As will be discussed in more
detail below, the lower sensitivity to inhibition in higher supersaturation solutions observed
experimentally could be linked to processes not accounted for in the ion-by-ion framework
such as incomplete dehydration of Mg2+ at faster growth rates, so we avoid making mecha-
nistic deductions based on the inhibition supersaturation dependence alone.

We have thus far demonstrated that our observations of Mg-calcite precipitation dynam-
ics can be captured by an ion-by-ion model of calcite growth in which growth is limited by
Mg2+ desolvation kinetics and that assuming Mg2+ also exhibits slow detachment kinetics
from kink sites brings the modeled inhibition supersaturation sensitivity closer to that ob-
served experimentally. Importantly, the inhibition and partitioning behavior observed here
can also be captured by a carbonate kink blocking mechanism similar to that invoked for
Mn2+. Figure 3.24 shows modeled growth rate, KMg, and �44/40Ca as a function of solution
{Mg2+}/{Ca2+} for growth inhibition driven by fast attachment of Mg2+, coupled to slow CO3

2-

attachment at Mg2+ kink sites, potentially due to slow surface dehydration of Mg2+. Us-
ing a step width that increases with {Mg2+}/{Ca2+} following the observations of Davis et al.
(2000b), Mg2+ must attach a factor of 5.5x faster than Ca2+, and CO3

2- must attach a factor
of 100x slower than Mg2+ (Table 3.5). This model scenario does an exceptionally good job
of capturing the bulk growth rate inhibition observed here (Figure 3.24A).

While faster attachment of Mg2+ than Ca2+ is inconsistent with free Mg2+ in solution
needing to fully dehydrate before attaching at a CO3

2- kink site, slow CO3
2- attachment
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A) B)

C) D)

Cation Desolvation Kink Blocking Scenario 1 Cation Desolvation Kink Blocking Scenario 2

Cation Desolvation Kink Blocking Scenario 3 Carbonate Kink Blocking

Figure 3.23 – Predicted sensitivity of Mg2+ growth rate inhibition to supersaturation for the
different inhibition mechanisms explored. Inhibition intensity as a function of {Mg2+}/{Ca2+} for
inhibition modeled as cation-desolvation driven kink blocking for A) scenario 1 (y0 scaled to
Davis et al. (2000b)), B) scenario 2 (thermodynamic y0), C) scenario 3 (y0 scaled to Davis et al.
(2000b)), and D) inhibition modeled as Mg2+ complex addition + carbonate kink blocking (y0
scaled to Davis et al. (2000b)). See Table 3.5 for model parameters.
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A)

B)

C)

Figure 3.24 – Ion-by-ion model prediction of bulk growth rate (A), Mg2+ partition coefficient
(B), and �44/40Cacalcite�fluid (C) as a function of {Mg2+}/{Ca2+} for Mg2+ inhibition of calcite
growth driven by Mg2+ complex addition and carbonate ion kink blocking. See Table 3.5 for
model parameters (y0 scaled to the observations of Davis et al. (2000b)).
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on Mg2+ kinks is consistent with recent atomistic simulations that emphasize the likelihood
of exceptionally slow Mg2+ dehydration on the calcite surface. In simulating the surface
hydration dynamics of calcite, dolomite, and magnesite, Reischl et al. (2019) found that
while Ca sites on the calcite surface exhibited a mean water residence time of ~2ns, not a
single exchange of a water molecule in the first hydration layer was observed over the Mg
sites of dolomite or magnesite over a 200ns long simulation. It is thus highly likely that
at least part of the kink blocking inhibition indicated by the invariant �44/40Ca is driven
by slow CO3

2- attachment on Mg2+ kinks due to surface dehydration rate limitation. In all
scenarios investigated here, kCO3Mg must be smaller than kCa by a factor of 5-100 (Table
3.5).

Regarding the possibility that Mg2+ could attach faster than Ca2+ (at least under some
conditions), we turn to observations of Mg isotope fractionation during calcite growth. In
inhibitor-free solutions, the magnitude of calcium isotope fractionation increases with in-
creasing growth rate (Figure 3.19). This trend is echoed by stable Sr2+ (AlKhatib and
Eisenhauer, 2017b) and Ba2+ (Mavromatis et al., 2020; von Allmen et al., 2010) fractiona-
tion during calcite precipitation. In contrast, both Mg2+ (Mavromatis et al., 2013) and Ni2+

(Alvarez et al., 2021) exhibit the opposite trend, with the largest magnitude fractionations
measured at the slowest growth rates (Figure 3.25). Like Mg2+, Ni2+ is considerably more
strongly hydrated than Ca2+; the water exchange frequency for the Ni2+-aquo ion is 5 or-
ders of magnitude slower than that of Ca2+. Mavromatis et al. (2013) and Alvarez et al.
(2021) interpret this rate dependence to represent the progressive incorporation of more hy-
drated Mg2+ species at faster growth rates, working from the premise that the incorporation
of incompletely dehydrated cations would lead to substantially less isotope discrimination.
This argument could be expanded to included the incorporation of Mg-complexes more
broadly, as density functional theory calculations suggest that the heavy 26Mg isotope par-
titions preferentially into aqueous Mg-carbonate complexes (Schott et al., 2016). Notably,
in the Mavromatis et al. (2013) dataset, the ionic strength co-varies with supersaturation
and growth rate, raising the possibility that some of the trend towards smaller magnitude
fractionations at faster growth rates could be driven by changes in the magnitude of 26/24Mg
discrimination during Mg2+ attachment (smaller magnitude ↵f ) in higher ionic strength so-
lutions (Figure 3.25). However, the Alvarez et al. (2021) experiments were run at a constant
ionic strength of 0.2M and the observed �60/58Ni rate dependence is markedly similar to
the �26/24Mg rate dependence observed by Mavromatis et al. (2013) (Figure 3.25).

This raises the possibility that at least some portion of Mg2+ is incorporated as a par-
tially hydrated or otherwise complexed species and that the proportion of complexed Mg2+

increases with precipitation rate. It is important to emphasize that the ion-by-ion frame-
work does not currently allow for this possibility; only the incorporation of fully dehydrated
monomer ions is considered. Thus the ’carbonate kink blocking’ scenario modeled in Fig-
ure 3.24 does not represent the variably hydrated impurity cation mechanism proposed by
Mavromatis et al. (2013) and Alvarez et al. (2021) but instead exemplifies an endmember
scenario in which all Mg2+ attaches rapidly at carbonate kink sites in the absence of the
kinetic barrier of complete Mg2+-aquo complex dehydration. Notably, the supersaturation
dependence of inhibition predicted by this model scenario is again opposite to that observed
experimentally (Figure 3.23D). However, if the Mg2+ and Ni2+ isotope trends are truly in-
dicative of higher levels of partially hydrated cation incorporation at faster growth rates,
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A) B)

Figure 3.25 – Variation in �26/24Mgcalcite�fluid (A) and �60/58Nicalcite�fluid (B) with growth
rate from inorganic calcite precipitation experiments of Mavromatis et al. (2013) and Alvarez
et al. (2021), respectively. In A, the marker size denotes solution ionic strength, which varied be-
tween 0.1-0.6M; larger markers correspond to higher ionic strengths. Both �26/24Mgcalcite�fluid

and �60/58Nicalcite�fluid exhibit a log-linear correlation with growth rate, opposite to that ob-
served for �44/40Cacalcite�fluid. Smaller magnitude fractionations are observed at faster growth
rates.

this also has important ramifications for the supersaturation dependence of inhibition by
Mg2+. For a given {Mg2+}/{Ca2+}, in lower supersaturation solutions we would expect that
a smaller proportion of Mg2+ is incorporated as a hydrated species, meaning that the full
kink-blocking potential of Mg2+ is expressed - kink propagation is inhibited by slow Mg2+

desolvation of both the aquo-complex and the subsequent Mg2+ kink site. But at the faster
growth rates experienced in higher supersaturation solutions, the incorporation of partially
hydrated Mg2+ circumvents the kinetic bottleneck of aquo-complex desolvation, leading to
lower levels of rate inhibition. Thus the incorporation of varying levels of partially hydrated
Mg2+ could help explain the inhibition sensitivity to supersaturation observed experimentally
(Figure 3.16D).

In all, the experimental observations and modeling undertaken here demonstrate that
Mg2+ inhibits calcite growth through a dominantly kink-blocking mechanism, but that mech-
anism is likely not as simple as ’the Mg2+-aquo complex dehydrates slowly relative to Ca2+’.
Instead, this likely represents one endmember scenario, seen in Mg-calcite growth at low su-
persaturations and net precipitation rates, where the kink-blocking potential of Mg2+ is fully
expressed. Kink propagation is limited by Mg2+ desolvation both during cation attachment
and subsequent desolvation of the Mg2+ kink site for CO3

2- attachment. But under other
solution conditions, Mg2+ desolvation during attachment at kink sites may not be kinetically
limiting due to the incorporation of hydrated Mg2+ complexes. This would lessen the extent
of inhibition and magnitude of Mg2+ isotope discrimination, but calcite growth would remain
significantly inhibited by the kinetics of CO3

2- attachment at Mg2+ kink sites. Further elu-
cidation of the nuances of this inhibition mechanism will require a combination of molecular
modeling, studies of paired isotope measurements under controlled solution conditions, and
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extension of our kinetic modeling frameworks to explicitly allow for non-monomer impurity
incorporation (Section 3.4.6).

3.4.5 Implications for interpretation of �44/40
Ca in natural systems

There is significant interest in using measurements of �44/40Ca in sedimentary carbonations
to reconstruct the isotopic and chemical characteristics of the precipitating fluid (Fantle
and Tipper, 2014). This requires knowledge of how various aspects of solution chemistry
dictate the magnitude of calcium isotope fractionation as well as a broader understanding
of the geochemical context in which the minerals were precipitated, including potential vital
effects, closed vs. open-system behavior, and any subsequent recrystallization (Ahm et al.,
2018; Higgins et al., 2018; Gussone et al., 2020). In Chapter 2, we demonstrated that
�44/40Cacalcite�fluid is less sensitive to solution stoichiometry than originally predicted, which
lends more confidence to interpretations of calcite saturation state and associated growth rate
from observed fractionations. In this chapter, we have demonstrated that, under the solution
conditions investigated here, inhibition of calcite growth through a dominantly kink-blocking
mechanism does not measurably influence �44/40Ca. Indeed, for a given supersaturation
�44/40Ca is independent of inhibition by Mg2+ or Mn2+. Calcium isotope fractionation may
thus be a useful tool for interpreting calcite supersaturation state, independent of growth
rate, in natural systems.

An important caveat is that most natural fluids are significantly more complicated than
the solution chemistries investigated here. �44/40Cacalcite�fluid is predicted to be independent
of growth rate inhibition only if the inhibition is driven by a mechanism that does not
substantially alter the solubility of the calcite lattice (thus increasing the Ca detachment
flux). The formation of more complex solid solutions could destabilize the mineral lattice in
ways that are difficult to predict. Unpacking how interactions between inhibitor ions (e.g.
Mg2+ and SO4

2- (Nielsen et al., 2016)) influence calcite growth mechanics also remains an
open area of investigation. Fortunately, the results of this work highlight that calcium isotope
fractionation, and more broadly stable isotope fractionation, can be used to interrogate the
mechanism by which these inhibitors act to inhibit growth - both alone and as part of more
complex solution chemistries.

The invariant �44/40Ca with increasing Mg2+ leads to two further inferences. First, the
difference in �44/40Ca between different calcite faces is likely to be small. Increasing fluid
and solid Mg led to progressive expression of the (110) and (100) calcite faces over the (104)
face (Figure 3.8) but did not yield measurably different �44/40Ca. This is in contrast to the
face-specific �44/40Ca in gypsum proposed by Harouaka et al. (2014). Second, the consis-
tent �44/40Ca observed here for experiment Mg7 despite significant precipitation of aragonite
may suggest that the �44/40Cacalcite�fluid and �44/40Caaragonite�fluid are more similar during
inorganic precipitation than previously believed. Additional data from well-controlled exper-
iments where calcite and aragonite are grown under identical solution conditions is required
to further elucidate the differences or lack thereof between calcium isotope fractionation into
calcite and aragonite.
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3.4.6 Expanding the microkinetic framework: non-monomer incor-

poration and beyond

The Mn2+ and Mg2+ partitioning and inhibition patterns observed here point towards non-
monomer incorporation of impurity ions during what appears to be otherwise largely classical
calcite growth. This implies that our kinetic frameworks need to explicitly include species
other than monomer growth units interacting with and ultimately being incorporated into
the mineral lattice. Specifically, our results suggest that for Mn2+ and Mg2+, cations more
strongly hydrated than Ca2+, the species being incorporated at kink sites may be an ion
pair, a variably hydrated aquo-complex, or even a larger polynuclear cluster. In the context
of the ion-by-ion framework, this will most obviously influence the calculation of kink-site
probabilities but could also have important implications for kink nucleation dynamics as
well as the magnitude of stable isotope fractionation given our current understanding of
cation-desolvation driven mass discrimination (Lammers et al., 2020).

Our observations regarding the importance of understanding y0 sensitivity to inhibitor
concentration as well as the apparent changes in growth mechanism with increasing solution
and solid Mn2+ also highlight the need to better constrain feedbacks between solution chem-
istry, interfacial energy, and step density. While it is more straightforward to predict step
velocities, scaling step velocities to bulk growth behavior hinges upon assumptions regarding
growth mechanism (i.e. simple spiral or 2D nucleation driven growth (Teng et al., 2000))
and step density. Both y0 and 2D nucleation rate are sensitive to the fluid-mineral interfa-
cial energy. Better parameterizing links between solution chemistry and interfacial energy is
thus a key component of linking micro-scale processes at the fluid-mineral interface to bulk
behavior and should be a significant focus of future work.

Finally, while we have demonstrated the utility of primary growth unit stable isotope
partitioning as a tracer of crystal growth processes, much more could be learned from the
fractionation behavior of trace constituents. The potential utility of using Mg2+ isotopes
to differentiate between inhibition mechanisms was alluded to here, but there are numerous
other cations and anions whose both inhibition and isotope fractionation behavior are of
geochemical interest, including Ni2+ (Alvarez et al., 2021), Ba2+(Mavromatis et al., 2020),
Sr2+ (Böhm et al., 2012; AlKhatib and Eisenhauer, 2017b), Zn2+(Mavromatis et al., 2019),
and SO4

2-(Barkan et al., 2020). Developing a comprehensive kinetic framework to describe
the fractionation of both primary growth units and trace constituents would both provide a
stronger theoretical foundation for interpreting the solution chemistry dependence of those
calcite-based proxies and provide important additional constraints on crystal growth dynam-
ics. Explicitly modeling multiple isotope systems at once would provide additional windows
into the surficial dynamics in complex solutions and help unravel interactions between in-
hibitor species. As described above, this will be complicated by the apparent need to account
for varying degrees of complexed species interaction with the growing calcite surface, but
additional experimental constraints including coupled bulk-growth and in-situ AFM studies
in addition to FTIR quantification of water incorporation could by help circumvent these
complications.
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3.5 Conclusions
The experimental observations reported here shed light on fundamental aspects of calcite
growth in complex solutions. Invariant calcium isotope fractionation during both manganese
and magnesium inhibition of calcite growth is indicative of dominantly kink-blocking inhibi-
tion behavior. For both cations, which are notably more strongly hydrated than Ca2+, trends
in inhibition, partitioning, and isotope fractionation are best explained by non-monomer in-
corporation of the trace constituent.

The strong growth rate inhibition coupled to large positive KMn observed at low {Mn2+}/{Ca2+}

cannot be explained by desolvation rate-limited attachment of Mn2+. Instead, our findings
suggest Mn2+ attaches to kink sites significantly faster than Ca2+, a pattern inconsistent
with the slower desolvation kinetics of the Mn2+-aquo complex. We thus posit that the dom-
inant Mn2+ species interacting with kink sites is not the free ion in solution but instead an
ion pair, hydrated species, or possibly larger polynuclear cluster. Growth kinetics are then
limited by a carbonate-based kink blocking mechanism, driven by slow re-orientation kinetics
of carbonate ions that have formed an inner-sphere complex with Mn2+ at the surface but
must reorient to incorporate into the lattice and/or slow surface desolvation of Mn-occupied
kink sites.

For Mg2+, we find that experimental trends are broadly consistent with growth inhibition
driven by slow Mg2+-aquo complex dehydration relative to Ca2+. However, that mechanistic
explanation likely represents one endmember scenario, seen in Mg-calcite growth at low su-
persaturations and net precipitation rates. During growth at faster net precipitation rates,
our findings are consistent with the incorporation of partially hydrated or otherwise com-
plexed Mg2+, as proposed by Mavromatis et al. (2013) and Alvarez et al. (2021) to explain
the rate dependence of Mg2+ and Ni2+ isotope fractionation during calcite growth. Under
these solution conditions, Mg2+ desolvation during attachment at kink sites may not be
kinetically limiting due to the incorporation of Mg2+ complexes, but calcite growth would
remain significantly inhibited by the kinetics of CO3

2- attachment at Mg2+ kink sites.
Taken together, these findings are evocative of a larger potential trend: that trace con-

stituent cations with aquo-complex desolvation rates significantly slower than the mineral
growth rate will be incorporated as a non-monomer species. Additional systematic studies
of divalent cation partitioning, inhibition, and stable isotope fractionation behavior of in-
hibitor cations spanning a range of hydration strengths (e.g. Ni2+ to Ba2+) for both calcite
and other mineral systems (e.g. sulfate and phosphates) will help test and refine this hy-
pothesis. If supported by findings in other mineral systems, this behavior would have major
implications not only for our understanding of the isotopic fractionation of trace species but
also fundamental aspects of crystal growth, from defect formation to the controls on the
transition from classical to non-classical growth pathways.
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Chapter 4

Unpacking controls on soil CO2
production along a climate gradient in

the Mojave Desert

Abstract
Carbon cycling in dryland ecosystems is increasingly recognized as an important component
of global carbon fluxes yet significant uncertainty remains regarding the primary controls
on surface-atmosphere CO2 exchange in these ecosystems. Here, we report measurements
of two years of meteorological and soil conditions (CO2 concentration, water content, and
temperature to 125cm depth) from soils along an elevation gradient in the Mojave Desert.
Observations include both inter- and under-canopy soils. We analyze this spatially and tem-
porally rich dataset of CO2 measurements in a production-diffusion framework to investigate
how the sensitivity of CO2 production to environmental conditions varies with depth in the
soil profile and spatially on scales of meters to kilometers. We find that the sensitivity of
CO2 production to temperature and water availability is not constant across the soil profile:
shallow soil layers (2.5-15cm depth) are significantly more water sensitive than deeper por-
tions of the soil profile. The sensitivity of soil CO2 production to temperature and water
availability also varies with elevation: CO2 production at the highest temperature, lowest
elevation site is substantially less temperature sensitive than the higher elevation sites, par-
ticularly in shallow regions of the soil profile (Q10 1.65-1.9 at the lowest elevation site vs.
2.7-3.5 at the mid- and high-elevation sites).

We demonstrate that soil CO2 production is generally well-described by temperature and
water content-dependent functions of shallow heterotrophic respiration that declines expo-
nentially with depth and autotrophic respiration that follows the root distribution profile.
Production-diffusion models driven by measured soil temperature and water content capture
CO2 dynamics throughout the soil profile, reflecting the soil carbon cycle response to both
transient intervals of enhanced moisture availability and seasonal changes in environmental
boundary conditions. However, we also document repeated episodes of significant nighttime
CO2 production in the shallowest soils of the more densely vegetated, higher elevation sites,
that are not associated with any measurable change in water content. We interrogate poten-
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tial mechanistic drivers for these nighttime CO2 pulses and argue that they may be driven
by the delivery of liquid water to the litter layer and surficial soils via water vapor deposi-
tion and potentially dew formation, which stimulates microbial respiration in the uppermost
centimeters of the soil profile. Altogether, these results highlight the highly dynamic nature
of soil respiration in arid ecosystems and provide important quantitative constraints on the
response of soil CO2 production to changing environmental conditions.

Parts of this chapter were previously published in Mills et al. (2020).

4.1 Introduction
Understanding how global soil carbon stocks and soil-atmosphere CO2 fluxes will respond
to both long-term climate change and shorter-term perturbations from land use change is
imperative for effective climate change mitigation policy (Crowther et al., 2016; Bradford
et al., 2016; Paustian et al., 2016). Soils represent the largest terrestrial repository of organic
carbon, with approximately 2400Pg C, equivalent to roughly 3 times the amount of carbon
currently contained in the atmosphere as CO2 (Jobbágy and Jackson, 2000; Batjes, 2014).
It has been estimated that 133Pg C has been lost from the top 2m of soil due to agricultural
land use over the course of human history (Sanderman et al., 2017), resulting in a large ’car-
bon debt’ that is the target of efforts to increase soil carbon stocks as a negative emissions
strategy (Paustian et al., 1997; Lal, 2004; Paustian et al., 2016; Soussana et al., 2019). The
storage of organic carbon in soils is determined by the balance of carbon inputs, generally
as plant biomass, and carbon losses, largely through heterotrophic respiration (Amundson,
2001). The response of heterotrophic respiration to rapidly changing environmental bound-
ary conditions in both managed and natural systems is thus a critical but highly uncertain
component of modeling future carbon cycle trajectories (Exbrayat et al., 2013; Bradford
et al., 2016; Bond-Lamberty et al., 2018).

Dryland soils are not particularly organic carbon-rich, but because they cover approx-
imately 40% of the terrestrial land surface (Schimel, 2010) they are potentially an under-
appreciated contributor to the Earth’s carbon and climate system. For example, recent
global biome model studies have demonstrated that the inter-annual variability in atmo-
spheric CO2 concentration is correlated to biosphere-atmosphere CO2 exchange in arid and
semi-arid regions (Poulter et al., 2014; Ahlström et al., 2015). Much of this year-to-year vari-
ability is thought to be driven by temperature and water availability effects on productivity
and respiration in drylands (Jung et al., 2017).

Testing and improving upon existing quantitative frameworks for modeling the interplay
between soil carbon cycling and environmental conditions in arid systems is thus an impor-
tant component of improving projections of climate-carbon feedbacks and future biosphere-
atmosphere CO2 exchange. But developing predictive models of carbon cycling in such highly
water-limited ecosystems is complicated by a number of factors. Biogeochemical cycling in
dryland systems is tightly linked to ephemeral episodes of substantial moisture availability
(Noy-Meir, 1973), meaning that small shifts in the magnitude and timing of precipitation
can lead to large changes in carbon dynamics (Reed et al., 2012). Dryland ecosystems are
also known for their spatial heterogeneity, where ’islands of fertility’ formed under shrub
canopies due to the preferential accumulation of carbon and nutrients (Charley and West,
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1975; Schlesinger et al., 1996; Pointing and Belnap, 2012) can have significant impacts on
localized soil respiration and CO2 fluxes (Wang et al., 2015; Tucker and Reed, 2016). In
addition, it is important to recognize that organic carbon is not the sole, and oftentimes not
the dominant, carbon phase present in arid soils (Schlesinger, 1982). Inorganic carbon in
the form of pedogenic carbonate comprises approximately 38% of the total global soil car-
bon pool (Lal, 2004; Eswaran et al., 2000; Hirmas et al., 2010), and is concentrated in arid
regions. The interplay between soil organic and inorganic carbon cycling and specifically
the influence of the soil carbonate system on CO2 dynamics is increasingly recognized as
a critical aspect of interpreting CO2 fluxes in arid systems (Parsons et al., 2004; Kowalski
et al., 2008; Roland et al., 2013; Rey, 2015; Wang et al., 2020).

4.1.1 Investigation goals

The second half of this thesis is part of a larger effort to build a predictive understanding
of coupled organic-inorganic carbon cycling in arid systems (Mills et al., 2020). This study
centers around a series of soils along a climate gradient in the Mojave Desert, termed a
climosequence (Jenny, 1941), which we equipped for long-term monitoring of meteorological
and soil conditions in January 2017. The Mojave Desert, located in the far southwestern
region of North America, is the smallest and driest of the North American deserts (Thomey
et al., 2014) and is experiencing rapid and widespread environmental change. Significant
warming has occurred over the past 100 years in the southwestern U.S., most markedly in
the Mojave region (Anderegg and Diffenbaugh, 2015). The aridification of western North
America is expected to proceed and accelerate in the next century, perhaps most severely in
the southwestern U.S. (Seager et al., 2013; Cook et al., 2015). Additionally, open shrubland
vegetation in the Mojave Desert region is being converted to solar energy facilities and other
developed landcover types (Soulard and Sleeter, 2012; Hernandez et al., 2015), accompanied
by substantial perturbations to soils, vegetation, and biogeochemical cycling. The potential
ramifications of this development are just beginning to be understood.

Our overarching goal with this work was to build a predictive understanding of how the
organic and inorganic carbon cycles in Mojave Desert soils will respond to both 21st cen-
tury climate change and acute land-use change perturbations. In this chapter, I focus on
interrogating the primary controls of soil CO2 production in these systems and developing a
quantitative framework to describe the sensitivity of soil respiration to environmental con-
ditions. In particular, I focus on developing a predictive understanding of CO2 production
throughout the soil profile, as well the meter- and kilometer-scale spatial heterogeneity of
that production. Historically, studies have primarily focused on monitoring CO2 fluxes at
the soil surface, which provide an integrated measurement of subsurface processes. Here, we
implement in-situ monitoring of soil temperature, water content, and CO2 concentration to
125cm depth to investigate the controls on CO2 dynamics throughout the full soil profile. We
find that variations in CO2 concentration with depth and through time are well-described
using a CO2 production-diffusion model driven by temperature and water-content dependent
heterotrophic and autotrophic respiration functions, but also identify and discuss anomalous
episodes of nighttime CO2 production that may have important implications for our un-
derstanding of the short-timescale dynamics of soil biogeochemical cycling in these highly
water-limited ecosystems.
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Creosote
Elevation 935m

Joshua Tree
Elevation 1240m

Pinon Juniper
Elevation 1600m

Increasing elevation, decreasing temperature, 
increasing precipitation

Figure 4.1 – Mojave study sites. Top: soil pit showing in-situ monitoring instrumentation.
Bottom: Climosequence sites along an elevation gradient spanning the three major Mojave
ecological zones.

4.2 Methods

4.2.1 Climate Transect in the Mojave National Preserve

In order to capture the spatial and temporal variability in soil carbon cycling in the Mojave,
in January of 2017, a series of sites along a climate/elevation gradient in the Mojave National
Preserve was sampled and instrumented for long-term monitoring of meteorological and soil
conditions. The sites are all located on late-Pleistocene granitic alluvium and encompass the
three major vegetation/ecosystem types in the Mojave: low elevation Creosote shrubland,
mid-elevation Joshua tree dominated shrubland, and a high elevation mixed Pinyon/Juniper
woodland (Figure 4.1). The lowest-elevation site is the hottest and driest site; mean annual
precipitation increases with elevation while temperature decreases with elevation (Table 4.1).

Each site was instrumented with a weather station recording measurements of air tem-
perature, pressure (278, Setra, Boxborough, MA, USA), relative humidity (HMP60, Vaisala
Helsinki Finland), solar radiation (PQS 1, Kipp and Zonen, Delft, The Netherlands), wind-
speed and direction (03002, R.M. Young, Traverse City, MI, USA), and precipitation (TR-
525M, Texas Electronics, Dallas, TX, USA) at 10 minute intervals. Three soil pits were
excavated to a depth of >1.3m at each site - one directly adjacent to the dominant vege-
tation (i.e. next to a creosote bush or joshua tree) such that in-situ sensors would record
the rhizosphere in close proximity to the above-ground biomass, and two on patches of in-
tercanopy bare soil. Soil horizons were identified and characterized in the field for root,
gravel, and carbonate content, after which approximately 2kg of soil from each horizon was
collected for further analysis. Soil samples were collected in ziploc bags, sealed in the field
and brought back to the laboratory. A bulk density core was taken at 5cm, 25cm, 50cm,
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Site Latitude Longitude Elevation (m) MAP (mm)† MAT (°C)†

Creosote 35.10613 -115.55074 935.4 156 18.3

Joshua Tree 35.16912 -115.480106 1252.7 185 16.4

Pinon-Juniper 35.195799 -115.347572 1601.1 224 14.5

Site Profile Vegetation Notes

Creosote
1 Interspace Adjacent to intact biological soil crust

2 Vegetated (primary) Adjacent to the canopy of a large creosote shrub

3 Mixed No CO2 measurement

Joshua Tree
1 Interspace

Deepest measurement at 80cm due to the
presence of an indurated layer at 90cm

2 Vegetated (primary) Adjacent to the canopy of a joshua tree.

3 Mixed No CO2 measurement

Pinyon Juniper

1 Mixed
Not true interspace;

adjacent to small shrubs and annual grasses

2 Mixed
Not true interspace;

adjacent to small shrubs and annual grasses

3 Vegetated (primary)
Adjacent to the canopy of a juniper shrub.

No CO2 measurement.

Table 4.1 – Climosequence site locations and profile descriptions. †Climate data are
1991-2020 normals generated with the ClimateNA v.7.00 software package, available at
http://tinyurl.com/ClimateNA (Wang et al., 2016).
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and 125cm. Vegetation cover and composition were quantified with five 50m random line-
intercept transects. Field descriptions as well as complete characterizations of soil physical
and chemical properties can be found in Appendix C.

Each soil pit was then equipped with in-situ sensors for volumetric water content, elec-
trical conductivity, temperature (CS615, Campbell Scientific, Logan, UT, USA), and soil
water potential (MPS6, Meter, Pullman, WA, USA) at depths of 5cm, 25cm, 50cm, and
125cm. These sensors were installed directly into the exposed wall of the soil pit where
the soil surface remained undisturbed. For two pits at each site, soil CO2 sensors were also
installed at the same depths. A cylindrical cavity was excavated 20cm into the exposed pit
face to accommodate a length of 1 inch diameter PVC tubing, which was coupled to a ver-
tical length of PVC tubing running to the soil surface by a 90-degree elbow. The pits were
then backfilled with soil and solid-state soil CO2 sensors (GMP 252, Vaisala Inc., Vantaa,
Finland) were lowered to the PVC elbow. The vertical PVC tubing was capped and sealed
with silicone sealant above the soil surface. Meteorological and in-situ soil sensor data were
logged at ten minute intervals with a Campbell Scientific data logger (CR1000, Campbell
Scientific, Inc., Logan UT, USA).

4.2.2 Ex-situ soil analysis

Soil samples were dried in a 50°C oven and sieved to separate the gravel size fraction from the
<2mm size fraction. Soil physical characteristics (water content, gravel content, and bulk
density) were measured for every soil pit. Creosote 1, Joshua Tree 3, and Pinyon Juniper
1 were selected as sparsely vegetated profiles at each site for further analysis. For these
pits, particle size distribution, bulk mineralogy, organic carbon and nitrogen content and
isotopic composition, carbonate content and isotopic composition, and soil water chemistry
(via saturated paste extracts) were characterized for each horizon.

Aliquots from the <2mm size fraction were ground to a fine powder in a mortar and
pestle. Bulk mineralogy was characterized using powder X-Ray diffraction. Samples were
analyzed on a PANalytical X-Pert Pro diffractometer equipped with a Co x-ray source; data
was collected between 3° and 100° 2✓. Peak fitting and identification was performed with
X’Pert HighScore Plus and phase abundance was estimated via the Reference Intensity Ratio
(RIR). Particle size distribution and saturated paste extracts were analyzed by the UC Davis
Analytical Lab using standard techniques.

4.2.2.1 Organic C, N content and isotope analysis

An aliquot of the ground sample was soaked in 0.5M HCl for 24 hours to remove any carbon-
ate and subsequently vacuum filtered (0.45mm nylon membrane filter) and washed 3x with
deionized water. Decarbonated samples were then oven dried at 50°C. Soil organic C and
N content and isotopic composition were measured by continuous flow dual isotope analysis
using a CHNOS Elemental Analyzer (vario ISOTOPE cube, Elementar, Hanau, Germany)
interfaced to an IsoPrime 100 mass spectrometer (Isoprime Ltd, Cheadle, UK) at the Cen-
ter for Stable Isotope Biogeochemistry at the University of California, Berkeley. Carbon
and nitrogen isotopic compositions are reported in standard delta notation as per mil (‰)
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deviations from Vienna Pee Dee Belemnite (VPDB) and atmospheric N2, with an external
precision of ± 0.10‰ and ± 0.20‰, respectively for 13Corganic and 15Norganic.

4.2.2.2 Carbonate content and isotopes

Soil carbonate content and isotopic composition were measured using a MultiCarb system
in line with a GV IsoPrime mass spectrometer in Dual Inlet at the Center for Stable Isotope
Biogeochemistry at the University of California, Berkeley. Carbon and oxygen isotopic com-
positions are reported in standard delta notation as per mil (‰) deviations from VPDB,
with an external precision of ± 0.05‰ and ± 0.07‰, respectively for 13Ccarb and 18Ocarb.

4.2.3 Data quality assurance and gap-filling

Soil pits were excavated and in-situ monitoring commenced in January, 2017 but the first 6
months of data were discarded as the soil returned to quasi steady-state after the excavation
disturbance and re-compacted, and initial issues with data collection were resolved. In cases
of subsequent instrument failure, we gap filled select data streams based on data from other
sites or profiles. For gaps in precipitation, soil temperature, volumetric water content, and
air temperature that were longer than one day, missing data were estimated using linear
regressions to equivalent measurements at the nearest site.

For the Creosote and Joshua Tree sites, we constrained our quantitative interpretation
of CO2 dynamics to September 2017-January 2019, when CO2 concentration measurements
were best calibrated and available throughout the profile. Robust CO2 measurements were
maintained through September 2019 at the Pinyon Juniper site, so two full years of data
were considered, accounting for a measurement gap from July 15, 2018 - August 22, 2018
due to instrument failure. CO2 dynamics were considered from August 1, 2017 - July 15,
2018 and September 1, 2018 - September 1, 2019 at that site.

4.2.3.1 Correcting VWC measurement temperature dependence

The volumetric water content sensors employed here are reflectometers that measure changes
in the dielectric permittivity of the soil (water is the main contributor to the bulk dielectric
permittivity). But the permittivity of water changes with temperature, so the VWC mea-
surement is also somewhat temperature sensitive. A single, well-defined correction for this
temperature dependence does not exist; the effect of temperature on the soil permittivity is
related to soil-specific properties such as porosity and permittivity. Here, we follow Saito
et al. (2009) and use the diurnal fluctuation in temperature and VWCmeasured during periods
where VWC is not changing rapidly to calibrate dVWC

dT as a function of water content. A
temperature-corrected VWC was then produced by subtracting dVWC

dT (VWC)*(T-25) from
the raw VWC data.

4.2.4 CO2 flux and production calculations

Assuming that CO2 production and transport via molecular diffusion are the dominant
processes controlling CO2 concentrations in a soil profile, the change in [CO2] with time at
a given depth z can be expressed as:
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"(z, t)
@C(z, t)

@t
= Ds(z, t)

@2C(z, t)

@z2
+ P (z, t) (4.2.1)

where C is the molar CO2 concentration (mol/m3), " is the air-filled porosity, Ds is soil
CO2 diffusivity (m2/s), and P is the CO2 production rate (mol/m3/s). Assuming the profile
is at steady-state, the left hand size of Eq. 4.2.1 is zero, meaning that CO2 production at
every depth is matched by diffusion:

P (z) = �Ds(z)
@2C(z)

@z2
⇡ �Ds(z)

C(z +�z) + C(z ��z)� 2C(z)

�z2
(4.2.2)

This allows for the calculation of a continuous CO2 production profile with depth from
continuous depth profiles of CO2 concentration and diffusivity. It should be noted that the
steady-state assumption does not hold generally, particularly during large transient CO2

production events driven by precipitation, but we use this to derive an initial estimate of
CO2 production and relax the steady-state assumption in a forward, time-dependent model
of CO2 dynamics in Section 4.2.6. Moreover, this production-diffusion framework does not
attempt to account for advective or convective transport of CO2 or for inorganic carbon
dynamics, assumptions that are considered in more detail in Chapter 5.

We calculate the soil CO2 diffusivity (Ds,m2/s) following Moldrup et al. (1999) (Eq. 7
in that work):

Ds = Da

�
�2
�✓ "

�

◆�⇤Fcp

(4.2.3)

where � is the porosity, " is the air-filled porosity (�-VWC), � is an empirically fitted
parameter taken to be 2.9, Fcp is the sand and silt content of the <2mm size fraction
(0  Fcp  1), and Da is the diffusivity of CO2 in air, corrected for temperature and
pressure:

Da = Da0

✓
T

293.15

◆1.75✓1.013 ⇤ 105

P

◆
(4.2.4)

where Da0 is 1.47*10-5 m2/s (Jones, 1992), T is the temperature in K, and P is the
pressure in Pa.

The CO2 flux across various layers in the soil profile (including the surface) can also be
calculated using flux gradient theory and Fick’s first law of diffusion:

F = �Ds(z)
@C(z)

@z
(4.2.5)

Fi = �
✓
Ds(zi) +Ds(zi+1)

2

◆
C(zi)� C(zi+1)

zi+1 � zi
(4.2.6)

Once Fi has been calculated for multiple depths in the soil profile, CO2 production can be
calculated from the difference between the fluxes across adjacent layers as a flux divergence
(Vargas et al., 2010b):
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Pi =
Fi � Fi+1

zi+1 � zi
(4.2.7)

where Pi is the soil CO2 production rate (mol/m3/s) between depths zi and zi+1.
Two approaches can thus be taken to calculate CO2 production: 1) a continuous CO2

production function can be estimated from interpolated diffusivity and CO2 concentration
data or 2) production can be estimated for discrete intervals of the profile using the flux
divergence method. Extensive testing was undertaken to determine whether various methods
for interpolating our discrete depth measurements of CO2 concentration and diffusivity could
yield higher-quality estimates of CO2 production than the flux divergence method. We
determined that no interpolation scheme (e.g. cubic spline, pchip - peacewise cubic hermite
interpolation, second or third order polynomial) could produce more reasonable estimates
of continuous CO2 concentrations with depth through time than simple linear interpolation
(Figure D1). In particular, splines fits tended to add unrealistic curvature to the interpolated
depth profile during periods of high production in shallow soils (e.g. following rain events)
while polynomial functions acted to damp [CO2] in the shallow profile during those intervals.

Moreover, the diffusive flux at depth zi (and thus production with this steady-state
assumption) is defined as the change in slope of the CO2 concentration profile at zi, divided
by �z. With a linear interpolation scheme, the slope is constant between discrete CO2

measurements. Meaning that the calculated CO2 production profile is zero everywhere except
at the measured depths, where the calculated value of production is a function of �z, i.e.
how finely the profile is discretized. Thus to produce a meaningful CO2 production value, the
production calculated at the measured depths must be averaged out over a relevant depth
interval, making calculation of CO2 production from a linearly interpolated continuous profile
practically equivalent to the flux divergence method. CO2 production calculated for different
soil depth intervals using the flux divergence method and interpolated profiles described
above are compared in Figure D2. The flux divergence method and linear interpolation yield
highly comparable results while the polynomial interpolation schemes vastly under-estimate
production in the shallow regions of the soil profile. As a final check, we compared the
CO2 surface flux to these CO2 production values, integrated over the measured portion of
the soil profile (Figure D3). In this computational framework, depth-integrated production
is equivalent to the net flux out of the soil, i.e. the CO2 surface flux. Depth-integrated
production is reasonably close to the calculated surface flux for all CO2 production methods
tested (Figure D3), but production calculated using the flux-divergence method yields total
production values that most closely match the observed surface flux. We thus use the flux
divergence method to estimate CO2 production over discrete soil depth intervals (2.5-15cm,
15-37.5cm, and 37.5-87.5cm) throughout this study.

4.2.4.1 Identification of anomalous nighttime pulses of CO2

As discussed in-depth in Section 4.3.5, at the higher elevation Joshua Tree and Pinyon
Juniper sites, we observed repeated pulses of CO2 in the shallowest soils (5cm depth) at
night that were not associated with rain events. These nighttime pulse events could not
be explained by our initial framework of CO2 production driven by temperature and water-
sensitive respiration functions (Section 4.2.6), as they occurred during the coldest part of
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the day and were not associated with any measurable change in water content. We thus
developed an algorithm to identify and remove the seemingly anomalous nighttime pulses
from the primary CO2 production dataset, and analyze the pulse events separately in Section
4.3.5.

Anomalous nighttime pulses were identified by comparing integrated CO2 production and
maximum CO2 production during the day (8am-8pm) vs. following night (8pm-8am) for ev-
ery diurnal cycle. This was driven by the rationale that, all else being equal, CO2 production
and thus concentration at night should not be substantially higher than that during the day,
due to the positive temperature dependence of both heterotrophic (Davidson and Janssens,
2006) and autotrophic (root) respiration (Palta and Nobel, 1989). Potential anomalous pulses
were identified on nights when a) no precipitation was recorded during either the daytime
or nighttime interval, and b) either the maximum night/day CO2 production ratio was >1.1
or the ratio of integrated nighttime to daytime production was >1. These candidate pulses
were then manually checked to remove any false positives or negatives and constrain the
precise timing of the pulse event. The results of this nighttime pulse identification are shown
in Figures D4 and D5 for the Joshua Tree 2 and Pinyon Juniper 2 soil profiles, respectively.

4.2.5 Analysis of dominant controls on daily CO2 production and

anomalous nighttime CO2 pulses: Decision trees

We employed decision tree analysis to examine the first-order controls on CO2 production
and how those controls vary with depth at a single site and between sites along the ele-
vation gradient (Safavian and Landgrebe, 1991; Vargas et al., 2010a). Decision trees are a
supervised machine learning method in which the value of the target variable is predicted
based on a series of simple decision rules inferred from the predictor variables provided.
A tree is constructed through an iterative process termed binary recursive partitioning in
which the training dataset is split into distinct clusters based on the predictor variable and
threshold that yield the largest information gain (or reduction in the chosen cost function)
(Safavian and Landgrebe, 1991). This yields a hierarchical series of decisions that allows for
interpretation of the explanatory nature of the predictor variables. Trees can be constructed
to predict either continuous (regression trees) or categorical (classification trees) variables.
Here, regression trees were trained to predict daily mean CO2 production using daily mean
values of soil temperature, volumetric water content, gross primary productivity (GPP, de-
rived from the MODIS 8-day dataset linearly extrapolated to daily values (Robinson et al.,
2018)), and vapor pressure deficit. Trees were capped at a depth of 3 and minimum node
size of 2 was used, meaning that a split would not occur unless 2 samples were contained
in the resulting cluster. This small minimum node size was used to allow for prediction of
transiently high values of CO2 production with rain events.

Decision trees were also used to interrogate potential mechanistic drivers of the nighttime
CO2 pulses observed at higher elevation sites (Section 4.3.5). A classification tree was trained
to predict the presence/absence of a nighttime pulse and a regression tree was trained to
predict the magnitude of the nighttime/daytime CO2 concentration ratio. In both, the
following predictor variables were used: nighttime mean GPP, soil temperature at 5 and
25cm, soil volumetric water content at 5 and 25cm, days since the last rain, the magnitude
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of the last rain, days since the last major rain (�10mm in a single day), the magnitude of the
last major rain, as well as maximum, minimum, and mean values of the nighttime dew point
temperature, relative humidity, air temperature, and the difference between air temperature
and the dew point. Trees were capped at a depth of 3 with a minimum node size of 2 and
the gini impurity was used as the split quality criterion. All decision tree analyses were
performed using scikit-learn in Python (Pedregosa et al., 2011).

4.2.6 Production-diffusion model of CO2 dynamics

The full time series of CO2 production over different depth intervals in the soil profile (at
10-minute time resolution) was analyzed in a regression framework to develop a predictive
parameterization of CO2 production as a function of soil conditions. Calculated CO2 pro-
duction was first fit to a quasi-mechanistic function that described production as a baseline
respiration flux (R0), scaled by functions of temperature and water content (Eq. 4.2.8):

R = R0 ⇤ f(T ) ⇤ f(✓) (4.2.8)

Functional forms that considered the influence of antecedent water content and primary
productivity were also examined. CO2 production calculated for shallow (2.5-15cm depth)
and deeper (15-37.5cm) portions of the soil profile were considered independently. A large
array of functional forms have been suggested to describe the sensitivity of soil respiration
to environmental conditions (c.f. Sierra et al. (2015) and references therein). We thus tested
5 different functions for both the temperature and water content scaling factors, including
making the temperature response sensitive to water availability and allowing for sensitivity
to antecedent moisture (Table 4.2). It is important to note that we employed measurements
of volumetric water content in this analysis as the indicator of soil moisture, instead of soil
water potential, as we obtained more complete and interpretable measurements from the
water content sensors. Models that employ both water content and potential have been
utilized to predict respiration dynamics; reactive transport models with a soil physics sub-
component generally utilize soil water potential as unsaturated flow is modeled in terms
of potentials (water flows from regions of high potential energy to lower potential energy)
(Simunek and Suarez, 1993). Here, we utilize the more commonly reported water content
(Vicca et al., 2012) but note that using water content instead of potential may not fully
represent the energy required for plants and microbes to extract water from the soil matrix
when limited moisture is available (Moyano et al., 2013; Sierra et al., 2015). We leave a
parameterization based on soil water potential for future work.

This yielded descriptions of the sensitivity of soil respiration to environmental conditions
for discrete depth intervals in the soil profile. In order to generate continuous predictions of
soil CO2 dynamics with depth and through time, we then fed those respiration functions into
a forward, time-dependent production-diffusion model of soil CO2 concentrations, driven by
measured temperature and water content data (Eq. 4.2.1). Importantly, the shallow and
deeper soil CO2 production were found to have distinct temperature and water content
sensitivities (Section 4.3.3.2), so in order to capture CO2 dynamics throughout the entire
soil profile, two respiration terms were incorporated into the production-diffusion model
(Section 4.3.4.1). The shallow-soil respiration function derived from fitting the 2.5-15cm CO2
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Function* Reference

Temperature Dependence

Arrhenius f(T ) = e

⇣
E0(T�T20)

RTT20

⌘

Simunek and Suarez (1993)

Lloyd and Taylor f(T ) = e
E0

⇣
1

T10�T0
� 1

T�T0

⌘

Lloyd and Taylor (1994)

Water-sensitive Lloyd and Taylor E0 = Eb ⇤ ✓/✓max (Cable et al., 2011)

Q10 f(T ) = a(T�T10)/10 Davidson and Janssens (2006)

Sigmoid f(T ) = a+

✓
1

b+c(T10�T

10 )

◆
Janssens et al. (2003)

Water Content Dependence

Linear or curvilinear f(✓) = bx+ (1� b)x2;x = ✓�✓0
✓max�✓0

Myers et al. (1982)

Exponential f(✓) = e(a⇤✓) Cable et al. (2011)

Exponential with squared term f(✓) = e(a⇤✓+b⇤✓2) Tang et al. (2005)

Gompertz f(✓) = e�e
(a�b⇤✓)

Janssens et al. (2003)

Antecedent water content f(✓) = e(a⇤moving average(✓,b)) Cable et al. (2011)

Productivity Dependence

Exponential f(GPP ) = e(a⇤GPP )

Table 4.2 – List of relationships between soil CO2 production (generally CO2 efflux) and soil
temperature/moisture content previously applied in empirical models and tested here. *Fitted
parameters are shown in red and further described in Table D1. In all cases, T is the soil
temperature in Kelvin and ✓ is the volumetric water content (cm3/cm3).

production data was taken to be representative of dominantly heterotrophic respiration in the
shallow layers of the soil profile, and assigned an exponentially declining depth dependence.
This nominally heterotrophic respiration was supplemented with an autotrophic (plant root)
respiration function with a depth dependence following the root distribution. The root
distribution at each site was derived from field measurements of root density (Tables C1-
C3), cross-checked against literature root distribution profiles for the dominant vegetation
type at each site (Kemp et al., 1997; Gutiérrez-Jurado et al., 2006; Garcia et al., 2011).
The best-fit deeper soil CO2 production function was used as the initial parameterization
of the temperature and water content sensitivity of this autotrophic respiration. The fitted
parameters were then re-optimized in the absence of a steady-state assumption using the
full forward, time-dependent model in order to better account for CO2 dynamics throughout
the entire 1.25m profile, instead of only the top 40cm. All optimizations were performed
by least-squares optimization using the scipy least_squares module in Python (Virtanen
et al., 2020); model performance was assessed using the coefficient of determination, root
mean squared error, and Akaike Information Criterion (AIC). The CO2 production-diffusion
model (Eq. 4.2.1) was solved by finite difference in Python, using an atmospheric upper
boundary condition of measured [CO2,atm] and a no-flux lower boundary.
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4.3 Results and Discussion

4.3.1 Site and soil characteristics

Two years of continuous monitoring of meteorological and soil conditions shed light on the
interplay between soil CO2 dynamics and environmental drivers across space and time in
Mojave Desert soils. Mean annual meteorological parameters for the September 2017-2019
monitoring interval for each of the climosequence sites are shown in Table 4.3. The first mon-
itoring year captured a relatively warm, dry year compared to long-term climate normals
(Table 4.1)1 with extended dry periods between the winter and summer monsoon seasons
while the second monitoring year captured a relatively cool, wet year with extended monsoon
intervals. In-situ measurements of soil water content, temperature, and CO2 concentration
for interspace soil profiles at each of the climosequence sites are shown in Figures 4.2-4.4;
comparable plots for the under-canopy profiles are shown in Figures D6-D8. Initial exami-
nation of this time series data reveals a number of general trends:

• Higher CO2 concentrations are observed with depth and with elevation, especially at
the more densely vegetated, higher elevation sites.

• CO2 production more closely follows the seasonal temperature cycle at the higher
elevation sites, particularly in deeper portions of the soil profile.

• Higher CO2 fluxes are observed in under-canopy versus intercanopy profiles, particu-
larly at the most arid Creosote site.

Now considering the mid-elevation, Joshua tree, site in further detail (Figure 4.3), we ob-
serve that in-situ CO2 concentrations are tightly coupled to concurrent soil temperature and
moisture availability. Moving forward in time from September 2017, CO2 concentrations de-
cline as the soil dries down over an extended (4-month) dry period, before rebounding with
the onset of the winter monsoon rains. But the most significant episodes of CO2 production
and thus highest concentrations throughout the profile are not observed until the summer
monsoon rains, at the peak of the seasonal temperature cycle. These data also highlight
the fact that water availability in the uppermost portions of the soil profile is highly dy-
namic, with transiently high water contents in response to rain events followed by markedly
low water contents (<1% VWC) over dry periods. In contrast, measured water content in
the deeper portions of the soil profile remains relatively constant through time, maintaining
higher VWC throughout the dry season but only receiving significant pulses of moisture dur-
ing the largest rain events. This is coupled to a significantly damped diurnal temperature
oscillation moving from surficial soils to >50cm depth. We quantitatively interrogate these
patterns through the lens of building a predictive understanding of CO2 production in arid
soils in the following sections.

The high spatial resolution dataset produced here also allows us to examine how soil
conditions vary both across sites (km-scale variability) and within sites (m-scale variability).
Box and whisker plots of soil hourly temperature, water content, CO2 concentration, and

1The high total precipitation for September 2017-2018 at the Creosote site is due to large rain events in
early September 2017 and August 2018.

109



Mean Annual Meteorological Conditions
Site Year Air Temp. (°C) Precipitation (mm) RH VPD (kPa)

Creosote Sept 2017-2018 19.36 177.4 28.18 1.98
Sept 2018-2019 18.24 133.5 33.08 1.86

Joshua Tree Sept 2017-2018 17.61 142.65 30.83 1.7
Sept 2018-2019 15.99 189.2 36.05 1.56

Pinyon Juniper July 2017-2018 14.76 170.5 33.42 1.38
Sept 2018-2019 13.16 272.1 40.09 1.25

Table 4.3 – Mean annual meteorological conditions measured at the climosequence sites from
September 2017-2019. RH: relative humidity; VPD: vapor pressure deficit.

A)

B)

C)

Figure 4.2 – Two years of in-situ monitoring data (10-minute resolution) from the bare-soil
profile at the most arid climosequence site, Creosote: A) soil CO2 concentration, B) volumetric
water content, and C) temperature. Colors denote depth in soil profile. Data from the under-
canopy soil profile at the same site is shown in Figure D6.
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A)

B)

C)

Figure 4.3 – Two years of in-situ monitoring data (10-minute increments) from the bare-soil
profile at the mid-elevation, Joshua Tree, site: A) soil CO2 concentration, B) volumetric water
content, and C) temperature. Colors denote depth in soil profile. Note the lowest measurement
depth in the soil profile is only 80cm due to the presence of a cemented hardpan which prevented
excavation past 90cm. Data from the under-canopy soil profile at the same site is shown in
Figure D7.
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A)

B)

C)

Figure 4.4 – Two years of in-situ monitoring data (10-minute increments) from the PJ-1
soil profile with mixed vegetation at the highest elevation, Pinyon Juniper, site: A) soil CO2

concentration, B) volumetric water content, and C) temperature. Colors denote depth in soil
profile. Data from the PJ-2 soil profile at the same site is shown in Figure D8.
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the diurnal temperature range with depth for the 9 profiles monitored are shown in Figure
4.5. As expected, median soil temperatures decrease monotonically with elevation across
the climosequence (Figure 4.5A) but remain relatively constant with depth and between
profiles at a single site; only slightly higher temperatures are observed in shallow layers
of under-canopy soil profiles. The magnitude of the diurnal temperature fluctuation (daily
maximum - minimum temperature), however, exhibits strong inter- and intra-site variability,
particularly in the shallow portions of the soil profile (Figure 4.5B). The daily temperature
range declines with elevation but is also significantly smaller in under-canopy profiles than
interspace or more sparsely vegetated sites. Intra-site differences in soil water content varies
between sites (Figure 4.5C). At the most arid site, the median water content is lowest in
the under-canopy profile, possibly due to root water uptake in the upper portions of the
soil profile. In contrast, under-canopy profiles exhibit higher median water contents and
a smaller range in VWC than interspace or more sparsely vegetated profiles at the higher
elevation sites, perhaps due to the influence of shading on evaporation or hydraulic lift
(Yoder and Nowak, 1999). Finally, as noted above, higher CO2 concentrations are observed
with increasing elevation and in under-canopy profiles, likely due to a combination of higher
autotrophic respiration and the concentration of organic carbon and nutrients in ’islands
of fertility’ surrounding shrub canopies (Charley and West, 1975; Schlesinger et al., 1996;
Pointing and Belnap, 2012).

4.3.2 Primary controls of daily CO2 production

In order to examine the first-order controls on CO2 production and how those controls
vary with depth at a single site and between sites along the elevation gradient, we trained
regression trees to predict measured CO2 production data on a daily timescale (Section
4.2.5). The goal of this exercise was to determine and visualize the key predictors of soil
CO2 production in the absence of assumptions regarding how various parameters influence
net production. A regression tree represents a hierarchical series of decisions where the
predictor variable and threshold that yield the largest information gain for predicting the
target variable are identified in each successive branch. The initial branches thus represent
the most ’information-rich’ series of delineations, thereby providing a visual description of
the key controls on CO2 production in these soils.

Regression trees were trained to predict measured daily CO2 production using soil tem-
perature, water content, vapor pressure deficit (kPa), and primary productivity (GPP, units
of gC/m2/8-day) as predictor variables. Trees were trained for each soil profile individu-
ally, examining production in both shallow (2.5-15cm) and deeper (15-37.5cm) soil layers.
Regression trees for the under-canopy soil profile at the mid-elevation Joshua Tree site are
shown in Figure 4.6A,B; the resultant model predictions are compared to measured data in
Figure 4.6C,D. In the shallow soil horizons (Figure 4.6A), water content is the first branch
point - high levels of production are predicted only for soils with >7% VWC. A temperature
filter is then applied in the next branch point: for moist soils, higher levels of production
are seen when the soil temperature is above 24°C. Water availability then again dictates
the production magnitude: production is highest when the soil temperature is above 24°C
and water content is >8%. In contrast, primary productivity is the first branch point for
the prediction of CO2 production in deeper soils (Figure 4.6B). The highest levels of pro-
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A)

B)

C)

D)

*

*

*

*

Figure 4.5 – Overview of spatial heterogeneity in soil conditions across the climosequence
sites. Box and whisker plots of hourly measurements of A) soil temperature, B) the diurnal
temperature range (daily maximum - minimum temperature), C) volumetric water content,
and D) CO2 concentration for two full seasonal cycles (date ranges in Table 4.3). *The deepest
measurement for the Joshua Tree interspace soil is 80cm.
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duction are predicted during high-productivity intervals (GPP > 76gC/m2/8-day) when the
soil temperature is above 19.4°C. Water content is not invoked in a decision until the third
branch point, where moderate levels of production are predicted for warm soils (temperature
> 20.7°C) with adequate moisture (VWC > 5%).

This pattern is echoed across sites. Truncated trees showing just the first two branch
points for vegetated and intercanopy soil profiles are shown in Figures 4.7 and 4.8, respec-
tively. Water availability is always the first decision when predicting daily CO2 production
in shallow soils; higher levels of production are predicted when adequate moisture is present
(>4.5-7% VWC). In contrast, soil temperature is the most important predictor of deeper soil
CO2 production at the most arid Creosote site, and GPP becomes an increasing important
predictor for the higher elevation sites, particularly for the under-canopy soil profiles. The
interspace profile at Joshua Tree is a notable exception to this trend, where deeper soil CO2

production is best predicted by water availability (Figure 4.8).
These results demonstrate first that both seasonal trends in CO2 dynamics and the

transient pulses of production in response to transient moisture availability can be well-
described by time-correlative measurements of soil and meteorological conditions, in addition
to remotely-sensed indicators of primary productivity (Figure 4.6C,D). Moreover, the first-
order controls on CO2 production are not constant with depth in the soil profile. Water
availability is always the most important determining factor for predicting CO2 production
in shallow layers of the soil profile. Moving deeper into the soil profile, concurrent water
content loses that dominant status. Soil temperature and primary productivity are generally
more predictive of CO2 production in deeper portions of the soil profile, perhaps signaling
a shift in the dominance of heterotrophic vs. autotrophic respiration with depth. The
density of microorganisms is often substantially higher in surface horizons than at depth
in the soil profile (Blume et al., 2002; Fierer et al., 2003b). Fierer et al. (2003b) reported
microbial densities 1-2 orders of magnitude higher near the soil surface than at 2m depth in
unsaturated mollisols; in some profiles the microbial density at 0-5cm depth was an order
of magnitude higher than that at 15-25cm depth. The relative importance of autotrophic
respiration vs. heterotrophic respiration almost undoubtedly changes with depth in these
soils, particularly in the vicinity of deeply-rooted, drought-adapted plants characteristic of
arid systems (Canadell et al., 1996; Hartle et al., 2006).

4.3.3 CO2 production regression analysis

The decision tree analysis of CO2 on a daily timescale provides insights into the primary
controls on soil CO2 production in these systems, and how those controls differ with depth in
the soil profile. We now set out to utilize the high temporal resolution dataset (10-minutely
measurements) to generate a continuous parameterization of CO2 production as a function
of soil conditions across the climosequence sites. We fit the calculated CO2 production
data for shallow (2.5-15cm depth) and deeper (15-37.5cm) portions of the soil profile to a
respiration function that describes CO2 production as a baseline respiration flux (R0), scaled
by physics-informed functions of environmental conditions (temperature, water availability,
and primary productivity - Section 4.2.6). This section discusses the selection of functional
forms to describe the sensitivity of respiration to soil conditions in these highly water-limited
ecosystems and how the temperature and water content dependence varies spatially across
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A)

B)

Shallow Soil CO2 Production

Deep Soil CO2 Production

C) D)Shallow Soil CO2 Production Deep Soil CO2 Production
R2 = 0.80 R2 = 0.74

Figure 4.6 – Regression trees predicting daily CO2 production in shallow (2.5-15cm depth, A)
and deep (15-37.5cm depth, B) soils in the vegetated profile of the mid-elevation, Joshua Tree
site. Orange coloration denotes higher predicted levels of CO2 production. C and D) Model
fits for the regression trees shown in A and B.
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the climate gradient and with depth in the soil profile.

4.3.3.1 Features inconsistent with production-diffusion framework: CO2 con-
sumption and nighttime pulses of CO2

The in-situ monitoring data revealed two patterns in CO2 production that are not readily
explained by the modeled temperature and water sensitive respiration functions: nighttime
pulses of CO2 at the mid to high elevation sites, and regular CO2 consumption at the most
arid site. At the Joshua Tree and Pinyon Juniper sites (less arid, more densely vegetated),
we observed repeated pulses of CO2 in the shallowest soils (5cm depth) at night, that were
not associated with any measurable change in water content. Those nighttime pulses were
removed from the dataset for the regression analysis presented here and are explored sep-
arately in Section 4.3.5. In contrast, at the lowest elevation site we document two types
of regular CO2 consumption, particularly in inter-canopy soils: periods of frequent negative
nighttime surface fluxes during the dry season and acute episodes of CO2 uptake associated
with rain events. These observations are explored extensively in Chapter 5.

4.3.3.2 Temperature and water sensitivity of shallow and deeper soils

We first consider models for CO2 production that are sensitive to concurrent temperature
and water availability alone. Initial testing demonstrated that observed production dynam-
ics were best described by functions with an Arrenhius-type temperature dependence and
that the Lloyd and Taylor functional form generally yielded slightly better fits than a sim-
ple Arrhenius dependence (Table 4.2). A sigmoidal temperature dependence was found to
yield the same quality of fit as Lloyd and Taylor, but the Arrhenius or modified Arrhenius
functional forms require fewer and more physically interpretable fitting parameters so we
did not further consider sigmoidal fits. The sensitivity of CO2 production to water content
was best captured by either a Gompertz or exponential-squared water content dependence.
The temperature and water content scaling factors (f(T ), f(✓) in Eq. 4.2.8) for models fit
with a simple Arrhenius temperature dependence and Gompertz water content dependence
are shown in Figure 4.9; comparable results for Lloyd and Taylor temperature dependence
shown in Figure D9. Fitted parameters and details on model goodness of fit are collated in
Tables D2-D4.

The Gompertz functional form models the water sensitivity of CO2 production as a true
reduction function; the value of the water content scalar varies between 0 and 1, approach-
ing those endmember values asymptotically (Figure 4.9B,D). An exponential water content
dependence, specifically one with a ✓2 term in the exponential (Table 4.2), has been used to
model CO2 production in semiarid ecosystems where water availability is a critical control
on carbon cycling (Tang et al., 2005; Vargas et al., 2010b). We found that models with
an exponential-squared water content dependence did generally produce the best fits to the
CO2 production data (Tables D2-D4). However, that functional form yields extreme, likely
over-fit water content scalars (Figure 4.10B,D). We thus employed a Gompertz water con-
tent dependence for the remainder of this analysis. Tucker and Reed (2016) also found that
soil respiration in a dryland ecosystem in Eastern Utah was best-described by an Arrhenius
temperature dependence (either simple exponential or Lloyd and Taylor) and a Gompertz
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A)
Shallow Soil CO2 Production

Deep Soil CO2 Production

B) C)

D) E) F)

Figure 4.9 – Regression results for shallow (A-C) and deep (D-F) CO2 production, using a
simple Arrhenius temperature dependence and Gompertz water content dependence: temper-
ature scaling factor (A,D), water content scaling factor (B,E), and baseline respiration (C,F).
Colors denote the soil profile (Table 4.1).

water content dependence.
Examining the fitted respiration functions, we now introduce two metrics to compare

the relationship between CO2 production and environmental conditions across sites and
with depth in the soil profile: Q10 and ✓0.01. Q10, the factor by which soil respiration
increases in response to a 10°C increase in temperature, is a commonly reported index of
temperature sensitivity (Fierer et al., 2006; Bond-Lamberty and Thomson, 2010). For a
given temperature, Ti, the Q10 for the Lloyd and Taylor temperature response function is
given by:

Q10,i = e
E0

⇣
1

Ti�5�T0
� 1

Ti+5�T0

⌘

(4.3.1)

Analogously, the Q10 for a simple Arrhenius temperature dependence is calculated as:

Q10,i = e
E0

R⇤T20

⇣
Ti+5�T20

Ti+5 �Ti�5�T20
Ti�5

⌘

(4.3.2)

where i is an individual time point. We report the Q10 of the mean soil temperature over
the time interval of interest but comparable results are obtained by computing the median
Q10 for all observations i.
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A)
Shallow Soil CO2 Production

Deep Soil CO2 Production

B) C)

D) E) F)

Figure 4.10 – Regression results for shallow (A-C) and deep (D-F) CO2 production, using
a Lloyd and Taylor temperature dependence and an exponential-squared water content de-
pendence: temperature scaling factor (A,D), water content scaling factor (B,E), and baseline
respiration (C,F). Colors denote the soil profile (Table 4.1).
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Q10

Profile
Model Fit Depth C1 C2 JT1 JT2 PJ1 PJ2

Arrhenius * Gompertz shallow 1.99 1.64 2.84 3.14 3.52 2.72
deep 1.81 1.66 4.03 2.07 2.51 2.66

LT * Gompertz shallow 2.09 1.71 2.98 3.53 5.13 3.05
deep 1.93 1.78 5.1 2.07 2.52 2.71

LT * e(a⇤✓+b⇤✓2) shallow 2.13 1.71 2.95 3.35 5.65 3.13
deep 1.92 1.81 5.59 2 2.64 2.6

LT * Gompertz*f(antedecent ✓) shallow 2.09 1.61 1.98 2.61 2.31 2.06
deep 2.01 1.84 3.86 3.86 3.43 2.53

✓ at which VWC scalar < 0.01
Model Fit Depth C1 C2 JT1 JT2 PJ1 PJ2

Arrhenius * Gompertz shallow 0.039 0.021 0.054 0.043 0.041 0.018
deep 0.001 0.008 0.036 0.033 0.039 0.039

LT * Gompertz shallow 0.036 0.02 0.054 0.046 0.036 0.017
deep 0.001 0.008 0.034 0.032 0.039 0.038

LT * Gompertz*f(antedecent ✓) shallow 0.036 0.021 0.053 0.029 0.035 0.017
deep 0.001 0.008 0.035 0.03 0.041 0.039

Table 4.4 – Calculated Q10 and water content threshold (✓0.01) for the CO2 production model
fits presented. The water content threshold is the volumetric water content (✓) at which the
Gompertz function becomes <0.01.

The threshold water content (✓0.01) for the Gompertz function is also reported as an
indicator of the water content at which water availability severely limits CO2 production.
The Gompertz function approaches 0 asymptotically, meaning that the water content scalar
never achieves a value of 0, so we define the threshold as the water content at which the value
of the Gompertz function drops below 0.01 (reducing the baseline respiration by a factor of
100).

Focusing first on the temperature sensitivity, we find that for Arrhenius + Gompertz
models, Q10 varies between 1.64-3.52 for shallow soil CO2 production and 1.66-4.03 for
deeper soil CO2 production (Table 4.4). These values span the range of commonly reported
Q10 for soil respiration (~1.6-4.6, c.f Fierer et al., 2006; Conant et al., 2008). The Q10’s
calculated for the Creosote site (⇠1.65 for the vegetated profile, ⇠1.9 for interspace soils) are
in good agreement with the Q10 of ⇠1.6 reported by Cable et al. (2011) for the Nevada FACE
facility (Jordan et al., 1999), located at a comparable elevation in the Mojave. Comparing the
temperature sensitivity across sites, we find that CO2 production at the highest temperature,
lowest elevation site is substantially less temperature sensitive than the higher elevation
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sites, particularly for shallow soils (Figure 4.9A,D). This may reflect thermal adaptation
of microbial respiration to the higher ambient temperatures experienced, as suggested by
Dacal et al. (2019) in a recent incubation study of 110 dryland soils. We do not observe a
significant difference in Q10 between shallow and deep soil CO2 production when production
is modeled solely as a function of concurrent temperature and water content.

Shallow and deep soil CO2 production, however, exhibit starkly different water content
sensitivities (Figure 4.9B,D). In the deeper soils, the water content scalar functionally acts
as a binary switch. For most of the water content conditions experienced by the soil profile,
the water content scalar is 1, meaning that water availability is not limiting (Figure 4.9D).
As low water contents are approached, the scaling function declines steeply towards zero,
yielding threshold water contents between ✓0.01 = 0.1-4%. In contrast, shallow soil CO2 pro-
duction is sensitive to water content for the entire range of moisture conditions experienced
(Figure 4.9B), indicating a much stronger dependence on water content than deeper soils.
Intriguingly, for the lowest and mid-elevation sites, the threshold water content (✓0.01) is
substantially higher in shallow soils than deeper soils (Table 4.4). This may again reflect a
shift in the dominance of heterotrophic vs. autotrophic respiration with depth, if microbial
activity becomes severely limited, either through desiccation or limitations in solute diffusion
as the water-filled pore space becomes discontinuous at low water potentials, while drought-
adapted plants are able to continue extracting water from the soil matrix (Manzoni et al.,
2012).

Adding sensitivity to GPP and antecedent water content to the CO2 production model
generally led to marginal improvements in model fit (Tables D2-D4). Figure 4.11 shows
regression results for best-fit models incorporating the influence of antecedent water content.
In shallow soil horizons, CO2 production is best-fit by a negative exponential antecedent
water content dependence at all sites (Figure 4.11C), meaning that lower levels of CO2 pro-
duction are predicted for soils that have experienced high water content conditions over the
past 1-4 weeks. Previously high moisture conditions thus damp shallow soil CO2 production,
or conversely, the highest levels of CO2 production in response to elevated water content oc-
cur following a previously dry period. This is consistent with ’Birch effect’ pulses of CO2

production in response to soil rewetting following drought conditions commonly observed in
seasonally dry climates (Birch, 1964; Jarvis et al., 2007; Unger et al., 2010). In contrast,
deeper soil CO2 production is often best-fit by models with a positive antecedent water con-
tent dependence, implying that previously wet conditions enhance CO2 production. This
differential response to antecedent moisture conditions is again plausibly consistent with a
shift from dominantly heterotrophic to autotrophic respiration with depth in the soil profile,
as plant vitality and thus root respiration would be expected to be improved by previously
wet conditions.

Incorporating the influence of antecedent moisture also modifies the modeled temperature
sensitivity (Figure 4.11A,C), yielding lower predicted Q10 for the higher elevation sites. The
Q10 for shallow soil CO2 production falls between 1.6 and 2.6, bringing the temperature
sensitivity of the highest elevation site largely in line with that of the lowest elevation profiles
(Figure 4.11A). Deeper soil CO2 production also exhibits significantly higher temperature
sensitivities on average (p = 0.034, one-tailed t-test) than shallow soil production (Table 4.4).
This is consistent with previous findings of more highly temperature sensitive heterotrophic
respiration in subsurface soils (>20cm depth) relative to surficial soils (Fierer et al., 2003a;
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A)
Shallow Soil CO2 Production

Deep Soil CO2 Production

B) C)

D) E) F)

Figure 4.11 – Regression results for shallow (A-C) and deep (D-F) CO2 production, using
the best-fit temperature and water content dependence, allowing for the influence of antecedent
water content: temperature (A,D), water content (B,E), and antecedent water content scaling
factor (C,F). Colors denote the soil profile (Table 4.1) and legend in C and F indicates the
length of the moving average window.

Yan et al., 2017). Explanations for the shift in the temperature sensitivity of heterotrophic
respiration include changes in the lability of the organic carbon pool (Conant et al., 2008)
and physio-chemical characteristics of the pedogenic environment (Matteodo et al., 2018),
but the higher temperature sensitivity of total CO2 production observed here could also
potentially reflect a higher Q10 for autotrophic respiration (Boone et al., 1998).

4.3.4 Predictive modeling of CO2 production throughout the soil

profile

In the previous sections we demonstrated that the sensitivity of CO2 production to en-
vironmental conditions varies with depth and developed quantitative descriptions of CO2

production for discrete depth intervals of the soil profile. Here we build on that understand-
ing to generate predictions of CO2 dynamics over the entire soil profile through time. To do
so, we incorporate the temperature and water sensitive CO2 production functions derived
in Section 4.3.3.2 into a forward, time-dependent production-diffusion model (Eq. 4.2.1),
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driven by measured temperature and water content data.

4.3.4.1 Reconciling the differential environmental sensitivity of shallow and
deep production: Two respiration terms

The variable temperature and water sensitivity with depth presents a challenge - CO2 dy-
namics throughout the entire profile cannot be modeled with a single production term. The
model must account for the fact that the respiration which dominates surface soils is distinct
from that of the deeper profile. We achieve this by positing that total soil CO2 production is
comprised of a shallow respiration component that declines exponentially with depth and a
deeper respiration component that follows the root distribution profile. This is functionally
assigning a heterotrophic and autotrophic respiration term, and for simplicity we will refer
to the two CO2 production terms as such, but it is important to note that we have not at-
tempted to experimentally differentiate microbial vs. plant root-derived CO2 (Hanson et al.,
2000). The autotrophic vs. heterotrophic distinction is simply used as a modeling framework
here, though as discussed above, many of the patterns observed regarding the sensitivity of
shallow vs. deeper soil CO2 production to environmental conditions are consistent with sur-
face soils dominated by highly water-sensitive heterotrophic respiration, accompanied by a
shift to dominantly autotrophic respiration down profile. Microbial activity is often concen-
trated near the surface in desert soils (Fierer et al., 2003b; Cable et al., 2009; Pointing and
Belnap, 2012) while autotrophic or plant-root respiration should follow the root distribution
(Simunek and Suarez, 1993).

The shallow-soil respiration function derived from fitting the 2.5-15cm CO2 production
data was taken to be representative of dominantly heterotrophic respiration in the shallow
layers of the soil profile, and assigned an exponentially declining depth dependence (Eq.
4.3.3, where z̄=0.05m). For the purposes of this modeling effort, we utilize CO2 production
functions that are only sensitive to instantaneous temperature and water content at the
given depth, as functions sensitive to present conditions were found to explain most of the
variation in production (Tables D2-D4) and incorporating sensitivity to GPP or antecedent
moisture led to only marginal improvements in model predictions.

Rheterotrophic(z, t) = R0 ⇤ e�z/z̄ ⇤ f(T (z, t)) ⇤ f(✓(z, t)) (4.3.3)

Rautotrophic(z, t) = R0 ⇤ f(z) ⇤ f(T (z, t)) ⇤ f(✓(z, t)) (4.3.4)

where R0 is the baseline respiration (µmol/m3/s), z is the depth (m), z̄ is the e-folding
depth (m), f(z) is the normalized root distribution profile, and f(T ) and f(✓) are the
temperature and water content scaling factors, respectively (Table 4.2).

The autotrophic respiration function was parameterized initially with the temperature
and water content sensitivity derived from fitting the deeper soil CO2 production data and
assigned a depth dependence following the normalized root distribution profile (Figure 4.12,
Eq. 4.3.4). The fitted parameters for the temperature and water-content scaling functions
of autotrophic respiration were then re-optimized using the full forward, time-dependent
model in order to relax the steady-state assumption and better account for CO2 dynamics
throughout the entire 1.25m profile, instead of only the top 40cm.
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A) B)

Figure 4.12 – Depth dependence of modeled CO2 production functions. The shallow-soil het-
erotrophic respiration term declines exponentially with depth (Eq. 4.3.3) while the autotrophic
respiration term follows the measured root distribution profile at each site.

In the following section, we use the time-dependent CO2 production-diffusion model to ex-
amine how environmental conditions dictate CO2 production and ultimately soil-atmosphere
CO2 exchange across space and time in these Mojave Desert soils.

4.3.4.2 Predictive modeling of CO2 dynamics throughout the soil profile

Soil CO2 dynamics throughout the soil profile are well-captured by the production-diffusion
model driven by temperature and water-content sensitive respiration terms. Model results
for a representative profile from each site are shown in Figures 4.13, 4.14, and 4.15 for the
interspace Creosote profile, vegetated Joshua Tree profile, and mixed shrub/grass Pinyon
Juniper profile (PJ1), respectively. Results for the vegetated Creosote profile and interspace
Joshua Tree profile are shown in Figures D10 and D11. The PJ2 profile was not modeled
further as a non-negligible percentage of total shallow-soil CO2 production occurred during
anomalous nighttime pulse events; this is further explored in Section 4.3.5. Fitted parameters
and indicators of temperature and water content sensitivity are compiled in Table 4.5.

Examining results for the vegetated Joshua Tree profile in more detail (Figure 4.14), we
find that the temperature and water content sensitive respiration functions replicate observed
patterns in CO2 concentration over time and with depth, capturing both the pulses of CO2

following precipitation events and the longer-term seasonal cycle (Figure 4.14A). Figure
4.14B demonstrates how the modeled CO2 production responds to seasonal environmental
drivers. September 2017 - early January 2018 represents an extended dry period during
which the soils dried down following the 2017 summer monsoon rains (Figure D7). During
this interval, the highly water sensitive heterotrophic respiration in shallow soils (5cm depth)
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declined by 2 orders of magnitude before rebounding with the onset of winter monsoon
rains in January 2018. This pattern is repeated throughout the year, as the re-wetting
of near-surface soils drives (multiple) order of magnitude increases in CO2 production via
heterotrophic respiration. In contrast, the autotrophic respiration largely responsible for
production throughout the rest of the profile is more consistent throughout the year, largely
following the seasonal temperature signal.

Two additional general trends are apparent. First, the models tend to under-estimate
the maximum magnitude of the CO2 pulse in shallow soils following precipitation events.
Fully capturing heterotrophic respiration dynamics during soil re-wetting likely requires a
more explicit representation of soil organic carbon dynamics, including the accumulation of
labile organic carbon over extended dry periods that can be readily accessed by microbes
following moisture delivery (Zhang et al., 2014). However, the simple framework presented
here captures overall soil CO2 dynamics well and requires knowledge of only 2 parameters:
soil temperature and water content, both of which are regularly modeled. Second, the
production-diffusion model does not capture the magnitude of the shallow soil diurnal CO2

oscillation (5cm depth) during dry intervals, particularly at the most arid Creosote site
(Figure 4.13A). This observation is explored through the lens of potential abiotic contributors
to CO2 exchange in Chapter 5.

The temperature and water content sensitivity of heterotrophic and autotrophic respi-
ration derived from modeling CO2 dynamics across the complete soil profile are compared
in Figure 4.16. As observed above, heterotrophic respiration at the lowest elevation site is
significantly less temperature sensitive than at the higher elevation sites, potentially due to
thermal acclimation of soil microbial communities to the higher ambient temperatures expe-
rienced (Bradford et al., 2019; Dacal et al., 2019). The thermal sensitivity of autotrophic res-
piration, in contrast, is similar across sites (Figure 4.16B), with Q10’s ranging from 1.63-2.36
(Table 4.5). However, the autotrophic respiration responsible for the bulk of respiration in
the deeper portions of the soil profile is found to be less temperature sensitive than the domi-
nantly surficial heterotrophic respiration at all sites. While some studies that have attempted
to experimentally differentiate between heterotrophic and autotrophic respiration through
field manipulations (e.g. trenching plots to exclude plant roots) have reported significantly
higher temperature sensitivities for autotrophic respiration (e.g. Boone et al., 1998), many
others report negligible differences in the Q10’s of heterotrophic and autotrophic respiration
(Bhupinderpal-Singh et al., 2003; Irvine et al., 2005; Högberg, 2010; Schindlbacher et al.,
2009). In a seasonally dry Ponderosa pine plantation, Tang et al. (2005) find autotrophic
respiration to be less temperature sensitive than heterotrophic respiration, a pattern they
attribute to the thermal acclimation of root respiration (Atkin and Tjoelker, 2003). We
thus note that while our observations are consistent with less temperature sensitive au-
totrophic respiration, experimental manipulations aimed at parsing apart the contributions
of autotrophic and heterotrophic respiration (Hanson et al., 2000) are required to definitively
attribute the lower temperature sensitivity observed for deeper soils to root respiration.

The autotrophic and heterotrophic respiration functions derived here also differ substan-
tially in their sensitivity to water content (Figure 4.16). As observed above, we find that
the water content scaling function largely acts as an ’on/off’ switch for the autotrophic res-
piration largely responsible for CO2 production in deeper soils. Heterotrophic respiration is
found to be sensitive to water availability over a wider range of water contents, particularly
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B)

Figure 4.13 – CO2 production-diffusion model results for the interspace profile at Creosote
(C1): A) measured (blue) versus modeled (red) CO2 concentrations and B) modeled het-
erotrophic (black) and autotrophic (green) respiration functions.
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Figure 4.14 – CO2 production-diffusion model results for the vegetated profile at Joshua
Tree (JT2): A) measured (blue) versus modeled (red) CO2 concentrations and B) modeled
heterotrophic (black) and autotrophic (green) respiration functions.
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B)

Figure 4.15 – CO2 production-diffusion model results for the mixed shrub/grass profile at
Pinyon Juniper (PJ1): A) measured (blue) versus modeled (red) CO2 concentrations and B)
modeled heterotrophic (black) and autotrophic (green) respiration functions.
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A) Heterotrophic Respiration

B) Autotrophic Respiration

Figure 4.16 – Temperature and water content sensitivity of heterotrophic (A) and autotrophic
(B) respiration derived from modeling CO2 dynamics across the complete soil profile. Colors
denote the climosequence site (Table 4.1).

at the higher elevation sites. Autotrophic respiration at the lowest elevation, most arid site
is predicted to maintain non-negligible respiration rates to very low water contents (Table
4.5), in line with the ability of drought-adapted desert shrubs like larrea tridentata (creosote)
to extract water from the soil matrix at very low pressure heads (up to -12MPa or -1200m
(Pockman and Sperry, 2000)).

4.3.5 Exploring nighttime pulses of CO2: Respiration driven by

non-rainfall moisture?

In the previous sections we demonstrated that, in general, CO2 dynamics across depth and
time in these Mojave soils are well-described in a production-diffusion framework with tem-
perature and water-content dependent microbial and root respiration terms. However, we
also observed significant nighttime CO2 pulse events at the higher elevation sites that are
not predicted by the temperature and water-content sensitive model (Figure 4.17). The
seemingly anomalous shallow-soil pulse events observed at the vegetated Joshua Tree profile
are highlighted in Figure 4.17. There are a number of intervals, following rain events with
a lag time of days to weeks, where large magnitude CO2 production events are observed at
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Shallow soil, heterotrophic respiration
Parameters

Temperature scalar VWC scalar Q10 ✓0.01

Profile Functional Form R0 E0 T0 a b

C1 LT * Gompertz 8.06 63.66 264.74 3.65 58.82 2.33 0.036
C2 LT * Gompertz 24.34 83.81 254.94 2.34 39.57 1.82 0.02
JT1 LT * Gompertz 20.48 965.79 197.65 5.65 76.70 2.92 0.054

Arrhenius * Gompertz 69.73 74.03 - 5.70 77.28 2.83 0.054
JT2 LT * Gompertz 61.95 136.98 259.22 2.31 17.25 3.50 0.046
PJ1 LT * Gompertz 18.60 106.87 262.40 2.22 19.09 3.32 0.036

Deeper soil, autotrophic respiration
Functional Form R0 E0 T0 a b Q10 ✓0.01

C1 LT * Gompertz 0.09 62.37 263.47 1.56 59.70 2.13 0.0006
C2 Arrhenius * Gompertz 0.10 34.97 - 7.01 352.72 1.63 0.016
JT1 Arrhenius * Gompertz† 0.43 58.76 - 10.81 262.77 2.36 0.035

Arrhenius * Gompertz 0.46 61.20 - 9.52 228.84 2.36 0.035
JT2 LT * Gompertz 0.13 46.82 267.25 3.12 89.29 2.13 0.018
PJ1 Arrhenius * Gompertz 0.36 38.85 - 11.55 287.75 1.73 0.035

Table 4.5 – Fitted parameters and calculated Q10 and water content threshold (✓0.01) for
the autotrophic and heterotrophic CO2 production functions used to model the complete soil
profile. †Autotrophic respiration for the JT1 soil profile using a simple Arrhenius temperature
dependence when heterotrophic respiration is modeled with a Lloyd and Taylor temperature
dependence.
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Site Date Range Number of nighttime pulses identified
Bare soil profile Vegetated profile

Creosote 9/12/2017 - 1/12/2019 0 0
Joshua Tree 9/12/2017 - 1/12/2019 7 25

Pinyon Juniper* 8/1/2017 - 9/1/2019 1 - PJ1 94 - PJ2

Table 4.6 – Number of nighttime CO2 pulses identified at each site. *At the Pinyon Juniper
site, both PJ1 and PJ2 soil profiles are located adjacent to mixed shrub/grass vegetation (Table
4.1).

5cm depth but the model predicts no increase in CO2 concentrations (Figure 4.17A). Exam-
ining one of these pulse events more closely, it becomes evident that the model captures the
regular diel cycle of CO2 observed, with concentrations coming to a peak in the afternoon
and then decreasing to a minimum near sunrise (Figure 4.17B). But on certain days, the
regular diel pattern of shallow-soil [CO2] is followed by a large spike in [CO2] starting in the
early evening and coming to a peak in the hours before sunrise. This behavior was initially
quite puzzling, as [CO2] peaks when temperatures are near the daily minimum and the pulse
events are not associated with a measurable change in water content at 5cm depth (Figure
4.17C). In the following sections we describe the frequency, magnitude, and thus relevance
of these nighttime CO2 production events to overall soil-atmosphere CO2 exchange in these
systems, and interrogate their predictability in the context of potential driving mechanisms.

4.3.5.1 Frequency and magnitude of anomalous nighttime pulse events

At each site, anomalous nighttime pulse events were identified based on an algorithm com-
paring integrated or maximum CO2 production during the day vs. following night for each
diurnal cycle (Section 4.2.4.1). Nighttime pulse events were only identified at the higher
elevation sites; zero nighttime pulse events were observed over the 15-month monitoring in-
terval at the lowest elevation Creosote site (Table 4.6). At the mid-elevation Joshua Tree site,
nighttime pulse events were far more common in the vegetated soil profile (25 pulses identi-
fied) than the interspace profile (7 pulses identified). By far the most nighttime pulse events
occurred in the PJ2 soil profile, with 94 pulse events identified over the 2-year monitoring
period (Table 4.6). Notably, only 1 anomalous pulse event was recorded at the neighboring
PJ1 profile, hinting at a highly spatially heterogeneous process.

The question then becomes: do these nighttime pulse events actually matter for our
understanding of carbon cycling and CO2 exchange in these systems? We approach this
question first by quantifying the proportion of the total CO2 surface flux over the monitoring
interval that occurred during nighttime pulse events (Table 4.7). At the Joshua Tree site,
the total integrated surface flux from the under-canopy soil profile (JT2) was slightly higher
than that from the interspace profile (13.24 vs. 13.07 mol/m2). However, 12.3% of the total
surface flux from the under-canopy soils occurred during nighttime pulse events while only
3% of the surface flux from the interspace profile was derived from nighttime pulse events.
At Pinyon Juniper, the total integrated surface flux was again similar between the PJ1 and
PJ2 profiles, but 26% of that surface flux occurred during nighttime pulse events in the PJ2
profile.
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C)

A) B)

2017

2017

Figure 4.17 – Observations of seemingly anomalous nighttime CO2 pulses in shallow soils (5cm
depth) of the vegetated profile of the Joshua Tree site. A) Time series of measured (blue) vs.
modeled (red) soil CO2 concentration at 5cm depth, with intervals containing significant CO2

production events not captured by the temperature and water content sensitive respiration
model circled in black. B and C) Soil CO2 concentration, temperature, and water content
during the first interval highlighted in panel A.
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Profile Total CO2 surface flux Surface flux Surface flux
without nighttime pulses during pulse events

units mol/m2 mol/m2 mol/m2 (% of total)
Pinyon Juniper*
PJ1 22.73 22.62 0.12 (0.5%)
PJ2 21.99 16.19 5.79 (26%)

Joshua Tree
JT1 13.07 12.72 0.36 (3%)
JT2 13.24 11.61 1.63 (12.3%)

Creosote
C1 5.3 5.3 0
C2 15.95 15.95 0

Table 4.7 – Contribution of nighttime pulse events to total surface flux. *Note, this reflects
two full years of surface flux at the Pinyon Juniper site but only 15 months at the Joshua Tree
and Creosote sites (Table 4.6). At Pinyon Juniper, the surface flux is integrated from August
1, 2017 - July 15, 2018 and September 1, 2018 - September 1, 2019 due to a gap in monitoring
July-August 2018 due to instrumentation issues.

These observations lead to two initial inferences. First, they provide strong supporting
evidence that the observed nighttime pulse events are a real phenomenon and not an instru-
ment artifact. Without the nighttime pulse events, the integrated surface flux of the PJ2
profile would be 28% lower than the neighboring PJ1 profile, and that of the under-canopy
profile would be 9% lower than of the interspace profile at Joshua Tree, an unlikely scenario
given that soil respiration is often considerably higher adjacent to vegetation due to the con-
centration of carbon and nutrients as well as greater contribution from root respiration (c.f.
Barron-Gafford et al., 2011). Second, they suggest that the relevance of the nighttime pulse
events is dictated by the time and spatial scale of interest. Understanding and predicting the
frequency of the nighttime pulses appears to be of limited importance to the quantification
of ecosystem CO2 exchange or surface fluxes on an annual or seasonal timescale, if surface
fluxes are continuously monitored. Integrated surface fluxes for the two profiles were within
1% and 3% at Joshua Tree and Pinyon Juniper, respectively, despite one profile at each
site having a significantly higher incidence rate and total magnitude of CO2 derived from
nighttime pulse events. It is thus possible that the carbon being respired during these inter-
vals is derived from labile organic matter in the litter layer or surficial soils that forms the
basis of a readily reactive soil carbon pool with a high probability of being respired over the
seasonal cycle. Meaning that transiently high CO2 production during nighttime pulse events
is compensated by lower production throughout the rest of the wet season due to the decline
in the labile organic carbon pool, limiting the influence of nighttime CO2 production on the
total annual surface flux. However, the nighttime pulse events are critical for understand-
ing high-frequency changes in soil solid, aqueous, and gas phase chemistry and the broader
ramifications for biogeochemical cycling. For example, a nighttime CO2 pulse generates very
high PCO2 conditions in near-surface soils at the coldest part of the day when carbonate
minerals are most soluble. The frequency and magnitude of this nighttime CO2 production
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thus has important implications for our understanding of soil carbonate chemistry and the
dissolution/reprecipitation dynamics of carbonate minerals (Breecker et al., 2009).

4.3.5.2 Mechanism scoping: correlation with environmental variables

We now turn to the question of the predictability and mechanism underpinning these night-
time pulse events. We begin by examining the incidence and magnitude of pulse events
against potential explanatory environmental variables. The ratio of maximum CO2 con-
centration during the nighttime vs. preceding daytime interval is used as a proxy for the
nighttime pulse magnitude that is somewhat normalized against the influence of seasonal
fluctuations in temperature and water availability. In the JT2 profile, this ratio of maxi-
mum nighttime/daytime [CO2] indicates that nighttime pulse events occur in a relatively
constrained parameter space (Figure 4.18): pulses occur during periods of high primary
productivity, closely following rain events (not more than 20 days past, with an average of
12) when the nighttime air temperature draws closer to the dew point than average, and
larger magnitude pulses are observed when there is higher nighttime relative humidity. Soil
and meteorological conditions during nights with and without nighttime pulse events are
compared in Table D5. Notably, nights where a nighttime CO2 pulse occurred had a statis-
tically significantly higher GPP; shorter time since the last rain event; lower vapor pressure
deficit and higher relative humidity; and a lower air temperature and difference between air
temperature and the dew point (Table D5). Indeed, examining the temporal evolution of
shallow-soil [CO2], air temperature, and relative humidity during a series of nighttime pulse
events, we find that while no correlative changes in soil water content were observed over
the course of a pulse event, the nighttime pulses occur as the air temperature drops and
approaches the dew point (Figure 4.19A) and the magnitude of nighttime CO2 production
seemingly scales with relative humidity (Figure 4.19B).

These observations point towards a mechanistic driver increasingly recognized as a critical
contributor to litter degradation and microbial carbon cycling in dryland ecosystems: the
delivery of non-precipitation sources of water to the litter layer and surficial soils (Dirks
et al., 2010; McHugh et al., 2015; Gliksman et al., 2017; Evans et al., 2020). It is well-
known that in arid systems, precipitation can be so low relative to demand that water acts
as the limiting nutrient for biological processes (Noy-Meir, 1973). In these water-limited
ecosystems, non-precipitation sources of water can be a critical lifeline for biotic activity
and a non-negligible component of the water budget (Agam and Berliner, 2006). There
are three primary mechanisms through which water can be delivered to surface soils in the
absence of precipitation: fog deposition, dew formation, and water vapor adsorption (Agam
and Berliner, 2006). Fog is uncommon in dryland systems with the exception of coastal
deserts, as atmospheric water vapor concentrations must reach saturation for fog to form.
Dew on the other hand, is formed when surface temperatures drop below the dew point due
to radiative cooling and has been suggested to be an important part of the water balance in
some desert environments (Kidron et al., 2002; Malek et al., 1999). Water vapor adsorption
can also occur anytime the relative humidity of the soil atmosphere is lower than the relative
humidity of the overlying air (Agam and Berliner, 2006). With the current dataset, we
lack measurements of soil surface temperature and the measured temperature at 5cm depth
seldom drops below the air temperature. We thus lack the data required to determine if soil
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C) D)

Figure 4.18 – Cross-plots of the nighttime pulse magnitude (ratio of maximum [CO2] during
the nighttime vs. preceding daytime interval) with potential predictor variables at the JT2 soil
profile: A) number of days since the last rain event , B) gross primary productivity (gC/m2/8-
day), C) minimum nighttime difference between the air temperature and dew point, and D)
maximum nighttime relative humidity.
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A) B)Joshua Tree Vegetated Profile

Pinyon Juniper 2 ProfileC) D)

Figure 4.19 – Time series of soil CO2 concentration at 5cm depth, the difference between air
temperature and the dew point, and relative humidity during intervals with a series of nighttime
pulse events at the JT2 (A,B) and PJ2 (C,D) profiles.
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surface temperatures fall below the dew point during these nighttime CO2 pulse episodes,
and instead use the difference between air temperature and the dew point as a proxy for
the probability that dew would form on the soil surface and/or that significant water vapor
adsorption would deliver liquid water to surface soils.

Turning to the incidence of nighttime pulse events at the more densely vegetated Pinyon
Juniper site, we find that the correlations between nighttime pulse formation and soil/
meteorological conditions are not so straightforward (Figure 4.20). Nights where a nighttime
pulse event occurred again exhibited a statistically higher GPP and shorter time since the
last rain event than nights where no nighttime pulse was identified (Table D6). Pulses also
occurred on nights with higher average soil temperature and water content (correlative with
the higher primary productivity). However, nighttime pulse events were identified over a
much broader range in parameter space than in the JT2 soil profile and the magnitude
of nighttime CO2 production was not as obviously correlated to relative humidity (Figure
4.20D, 4.19D). We thus further interrogate these patterns of nighttime pulse incidence rate
and magnitude using decision tree analysis in the following section.

4.3.5.3 Insights from decision tree analysis

A classification tree was trained to predict the presence/absence of a nighttime pulse and a
regression tree was trained to predict the magnitude of the nighttime/daytime CO2 concen-
tration ratio at each site using the predictor variables outlined in Section 4.2.5. Regression
tree model fits are shown in Figure D12.

Mid-elevation Joshua Tree site The patterns identified above are further emphasized
by the decision tree results at the Joshua Tree site. In the classification tree, primary
productivity is the first branch point - nighttime pulses are more likely to occur during more
productive times of the year (Figure 4.21A). The time since a major rain event (�10mm
in a single day) then filters the pulse/no-pulse decision: the vast majority of pulse events
occur within 16 days of a major rain event. These two predictors are potentially indicative
of a concentration of labile organic carbon in surficial soils due to the ongoing elevated plant
productivity and translocation of standing litter to the soil surface following a substantial rain
event (Liu et al., 2015a), coupled to relatively humid air in the presence of this near-surface
litter layer. The final differentiator is the proximity to the dew point temperature. All pulse
events in this main branch occur when the nighttime air temperature falls within 18.6°C
of the dew point temperature, meaning that the nighttime CO2 production occurs when
conditions are amenable to water vapor adsorption and possibly dew formation. Outside
of this main branch, pulse events are only predicted for very cool intervals (Figure 4.21A),
again consistent with the delivery of non-rainfall water driven by falling temperatures.

A similar series of decisions predicts the magnitude of nighttime pulse events (Figure
4.21B). High nighttime CO2 concentrations relative to the preceding day are predicted for
high productivity intervals within approximately 2 weeks of a major rain event. The night-
time relative humidity then dictates the pulse magnitude: higher concentrations are predicted
on nights where the relative humidity is above 61%. The highest magnitude pulse events are
predicted during high-productivity intervals when the nighttime air temperature drops be-
low 2°C. The 7 instances of significant nighttime CO2 production observed at the interspace
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Figure 4.20 – Cross-plots of the nighttime pulse magnitude (ratio of maximum [CO2] during
the nighttime vs. preceding daytime interval) with potential predictor variables at the PJ2 soil
profile: A) number of days since the last rain event, B) gross primary productivity (gC/m2/8-
day), C) minimum nighttime difference between the air temperature and dew point, and D)
maximum nighttime relative humidity.
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Joshua Tree profile (JT1) also support these trends (Figure D13).

High-elevation Pinyon Juniper site The story is more complicated at the high elevation
Pinyon Juniper site. Most nighttime pulse events are identified during high productivity
intervals when there is adequate moisture in near-surface soils (VWC at 5cm depth > 4%)
(Figure 4.22A). Relative humidity is then identified as a predictor of pulse formation, with a
higher probability of an anomalous nighttime pulse event predicted when RH < 83%. This
potentially reflects a combination of the algorithm avoiding nighttime rain events which
produce ’expected’ pulses of CO2 and the fact that radiative cooling is inhibited by high
levels of atmospheric water vapor. The final pulse/no-pulse decision is dictated by the air
temperature; there is a higher probability of a nighttime pulse event on cooler nights (Figure
4.22A). The regression tree analysis suggests that the highest nighttime CO2 concentrations
relative to the preceding day occur when near-surface soils are moist (VWC at 5cm depth
> 4%) and the relative humidity is high or near-surface soils are wet (VWC at 5cm depth >
7%) and air temperatures are cool (Figure 4.22B). However, while a number of factors that
correlate with a higher probability of pulse incidence and larger magnitude nighttime CO2

production are consistent with moisture dynamics in the litter layer/surficial soils, it appears
that nighttime CO2 pulses simply occur much more readily in the PJ2 profile. Additional
work is required to understand why the near-surface soils of the PJ2 profile are seemingly
poised to generate significantly more nighttime CO2 production than neighboring profiles
(Table 4.6).

4.3.5.4 Summary and potential broader implications of nighttime pulse events

We hypothesize that the nighttime pulses of CO2 documented here are driven by the deliv-
ery of non-precipitation sources of water to surficial soils, including the litter layer. This is
consistent with our finding of highly water sensitive respiration in near-surface soils (Section
4.3.3.2) and a growing literature on the role of dew formation and water vapor adsorption
in litter degradation in dryland systems (Dirks et al., 2010; McHugh et al., 2015; Gliksman
et al., 2017; Evans et al., 2020). Dirks et al. (2010) and Gliksman et al. (2017) demonstrate
that nighttime water vapor adsorption and dew deposition in the litter layer are the domi-
nant drivers of litter decomposition during the extended dry season of Mediterranean shrub
and grassland ecosystems in Israel. Gliksman et al. (2017) estimate that the majority of
dry season litter CO2 efflux is due to this nighttime microbial degradation, augmented by
thermal- and photodegradation during the day (Brandt et al., 2009; Austin et al., 2016).
Importantly, they found that nighttime litter decomposition driven by water vapor deposi-
tion could start in the early evening hours, as the relative humidity rose above 70%. This
is highly similar to the timing of nighttime CO2 production observed in the near-surface
soils of the mid- and high-elevation climosequence sites (Figures 4.17, 4.19). McHugh et al.
(2015) further demonstrated that the formation of liquid water in soil pores as a result of
water vapor adsorption could stimulate microbial activity and CO2 production in dryland
soils.

The role of hyper-local microclimate and spatial variability in soil chemical characteristics
and biotic activity in driving the nighttime CO2 production requires further investigation.
At the Joshua Tree site, the patterns of nighttime CO2 production are consistent with the
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stimulation of microbial carbon cycling in surficial soils by the delivery of non-precipitation
sources of liquid water. The higher rate of nighttime pulse incidence in the JT2 profile than
JT1 is also consistent with this mechanism: surficial soils of the under-canopy soil profile
likely have a much more substantial litter layer as well as a higher concentration of nutrients
(Schlesinger et al., 1996; Titus et al., 2002) relative to the interspace soil profile. At the
higher elevation Pinyon Juniper site, however, the PJ1 and PJ2 soil profiles are both located
in mixed shrub/grass microsites, yet only 1 nighttime CO2 pulse was observed at PJ1 over
the 2-year monitoring interval while 94 nighttime pulses were identified at PJ2 (Table 4.6).
With the current dataset we can only speculate as to the drivers of this disparity, but we
offer two potential contributing factors here. First, there are established biological soil crusts
adjacent to the PJ2 soil profile, which may provide a source of readily available carbon and
nitrogen in the top millimeters of soil (Pointing and Belnap, 2012). It is possible that the
frequent nighttime CO2 production events at PJ2 are related to the transfer of carbon and
nutrients between biological soil crusts and plants (Green et al., 2008) or are driven by a
unique consortium of microbes and fungi in the vicinity of the crust. Second, it is possible
that the PJ2 soil profile receives a comparable litter flux from the surrounding vegetation as
the PJ1 profile, but is relatively more exposed due to differences in shrub canopy structure.
Less canopy shading would enable higher levels of photo/thermal-degradation that primes
the litter chemistry for subsequent microbial degradation (Brandt et al., 2009; Austin et al.,
2016; Gliksman et al., 2017).

In all, these findings support calls to better understand and parameterize the role of
water vapor and dew deposition as global drivers of litter decomposition and near-surface
carbon cycling, especially in water-limited ecosystems like those studied here (McHugh et al.,
2015; Gliksman et al., 2017; Evans et al., 2020). As discussed above, while the nighttime
CO2 pulses documented here do not appear to substantially impact surface CO2 fluxes on
an annual timescale, they represent significant perturbations to the local soil biogeochemical
environment and have considerable implications for the precise timing of CO2 production.
This suggests that a quantitative understanding of the delivery of non-precipitation sources
of water may be required to capture the short-timescale dynamics of coupled soil organic-
inorganic carbon cycling in dryland ecosystems.

4.4 Conclusions
Two years of in-situ monitoring of micro-meteorological and soil conditions at a series of
soils along a climate gradient in the Mojave Desert provide a window into the primary
controls on carbon cycling in arid soil systems. Analysis of in-situ observations of soil CO2

concentration, water content, and temperature to 125cm depth in a production-diffusion
framework reveals that the sensitivity of CO2 production to environmental conditions is not
constant across the soil profile. Shallow soil layers (2.5-15cm depth) are significantly more
water sensitive than deeper soil layers. The sensitivity of soil CO2 production to temperature
and water availability also varies with elevation. Respiration at the highest temperature,
lowest elevation Creosote site is found to be substantially less temperature sensitive than
respiration at the less arid, higher elevation sites, particularly in shallow regions of the
soil profile. This may reflect thermal acclimation of soil microbial (and potentially plant)
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communities to the higher ambient temperatures experienced.
We demonstrate that CO2 production across the soil profile is well-described by tem-

perature and water content-dependent functions of shallow heterotrophic respiration that
declines exponentially with depth and autotrophic respiration that follows the root distri-
bution profile. Production-diffusion models driven by measured soil temperature and water
content capture CO2 dynamics throughout the soil profile, capturing both the pulses of
CO2 production following precipitation events and the soil carbon cycle response to sea-
sonal changes in environmental boundary conditions. In this framework, the autotrophic
respiration that dominates the deeper portions of the soil profile is found to be less tempera-
ture and water sensitive than near-surface heterotrophic respiration. Additional work aimed
at experimentally differentiating between autotrophic and heterotrophic respiration within
the context of similar high-resolution in-situ monitoring of soil profiles will help refine the
parameterizations developed here (Hanson et al., 2000).

Finally, we document and interrogate the potential mechanistic drivers of significant
nighttime CO2 production events in shallow soils of the higher elevation sites. We show
evidence that these nighttime CO2 pulses may be linked to microbial respiration stimulated
by the delivery of non-rainfall moisture to the litter layer and uppermost centimeters of the
soil profile. The implications of these nighttime pulse events are found to depend on the
timescale of interest. While our results suggest that the nighttime CO2 production does
not substantially impact surface CO2 fluxes on an annual timescale, the nighttime pulse
events represent significant perturbations to the local soil biogeochemical environment, with
significant consequences for the short-timescale dynamics of coupled soil organic-inorganic
carbon cycling.

In all, our results highlight the utility of high temporal resolution soil profile monitoring
as a compliment to measurements of surface flux, which provides an integrated measure of
CO2 production and transport throughout the soil column. The findings presented here
emphasize the highly dynamic nature of soil CO2 production and surface-atmosphere CO2

exchange in arid ecosystems and provide important quantitative constraints on the response
of CO2 production throughout the soil profile to changing environmental conditions. These
insights could help inform our understanding of how soil carbon cycling in dryland systems
will evolve in the coming decades in response to predicted changes in temperature and
precipitation regimes with changing climate and land use.
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Chapter 5

Magnitude and mechanism of CO2
consumption in Mojave Desert soils

Abstract
Recent reports of CO2 consumption in highly oxidized desert soils have revealed an enigmatic
temporal carbon sink, that appears to have abiotic origins. While arid soils contain relatively
low levels of organic carbon, they can contain large amounts of inorganic carbon in the form
of pedogenic carbonate. Although a net loss or uptake of soil inorganic carbon requires a sig-
nificant alkalinity source or sink, the short-timescale dynamics of inorganic carbon speciation
and its impact on CO2 fluxes remain poorly understood. Here we explore the mechanisms
and implications of intervals of soil CO2 uptake observed in a long-term study of a climose-
quence in the Mojave Desert, including potential links to soil inorganic carbon dynamics.
At the most arid site, negative surface fluxes on the order of -0.1mmol/m2/s regularly occur
at night during the dry season in inter-canopy soils. These negative surface fluxes are driven
by almost continuous nighttime CO2 consumption in shallow soil layers (0-15cm depth), the
magnitude of which is strongly dependent on the amplitude of the diurnal soil temperature
oscillation (daily maximum - minimum temperature). We also observe acute consumption
events (-0.2mmol/m2/s surface flux) following precipitation in inter-canopy soils. We quan-
titatively evaluate potential mechanisms for these CO2 sinks and determine that thermal
impacts on the dissolved inorganic carbon system (carbonate mineral solubility and CO2 gas
partitioning into the aqueous phase) alone cannot produce the magnitude of consumption
observed, unless higher pH conditions are maintained than predicted for reasonable carbon-
ate mineral saturation states. CO2 adsorbed on soil minerals, however, possibly represents
a much larger accessible CO2 pool and reasonable assumptions regarding the temperature
sensitivity of CO2 adsorption yields consumption fluxes on the order of that observed in
the inter-canopy soils. We thus suggest that temperature dependent CO2 adsorption onto
mineral surfaces could play an important role in driving the large diurnal fluctuations in soil
CO2 surface flux observed in arid systems, but caution that additional work is required to
empirically quantify the magnitude of ambient CO2 adsorption to soil minerals under repre-
sentative soil conditions. The acute episodes of CO2 consumption following rain events are
consistent with CO2 uptake driven by carbonate mineral dissolution, potentially augmented
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by near-surface biotic carbon fixation. In all, these findings emphasize the importance of
accounting for inorganic CO2 fluxes in interpretations of carbon dynamics in arid systems
and highlight the need to develop quantitative predictions of those fluxes.

5.1 Introduction: Complicated drivers of soil-atmosphere
CO2 exchange in arid systems

Recent advances in continuous measurements of soil CO2 concentrations and fluxes open
important unexplored avenues into discovering and understanding previously unrecognized
controls on CO2 dynamics in soils. One of the more surprising of these recent discoveries is
the apparent net consumption of CO2 in arid soil environments that contradicts the long-held
assumption that soil CO2 fluxes are unidirectional, reflecting production by heterotrophic and
root respiration. Soils in arid regions have unique characteristics, such as low overall rates
of respiration, highly spatially and temporally variable biological processes that respond
to brief intervals of adequate moisture followed by extended dry periods, and the visible
manifestation of the linkage of biological and non-biological processes in the accumulation
of CaCO3 mineral horizons (Monger and Gallegos, 2000; Schlesinger, 1985). Observations of
net soil CO2 consumption have been reported in both hot and cold deserts, across continents
including the Mojave (Wohlfahrt et al., 2008), Chihuahuan (Hamerlynck et al., 2013), and
Great Basin (Yates et al., 2013) deserts of the southwestern United States; the Mu Us (Liu
et al., 2015b; Fa et al., 2016, 2018) and Gurbantunggut (Xie et al., 2009; Ma et al., 2013, 2017;
Wang et al., 2020) deserts of Northern China; and the McMurdo Dry-Valleys of Antarctica
(Parsons et al., 2004; Ball et al., 2009; Shanhun et al., 2012).

A particularly common observation is negative CO2 surface fluxes at night (Ma et al.,
2013; Hamerlynck et al., 2013). This nocturnal CO2 uptake has been demonstrated to be
abiotic through both laboratory and in-situ sterilization experiments (Parsons et al., 2004;
Xie et al., 2009; Yates et al., 2013; Ma et al., 2013; Fa et al., 2018; Wang et al., 2020) and
is often observed during extended dry periods. Notably, a majority of these observations
of net negative or otherwise anomalous CO2 fluxes are made in systems with carbonate
substrates (e.g. karst ecosystems (Kowalski et al., 2008; Roland et al., 2013; Cueva et al.,
2019)) or in saline/alkaline soils (Xie et al., 2009; Shanhun et al., 2012; Yates et al., 2013;
Wang et al., 2020). As such, temperature-dependent reactions of the soil carbonate system
are often invoked as an explanation for the nocturnal uptake (Ma et al., 2013; Roland et al.,
2013; Hamerlynck et al., 2013; Fa et al., 2016; Wang et al., 2020). CO2 is consumed during
carbonate mineral dissolution (Eq. 5.1.1) and produced during carbonate precipitation:

CaCO3 + CO2 +H2O ⌦ Ca2+ + 2HCO�
3 (5.1.1)

KH(T ) =
[CO2,aq]

PCO2

(5.1.2)

In many ecosystems, the CO2 fluxes associated with carbonate dissolution-precipitation
reactions are small relative to biological fluxes. However, in arid ecosystems the low lev-
els of biotic activity (particularly during dry periods) coupled with the accumulation of

147



CaCO3 means that CO2 fluxes from carbonate weathering reactions can be a non-negligible
component of overall CO2 dynamics (Kowalski et al., 2008; Rey, 2015). In particular, cal-
cium carbonate minerals are retrograde soluble, meaning that the mineral is more soluble
at lower temperatures (Plummer and Busenberg, 1982). If nighttime temperatures produce
soil solution conditions undersaturated with respect to calcium carbonate, the dissolution
reaction could contribute to the nocturnal CO2 uptake observed (Hamerlynck et al., 2013;
Fa et al., 2016; Soper et al., 2017). The solubility of CO2 in water is also temperature sen-
sitive; lower temperatures increase CO2 partitioning into the soil solution (Wilhelm et al.,
1977). Enhanced CO2 partitioning into the aqueous phase (Eq. 5.1.2) in response to falling
temperatures could also drive substantial CO2 uptake, particularly in high-pH soil solu-
tions (Shanhun et al., 2012; Ma et al., 2013). However, many observations of nocturnal
CO2 consumption occur in soils with very low water contents (including oven-dried soils in
the laboratory (Parsons et al., 2004; Yates et al., 2013)), leading to questions of whether
the magnitude of consumption observed could be achieved through aqueous-phase reactions
with such a limited soil water reservoir. It has also been suggested that CO2 adsorption to
mineral surfaces could play a role in the uptake observed (Parsons et al., 2004; Yates et al.,
2013), but the details of such a mechanism have not been quantitatively analyzed.

The specific mechanism underlying the documented CO2 consumption as well as the
broader implications of this abiotic flux thus remain under investigation. Of particular in-
terest is the question of whether the uptake observed represents a net sink of CO2 over longer
timescales or a largely reversible abiotic cycle operating on a diurnal timescale (Schlesinger
et al., 2009). Here we document two types of CO2 consumption occurring predominantly in
interspace soils at the most arid site in the Mojave Climosequence, quantitatively explore
potential mechanistic underpinnings for this CO2 uptake, and discuss implications for the
interpretation of CO2 profile and flux data from arid ecosystems.

5.2 Methods

5.2.1 In-situ monitoring of Mojave Desert Climosequence

As detailed in Chapter 4, a series of sites along a climate/elevation gradient in the Mojave
National Preserve were sampled and instrumented for long term monitoring of meteorolog-
ical and soil conditions as part of a broader effort to characterize the controls on coupled
organic-inorganic carbon cycling in arid systems. Soil water content, temperature, and CO2

concentration were measured throughout the profile (surface, 5, 25, 50, and 125cm depth)
in both interspace and under-canopy soils adjacent to the dominant vegetation type (e.g. an
established creosote shrub). Meteorological and in-situ soil sensor data were logged at ten-
minute intervals for a period of over 2 years. Soil horizons were identified, characterized, and
sampled in the field; field descriptions as well as complete characterizations of soil physical
and chemical properties can be found in Appendix C. Here, we focus solely on the lowest
elevation, Creosote site, where the bulk of the net CO2 consumption behavior was observed.
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5.2.2 CO2 flux and production calculations

Soil CO2 fluxes were calculated using the flux gradient method as described in Section 4.2.4,
making the explicit assumption that CO2 production (± consumption) and transport via
molecular diffusion are the dominant processes controlling CO2 concentrations in the soil
profile (Tang et al., 2005; Vargas and Allen, 2008). In brief, soil CO2 diffusivity (Ds,m2/s)
was calculated at each depth as a function of soil texture, temperature, pressure, and water
content following Moldrup et al. (1999) (Eq. 7 in that work). The CO2 flux across various
layers in the soil profile, including the surface, was then calculated using flux gradient theory
and Fick’s first law of diffusion:

F = �Ds(z)
@C(z)

@z
(5.2.1)

Fi = �
✓
Ds(zi) +Ds(zi+1)

2

◆
C(zi)� C(zi+1)

zi+1 � zi
(5.2.2)

Net CO2 production was then calculated as the difference in diffusive flux across adjacent
layers in the soil profile (Vargas et al., 2010b):

Pi =
Fi � Fi+1

zi+1 � zi
(5.2.3)

where Pi is the soil CO2 production rate (mol/m3/s) between depths zi and zi+1. This
assumes an instantaneous steady-state, where CO2 production in a given depth interval is
balanced by CO2 diffusion into and out of that depth interval.

For the purposes of quantifying CO2 consumption, we applied a further check on the
calculated net production values. In this computational framework, depth-integrated pro-
duction is equivalent to the net flux out of the soil, i.e. the CO2 surface flux. In general, the
calculated surface flux is in very good agreement with calculated CO2 production summed
across the entire profile, particularly for the bare soil Creosote site where the majority of
CO2 consumption is observed (Figure 5.1A). To produce the most conservative estimate
possible of the magnitude of CO2 consumption in surface soils observed here, we define a
’max production’ term, where the difference between the surface flux and depth-integrated
production is assigned to the surface horizon (2.5-15cm depth, Figure 5.1B). All produc-
tion values reported here (and thus calculated consumption magnitudes) reflect this max
production term.

5.2.3 Geochemical modeling of nighttime CO2 consumption

The net CO2 production calculation described above was used to estimate the magnitude of
CO2 consumption occurring at night in the surface horizons (2.5-15cm depth, constrained
by diffusive flux calculations between 0-5cm and 5-25cm depth, Section 5.3.3.1). Two po-
tential mechanisms to explain this CO2 uptake are explored quantitatively in Section 5.3.4:
CO2 consumption due to temperature-sensitive carbonate system reactions (Henry’s law
partitioning ± carbonate dissolution) and temperature-sensitive CO2 adsorption to mineral
surfaces. In both, we consider the top 15cm of a 1m x 1m soil column with a bulk density of
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A) B)

Figure 5.1 – Calculation of conservative ’max production’ term for quantifying the magnitude
of CO2 consumption. A) Comparison of CO2 surface flux (teal) and depth-integrated production
(navy) for the bare-soil Creosote profile. B) Comparison of the CO2 production flux (negative
values connote net consumption) calculated by flux-divergence and the ’max production’ value
used here. In the ’max production’, the difference between the surface flux and depth-integrated
production is assigned to the surface horizon to provide the most conservative estimate possible
for the magnitude of CO2 uptake in the surface horizon.

1.4g/cm3 (as measured at 25cm in the Creosote bare soil profile) and porosity of 0.47. This
yields a total soil volume of 150,000cm3 = 150L, total void volume of 71L, and soil water
volume dictated by measured volumetric water content (generally under 2%, which would
yield 3L water available for CO2 uptake).

5.2.3.1 CO2 consumption due to temperature-sensitive carbonate system reac-
tions

Aqueous phase CO2 partitioning and carbonate mineral solubility are both temperature
sensitive: lower temperatures increase CaCO3 solubility and CO2 partitioning into soil wa-
ter. We modeled the maximum potential CO2 uptake due to these effects with PhreeqC
(Parkhurst and Apello, 2013), using the reaction_temperature block to run a batch reaction
at temperatures ranging from 5-55°C, equilibrating the same starting solution to 500ppm
CO2 and testing the impact of different assumptions regarding calcite supersaturation: equi-
librium with an excess of calcite, fixing the supersaturation with respect to calcite at SI =
log10

�
{Ca2+}{CO2�

3 }/Ksp

�
= 1.0, and allowing for an arbitrarily high SI. Solution speciation

and calcite saturation were determined using the phreeqC.dat thermodynamic database and
calcite equilibrium constant Ksp = 10-8.48 at 25°C (Plummer and Busenberg, 1982). The
maximum nighttime CO2 uptake (mmol/m2) was quantified as the difference in total dis-
solved inorganic carbon between the nighttime minimum temperature and daytime maximum
temperature.

The magnitude of CO2 aqueous-phase partitioning and calcite dissolution is particularly
sensitive to solution pH and the total volume of water available for aqueous-phase reac-
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tions, the implications of which we explore here (Section 5.3.4.1). Solution chemistry was
constrained using saturated paste extract data (Table C5), which yields major ion concentra-
tions at a volumetric water content of ~30%. As a first-order estimate of solution chemistry
under field conditions (<1-2% VWC throughout the dry season), we increased the saturation
paste extract concentrations by 25x. This yields solution chemistries significantly supersatu-
rated with respect to CaCO3 but no other common sparingly soluble soil mineral phases, so
[Ca2+] and carbonate alkalinity are dictated by the assumed supersaturation with respect to
calcite (i.e. if calcite equilibrium was assumed, Ca2+ and HCO3

- were removed from solution
through calcite precipitation).

5.2.3.2 CO2 adsorption to mineral surfaces

CO2 adsorption to mineral surfaces is also temperature dependent. Calculating the potential
CO2 uptake due to solid-phase sorption requires two pieces of information: 1) a reasonable
estimate of the moles of CO2 adsorbed at ambient temperature, pressure, and CO2 con-
centration (~400ppm), and 2) the temperature dependence of that adsorption. There is a
marked paucity of low-temperature, low-pressure CO2 adsorption isotherms for soils or in-
dividual mineral phases. We thus aim to provide a first-order estimate based on available
data. Ravikovitch et al. (2005) measured CO2 BET isotherms of various soils at 0°C (at the
low end but within the temperature range experienced by Mojave soils), with CO2 concen-
trations as low as ambient pCO2. They report a maximum CO2 uptake (for 1atm CO2) of
~0.1 - 0.15mg/m2 for soils with low organic carbon contents. At low CO2 concentrations,
the ratio of the measured uptake to maximum uptake was between 0.1-0.3. Thus at 0°C, a
conservative estimate of CO2 adsorption is 0.01 mg CO2/m2.

The mineral surface area was calculated from the particle size distribution (Table C7),
assuming a surface area for the gravel, sand, silt, and clay size fractions of 11.1, 444.4, 1.11e5,
and 7.4e6 cm2/g, respectively. This yields an estimated surface area of ~40m2/g for the top
30cm of the soil profile, almost exclusively from the clay size fraction. Thus a first-order esti-
mate of CO2 adsorbed in the top 15cm of soil is: (0.01 mgCO2/m2)*(40m2/g)*(1.4e6g/m3)*
(0.15m) = 84 gCO2/m2 = 1.9 mol CO2/m2 at 0°C. Note, here m2 again refers to a 1m x
1m patch of soil (not mineral surface area). A more conservative estimate of 20m2/g surface
area yields an estimated 0.95 mol CO2 adsorbed.

The temperature dependence of CO2 adsorption at low partial pressures is again highly
under-constrained, but we derive a first-order estimate as follows. Using a Langmuir isotherm
framework (Langmuir, 1918), adsorption can be described as:

q = qsat

✓
bP

1 + bP

◆
(5.2.4)

where q is the amount of gas adsorbed (mol/g), qsat is the sorption capacity, P is the
pressure of gas, and b is the temperature-dependent adsorption equilibrium constant. This
temperature dependence can be described using the van’t Hoff expression (Fianu et al.,
2018):

b = b0 exp (�Hads/RT) (5.2.5)
where �Hads is the enthalpy of adsorption. At low pressures, 1 + bP ⇠ 1 and

151



q ⇠ qsat ⇤ b ⇤ P = qsat ⇤ P ⇤ b0 exp (�Hads/RT) (5.2.6)

Thus all else being constant, gas adsorption to solid surfaces scales with temperature
roughly as exp (�Hads/RT), and for a given �Hads, the ratio of CO2 adsorbed at two different
temperatures can be calculated as:

q1
q2

=
exp (�Hads/RT1)

exp (�Hads/RT2)
= exp

✓
�Hads

R

✓
1

T1
� 1

T2

◆◆
(5.2.7)

The temperature dependence of CO2 adsorption to kaolinite reported by Chen and Lu
(2015) yields a �Hads of 10kJ/mol, a reasonable adsorption enthalpy for physisorption. We
use this as a maximum estimate for �Hads for the soils considered here.

5.3 Results and Discussion
Two distinct phenomenologies of CO2 consumption are observed in intercanopy soils of the
most arid climosequence site: regular negative nighttime surfaces fluxes during dry intervals,
and acute episodes of CO2 consumption following rain events.

5.3.1 Negative nighttime surface fluxes

Negative nighttime CO2 surface fluxes are frequently observed in the bare soil profile. Fig-
ure 5.2 shows an example from December 2017, at the end of the winter drought period.
Every night throughout the month, the CO2 concentration at 5cm depth drops below the
surface CO2 concentration (Figure 5.2A), yielding a negative surface flux on the order of
-0.1µmol/m2/s (Figure 5.2B). The nighttime surface flux from the bare soil profile is nega-
tive during dry intervals throughout the seasonal cycle. The average diurnal cycle in CO2

surface flux for four representative months between September 2017-2018 is shown in Figure
5.3. During non-monsoon intervals in both the winter and summer (December and June), the
average nighttime surface flux from the bare soil profile is between -0.1 and -0.2 µmol/m2/s
while a negligible to positive surface flux is observed for months during wet intervals. These
instantaneous rates of nighttime soil CO2 uptake are similar to those observed in intercanopy
soils during a hot and dry interval in the Chihuahuan Desert (Hamerlynck et al., 2013), in
saline Antarctic Dry Valley soils (Parsons et al., 2004; Ball et al., 2009; Shanhun et al., 2012),
and some saline/alkaline soils from central Asian deserts (Ma et al., 2013; Wang et al., 2020).
Substantially higher rates of CO2 consumption have been observed in hypersaline soils of the
Gurbantunggut Desert, with surface fluxes of -1µmol/m2/s or below reported by Xie et al.
(2009) and Wang et al. (2020).

Notably, the surface flux is infrequently negative in the under-canopy profile adjacent to
an established creosote shrub (Figures 5.2, 5.3), echoing the pattern of more frequent and
higher magnitude CO2 uptake in intercanopy soils observed by Hamerlynck et al. (2013)
and Ma et al. (2013). This raises questions regarding the spatial distribution and tempo-
ral frequency of nighttime CO2 consumption in these systems. Is the nightly CO2 uptake
observed driven by nearly continuous gross consumption in all soils, overprinted by higher
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A) B)

Figure 5.2 – Near-surface CO2 dynamics during a winter drought interval (3 months without
rain) at the Creosote site: A) CO2 concentration at 5cm depth and B) surface flux. The dashed
reference line indicates a surface flux of 0µmol/m2/s. Regular negative nighttime CO2 surface
fluxes are observed in the intercanopy (bare soil) profile.

levels of biological respiration during wet intervals and in under-canopy soils? Or is the CO2

consumption flux higher in intercanopy soils, particularly during drought periods, driven by
differences in the soil microclimate or biologic activity? We explore these questions in the
context of potential mechanistic drivers for this CO2 uptake in Section 5.3.3.

5.3.2 Acute CO2 consumption following rain events

In addition to the significant CO2 uptake indicated by regular negative nighttime surface
fluxes, acute CO2 consumption events (up to -0.2mol/m2/s surface flux) also occur following
precipitation in the intercanopy soils. CO2 uptake following rain is observed throughout
the year in the bare soil profile, both in response to the first rain after extended drought
periods (Figure 5.4A,C) and in response to precipitation events within the summer and winter
monsoon seasons (Figure 5.4B,D). In many instances, negative surface fluxes are observed,
indicative of substantial CO2 uptake overprinting the pulse of biological respiration observed
meters away in the under-canopy profile (Figure 5.4). During other rain events, the bare
soil CO2 response to enhanced water availability is simply muted and delayed relative to the
vegetated soil profile (Figure E1).

Figure E2 highlights the temporal relationship between precipitation, delivery of water
to the shallow soils, and surficial CO2 production in the intercanopy and under-canopy soil
profiles. A key finding from closer inspection of these acute consumption events is that CO2

uptake occurs during both day and nighttime hours, meaning that phototrophic C fixation
cannot be the sole mechanism driving the uptake (Section 5.3.5). The first rain of the 2018
winter monsoon season (breaking 4 months of drought), occurred from 2am-8am, entirely
before dawn (Figure 5.4A, E2A). For the first 1.5 hours, enhanced CO2 production is observed
in intercanopy soils, after which CO2 production begins to drop. Net CO2 consumption is
observed between 5am and 10am; total production in the upper 15cm is -2.22 mmol/m2 over
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Figure 5.3 – Monthly average diurnal pattern in CO2 surface flux for four months from Septem-
ber 2017 - September 2018 for under-canopy (blue) and intercanopy (red) soils. The dashed
reference line indicates a surface flux of 0µmol/m2/s. Intercanopy soils exhibits negative average
nighttime surface fluxes during dry intervals.
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Rain Event Time Interval Total Production Total RainBare Soil Vegetated
Units mmol/m2 mmol/m2 mm

8 Jan 2018 24 hours post-rain 9.4 184.3 34
05:00 - 10:00 -2.2 43.6

23 Mar 2018 24 hours post-rain 32.2 150.8 6.3
00:00 - 08:00 -4.8 36.7

9 May 2019 24 hours post-rain 14.1 331.2 19.4
20:00-09:00 -13.3 124.2

15 Aug 2018 24 hours post-rain 68.4 309.3 13.7
13:00-15:00 -0.83 0.11

16 Aug 2018 24 hours post-rain 125.8 347.3 36.5
11:00-18:00 10.8 101.6

Table 5.1 – Summary of CO2 uptake in intercanopy soils following precipitation events.

that interval. This places a lower bound on the amount of CO2 consumed. However, CO2

production in the intercanopy profile remains significantly muted relative to the vegetated
profile throughout the entire diurnal cycle (Figure 5.4A), raising the possibility that gross
CO2 uptake is masking significant biological production in the intercanopy soil. In the
24 hours following the initial rain event, total production in the vegetated soil profile was
189.9 mmol/m2 but only 9.4 mmol/m2 in the bare soil profile (Table 5.1). Assuming that
CO2 production in the intercanopy profile in the absence of gross consumption would be
approximately half that observed in the vegetated profile (as observed following the initial
24-48 hours after a rain event), gross CO2 uptake over this interval could be as high as 85.6
mmol/m2.

This pattern is echoed in subsequent precipitation events. In March 2018 (within the
winter monsoon season), a modest rain event occurred from 10pm-1am, leading to net con-
sumption from 12am-8am in intercanopy soils but enhanced CO2 flux from the vegetated
soil profile (Figure 5.4B, E2B). Net consumption in the intercanopy profile coincident with
significant production in the vegetated profile is also observed during a nighttime rain event
in May 2019 (Figure 5.4C, E2C). Over the 13-hour interval from 8pm-9am, shallow in-
tercanopy soils consumed 13.3mmol/m2 while under-canopy soils produced 128.6mmol/m2

(Table 5.1). Two rain events in August 2018 demonstrate the soil’s response to daytime
precipitation events (Figure 5.4D, E2D). A small afternoon rain on August 15 led to only a
slight amount of net consumption but damped CO2 production relative to the under-canopy
profile. A much larger rain event the following day, where 36.5mm of rain was delivered from
10am-1pm, led to substantial CO2 uptake relative to the diurnal pattern of production.

5.3.3 Potential drivers of nightly CO2 consumption

5.3.3.1 Magnitude of CO2 consumption

Before examining potential mechanistic drivers of the nighttime CO2 consumption, we must
quantify the magnitude of CO2 uptake and its temporal evolution through the seasonal cy-
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A) B)

C) D)

Figure 5.4 – Acute CO2 consumption in the intercanopy soil profile following rain events.
Surface CO2 flux response to: A) first winter rain after a 4 month dry spell, B) rain event
during winter monsoon season, C) summer rain after a 1.5 month dry spell and D) largest
recorded rain at end of summer monsoon. Black arrows denote the timing of the rain event and
the dashed reference line indicates a surface flux of 0µmol/m2/s. Notably CO2 consumption
following rain occurs during both day and nighttime hours.
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cle. Importantly, the below-atmospheric CO2 concentrations observed in shallow soils (5cm
depth) are driven by larger magnitude consumption than suggested by the surface flux alone,
as CO2 also diffuses up from the (almost always) higher concentration soils below (Figure
4.2). Figure 5.5 shows the daily integrated surface flux and shallow soil CO2 production
(upper 15cm) across the 2018-2019 seasonal cycle. During dry intervals, the daily integrated
surface flux, equivalent to CO2 production throughout the entire soil profile, is positive but
very nearly zero in the bare soil profile (Figure 5.5A), indicative of extremely low levels of
biologic respiration. The diurnal cycle in surface flux observed (Figure 5.2) sums to prac-
tically zero, suggesting that the diurnal fluctuation is driven by a largely reversible process
of CO2 uptake at night followed by release during the day. The same pattern is generally
observed when shallow soil CO2 production is integrated throughout the day, particularly
during winter dry periods (Figure 5.5B), when net production over a diurnal cycle is near-
zero. Notably, during some summer drought periods, there is a small amount of net CO2

consumption on a daily timescale in the upper 15cm of the soil profile. This may reflect
net CO2 uptake via near-surface photosynthesis (e.g. biocrust or other microbial C fixation
(Lange, 2003; Pointing and Belnap, 2012)) and/or net dissolution of carbonate minerals,
potentially from the dust flux, that are reprecipitated deeper in the soil profile.

Separating this shallow soil CO2 production into daytime (8am-8pm) and nighttime (8pm-
8am) intervals reveals that the negative nighttime surfaces fluxes are driven by nearly con-
tinuous nighttime CO2 consumption in shallow layers of the bare soil profile (Figure 5.6A).
The magnitude of nighttime CO2 consumption varies throughout the year, with the largest
CO2 uptake occurring during the summer months; the interval of regular negative surface
flux in December 2017 highlighted in Figure 5.2 actually coincides with some of the lowest
magnitude nighttime CO2 consumption recorded. Notably, the summer months exhibit the
largest amplitude diurnal temperature fluctuation (Figure 5.6C), the implications of which
are further explored in Section 5.3.3.3. For the purposes of evaluating potential mechanisms
driving this nightly CO2 uptake, we quantified the average amount of shallow soil CO2

production over the 8pm-8am nighttime interval for three representative months during dry
periods: October 2017, December 2017, and June 2018 (Table 5.2). Monthly mean integrated
nighttime CO2 production was -5.58, -3.57, and -10.23 mmol/m2 during these three intervals,
respectively. To place an absolute minimum on the magnitude of CO2 consumption required
by the measured concentrations, the magnitude of CO2 production implied by the surface
flux alone (i.e. assuming there is zero diffusive flux from below) is also tabulated in Table 5.2.
This yields significantly lower magnitude CO2 consumption during the warm periods when
deep soil CO2 concentrations are higher and the diffusive flux from below is non-negligible
(Figure 4.2), but is included as an absolute minimum estimate of consumption. Any mech-
anistic explanation for the CO2 uptake observed would thus need to be capable of removing
a minimum of ~3mmol CO2/m2 but up to 10mmol CO2/m2 from the soil atmosphere with
the available soil water (<1-2%) and observed soil temperature conditions (Table 5.2).

5.3.3.2 Spatial heterogeneity: bare soil versus under-canopy

One of the most striking aspects of both the regular nighttime CO2 uptake and acute CO2

consumption in response to rain events documented here is the differential response of the
bare soil and under-canopy soil profiles. While negative surface fluxes are observed regularly
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A)

B)

C)

D)

Figure 5.5 – Daily integrated surface flux (A) and shallow soil CO2 production (upper 15cm,
B) across the 2018-2019 seasonal cycle and their relationship to volumetric water content (C)
and soil temperature (D). The dashed reference line indicates an integrated surface flux or
production rate of 0mol/m2.
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A)

B)

C)

Figure 5.6 – Time series of CO2 production in the upper 15cm of the bare soil profile, parti-
tioned into daytime and nighttime intervals: A) integrated CO2 production over day (yellow)
and nighttime (blue) hours, B) daily mean volumetric water content at 5cm depth, and C)
mean day and nighttime soil temperature at 5cm depth. Note the y axis in A is capped at
15mmol/m2 to highlight changes in consumption magnitude over time; significantly higher pro-
duction is observed following rain events (Figure 5.5). The dashed reference line indicates an
integrated production rate of 0mmol/m2.
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Bare soil pit Under canopy pit

‘Island of fertility’
Biocrusts

Figure 5.7 – Spatial relationship between the monitored soil pits and ‘island of fertility’ gen-
erated by established creosote shrub.

during dry intervals in the intercanopy soils, negative surface fluxes are far less frequent in
the soil adjacent to the canopy of an established creosote shrub, mere meters away (Figure
5.7). Analogously, the intercanopy soils often exhibit net CO2 consumption immediately fol-
lowing rain events contemporaneous with a large pulse of CO2 production in under-canopy
soils. Desert soils are well known to exhibit a high degree of spatial heterogeneity; ’islands of
fertility’ or ’resource islands’ often develop under shrub canopies with a distinct soil microcli-
mate (D’Odorico et al., 2007; Kidron, 2009), chemistry (Charley and West, 1975; Schlesinger
et al., 1996; Titus et al., 2002), biotic community (Herman et al., 1995), and physical char-
acteristics (Wright and Honea, 1986; Wezel et al., 2000). A positive feedback between shrub
development and nutrient accumulation arises due to localized litter deposition and nutri-
ent cycling as well as canopy interception of both wind-blown sediment and precipitation
(including nutrient-enriched stemflow) (Garner and Steinberger, 1989; Whitford et al., 1997).

In a similar Mojave Desert ecosystem, Titus et al. (2002) documented significantly higher
N and P concentrations as well as up to a factor of 2 higher soil organic matter content in
soils under creosote shrub canopies than interspace sites. The under-canopy soils thus likely
support higher levels of biotic activity and respiration throughout the seasonal cycle and
particularly in response to rain events (Barron-Gafford et al., 2011), meaning that gross
CO2 consumption could simply be masked by biological CO2 production. Indeed, net night-
time CO2 consumption is observed in the top 15cm of the vegetated profile (Figure E3),
but only during the summer drought period where the highest magnitude CO2 consump-
tion is observed in interspace soils (Figure 5.6). The vegetated and bare soil profiles also
exhibit potentially important differences in soil microclimate, particularly temperature dy-
namics (Figure 5.8, Table 5.3). Throughout 2 full seasonal cycles (September 2017-2019),
average volumetric water content in the bare soil profile is slightly higher than that in the
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Parameter Soil Depth (cm) Bare Soil Vegetated p value*

Hourly temperature (°C) 5 22.57±13.05 22.55±11.16 0.87
25 22.24±9.44 22.25±8.97 0.9

Hourly VWC (cm3/cm3) 5 0.033±0.026 0.03±0.018 <0.0001
25 0.034±0.012 0.019±0.008 <0.0001

Diurnal temperature oscillation (°C) 5 20.28±6.04 14.19±3.56 <0.0001
25 2.57±0.86 1.61±0.64 <0.0001

Table 5.3 – Soil temperature and water content (mean ± standard deviation) of Creosote
soil profiles from September 2017-September 2019. *p-value from 2-sided t-test comparing
interspace versus vegetated soil profile means.

vegetated profile at 5cm depth, but substantially higher at 25cm depth, possibly due to
root water uptake in the vicinity of the vegetated profile (Figure 5.8C). In contrast, average
soil temperature is nearly identical both between profiles and with depth (Figure 5.8A).
However, this constant average value masks critical differences in the daily temperature
extremes experienced across the landscape (Figure 5.8B,D,E). The magnitude of the daily
diurnal temperature fluctuation (maximum - minimum temperature) is significantly lower for
under-canopy soils, both at 5cm depth and 25cm depth (Table 5.3), and the offset between
interspace and under-canopy soils varies seasonally (Figure 5.8E). The daily temperature
fluctuation at 5cm depth in under-canopy soils is up to 10°C lower than that experienced by
interspace soils during the summer months, largely due canopy shading lowering maximum
daily temperatures (Figure 5.8D). But the daily minimum temperature of shallow interspace
soils is also consistently lower than that of under-canopy soils, likely driven by differences in
radiative cooling and the local energy balance.

5.3.3.3 Relationship to environmental predictors

We now turn to the relationship between nighttime CO2 consumption and environmental
parameters that could influence soil physio-chemical conditions and drive CO2 uptake. Cross-
plots of daily mean CO2 production in the upper 15cm of the bare soil profile with key
environmental parameters, separated into nighttime (blue) and daytime (gold) intervals, are
shown in Figure 5.9. Single variable linear regressions of mean nighttime CO2 production,
considering only nights where net CO2 consumption occurs (452/489 nights in the 15 month
period considered) to minimize the influence of extremely high production values associated
with rain events, are shown as blue solid lines and tabulated in Table 5.4. Nighttime CO2

consumption is not strongly correlated with wind speed (Figure 5.9A), in contrast with the
dramatic wind speed dependence documented in karst systems where soil-atmosphere CO2

exchange is thought to be strongly influenced by ventilation-driven CO2 outgassing (Kowalski
et al., 2008; Roland et al., 2013).

The magnitude of CO2 production is positively correlated with water content during both
daytime and nighttime intervals (Figure 5.9B), consistent with the highly water-sensitive pro-
duction rates documented and discussed in Chapter 4. Notably, these in-situ measurements
reflect the net effect of biologic respiration and the CO2 uptake of interest here; it is impossi-
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A) B)

C) D)

E)

Figure 5.8 – Soil temperature and water dynamics in the vegetated and interspace profiles
from September 2017-September 2019. A) Box and whisker plot of hourly soil temperature
at 5, 25, 50, and 125cm depth for the three profiles monitored (bare soil = red, vegetated =
blue, partially vegetated = gold). B) Box and whisker plot of the diurnal temperature range
(daily maximum - minimum temperature). C) Box and whisker plot of hourly volumetric water
content. D) Time series of soil temperature at 5cm depth for the bare soil and vegetated profiles.
E) Time series of the diurnal temperature range at 5cm depth for the bare soil and vegetated
profiles.
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Variable intercept slope R2

Meteorological conditions
Wind speed (m/s) -0.17 0.0147 0.067
Relative Humidity -0.18 0.0011 0.095

Soil conditions
VWC at 5cm depth (cm3/cm3) -0.18 1.506 0.178
Temperature at 5cm depth (°C) -0.067 -0.0047 0.474

Magnitude of diurnal T oscillation at 5cm (°C) 0.036 -0.0087 0.731

Table 5.4 – Results of single-variable regression analysis predicting mean nighttime CO2 pro-
duction, considering only nights where net CO2 consumption occurs (452/489 nights in the 15
month period considered). All reported coefficients are significant (p<0.001).

ble to separate the influence of water content on respiration from its influence on the (likely
largely abiotic) CO2 consumption flux. The largest magnitude nighttime CO2 consumption
(lowest mean CO2 production) occurs in dry soils, at <2% volumetric water content (Figure
5.9B). This is consistent with low to negligible levels of respiration in such highly water
limited soils (Chapter 4) allowing for the maximum expression of the CO2 uptake flux, but
could also suggest that CO2 consumption is higher in lower water content soils. Indeed,
Xie et al. (2009) and Yates et al. (2013) both observe a negative correlation between water
content and CO2 consumption in laboratory incubations of sterilized soils, suggesting that
abiotic CO2 uptake is reduced at higher water contents. Xie et al. (2009) interpreted the
lower CO2 consumption at high water content observed in their laboratory manipulations to
reflect lower levels of CO2 uptake in less saline soil solutions (water content was manipulated
through the addition of distilled water). However, Yates et al. (2013) also observed that
increasing soil water content reduced the rate of CO2 uptake in their cooling experiments,
but found no evidence for a CO2 flux-salinity relationship. We thus conclude that the nightly
CO2 uptake observed here is in the very least consistent with a mechanism that yields higher
levels of uptake in drier soils.

As observed in numerous previous studies, the magnitude of nighttime CO2 uptake in the
interspace soils is strongly correlated with temperature (Figure 5.9C) (Parsons et al., 2004;
Xie et al., 2009; Yates et al., 2013; Hamerlynck et al., 2013; Wang et al., 2020). Somewhat
counter-intuitively, we find that the magnitude of CO2 consumption is positively correlated
with temperature; as described above, the highest levels of CO2 consumption occur during
the summer months when nighttime soil temperatures range from 20-30°C (Figure 5.6).
This is likely driven by 2 main factors. First, soil CO2 concentrations are higher during
the summer months (Figure 4.2), which means there are more moles of CO2 in the soil
atmosphere to be partitioned into the soil solution or sorbed onto soil minerals (Section
5.3.4). Second, our data indicates that the magnitude of the diurnal temperature oscillation
(maximum daytime temperature - minimum nighttime temperature) is the more important
determinant of the magnitude of nighttime CO2 uptake (Figure 5.9D); �Tdiurnal,5cm explains
73% of the variation in the magnitude of nighttime CO2 consumption (Table 5.4).
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A) B)

C) D)

R2 = 0.07 R2 = 0.18

R2 = 0.47 R2 = 0.73

Figure 5.9 – Nighttime CO2 consumption in intercanopy soils is best described by the am-
plitude of the diurnal temperature oscillation at 5cm depth. Cross-plots of daily mean CO2

production in the upper 15cm of the bare soil profile with environmental parameters that could
influence soil physio-chemical conditions, broken into daytime (gold) and nighttime (blue) in-
tervals: A) mean wind speed; B) mean soil volumetric water content at 5cm depth; C) mean soil
temperature at 5cm depth; D) Magnitude of the diurnal temperature oscillation at 5cm depth
(daytime temperature max - nighttime temperature min). The dashed reference line indicates
a production rate of 0µmol/m2/s. The blue solid line and reported R2 are for a single variable
linear regression of the mean nighttime CO2 production data, considering only nights where
net CO2 consumption occurs (452/489 nights in the 15 month period considered) to minimize
the influence of extremely high production values associated with rain events. Note the y axis
is capped at 0.6µmol/m2/s to highlight the relationship between nighttime consumption and
environmental predictors; the full y scale is shown in Figure E4.
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5.3.4 Interrogation of potential mechanisms for nighttime consump-

tion

Any potential mechanism for the nightly CO2 uptake observed here must be consistent with
two key trends and plausibly explain the documented magnitude of CO2 consumption:

1. CO2 consumption is strongly correlated with the magnitude of the diurnal tempera-
ture fluctuation; more CO2 is consumed when there is a larger difference between the
daytime temperature maximum and nighttime temperature minimum.

2. Consumption occurs in very dry soils (<2% VWC) and the magnitude of the CO2

consumption flux appears to be inversely correlated with volumetric water content
(Xie et al., 2009; Yates et al., 2013).

As outlined above, a number of potential mechanisms have been suggested to explain similar
observations of nighttime CO2 uptake in arid systems, though it should be emphasized that
many of these observations were made in either carbonate-dominated karst systems or in soils
substantially more saline/alkaline than the Mojave soils studied here. Proposed mechanisms
include:

1. Continuous carbonate dissolution at night coupled to carbonate precipitation during
the day, potentially assisted by convection-driven CO2 transport (Roland et al., 2013;
Hamerlynck et al., 2013; Rey, 2015)

2. Temperature-dependent CO2 dissolution/exsolution from the soil solution (Henry’s law
partitioning) (Xie et al., 2009; Shanhun et al., 2012; Ma et al., 2013)

3. Temperature-dependent CO2 adsorption to mineral surfaces (Parsons et al., 2004; Yates
et al., 2013)

We explore these mechanisms in turn, combining mechanisms 1 and 2 under the heading of
temperature-dependent carbonate system reactions.

5.3.4.1 Temperature-dependent carbonate system reactions

The solubility of CO2 gas in water (Wilhelm et al., 1977) and carbonate mineral solubility
(Plummer and Busenberg, 1982) are both temperature sensitive: lower temperatures increase
calcite solubility and CO2 partitioning into the soil solution. The nightly CO2 consumption
observed could thus reflect CO2 uptake due to a combination of carbonate mineral dissolu-
tion, which would consume 1 mole of CO2 per mole of CaCO3 dissolved (Eq. 5.1.1), and
enhanced CO2 partitioning into the aqueous phase (Eq. 5.1.2) in response to falling temper-
atures. Critically, these are both aqueous-phase reactions, meaning that the magnitude of
CO2 consumption associated with the reaction should scale with the volume of water avail-
able to perform the reaction. In addition, unlike many other soils where similar phenomena
have been observed, the relatively young Mojave soils studied here are not carbonate-rich.
The granitic alluvium parent material has not undergone significant alteration (Table C8)
and CaCO3 was not detected in the <2mm size fraction (detection limit ~0.25 wt % carbon-
ate) until >40cm depth (Figure C2), consistent with the lack of effervescence observed with
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HCl application in the field (Table C1). However, carbonate is delivered to the soils through
the dust flux1, so it is likely that some quantity of reactive carbonate is present in the upper
centimeters of the soil profile. Thus, we calculate a maximum estimate of potential night-
time CO2 uptake as the difference in dissolved inorganic carbon between a representative soil
solution equilibrated with 500ppm CO2 (Table 5.2) at the two extremes of a typical diurnal
temperature fluctuation and test the influence of different assumptions regarding carbonate
mineral supersaturation (Section 5.2.3.1). The major ion chemistry of the soil solution is
dictated by measured saturated paste extract data, concentrated by a factor of 25 to reflect
field volumetric water contents of 1-2%. Notably, this yields solutions highly supersaturated
with respect to calcium carbonate minerals, the implications of which we explore here.

Figure 5.10A shows how the total moles of dissolved inorganic carbon (DIC, CO2,aq +
H2CO3 + HCO�

3 + CO2�
3 ) contained in the soil water of the top 15cm of the soil profile

varies as a function of temperature under 3 endmember scenarios of CaCO3 supersaturation,
assuming a volumetric water content of 2% in each case. In the first (blue line), the solid
CaCO3 phase is not considered, and the solution is allowed to maintain arbitrarily high
supersaturations with respect to calcite and aragonite. This represents the temperature de-
pendence of Henry’s law partitioning in a high DIC, high pH solution (5.10B,C) reflective
of evaporative concentration of the soil solution with no precipitation of carbonate minerals.
Importantly, this yields supersaturations in excess of SIcalcite = 3, which are unrealistically
high. Solutions with SIcalcite greater than approximately 2.4 are oversaturated with respect to
amorphous calcium carbonate (Clarkson et al., 1992), and would almost certainly precipitate
rapidly from solution. There is, however, abundant evidence that the soil solution is often
somewhat oversaturated with respect to pure calcite (Suarez, 1977; Suarez and Rhoades,
1982; Inskeep and Bloom, 1986a; Amrhein et al., 1993), likely due to kinetic inhibition by
inorganic ions and dissolved organic matter (Meyer, 1984; Lebrón and Suárez, 1998; Inskeep
and Bloom, 1986b). Suarez and Rhoades (1982) and Inskeep and Bloom (1986a) both re-
port soil solutions with SIcalcite up to and slightly exceeding 1.0, so we use SIcalcite = 1.0 as a
representative high but physically reasonable supersaturation for the Mojave soils of interest
here. Temperature-driven changes in the total DIC reservoir for solutions where the super-
saturation with respect to calcite is fixed at SI = 1.0 are shown as a grey line in Figure 5.10A.
The calcite precipitation required to achieve this lower supersaturation yields a significantly
smaller DIC reservoir and lower pH, which limits the extent of CO2 dissolution/exsolution
with changes in temperature. Analogous changes in total DIC for solutions in equilibrium
with calcite are shown as the red line in Figure 5.10A for a volumetric water content of 2%,
and for four different water contents in Figure 5.10D. Under the assumptions modeled here,
the potential CO2 uptake for a given temperature change scales linearly with water content
such that twice as much CO2 would be consumed in a soil with 4% VWC as in a soil with
2% VWC.

This analysis reveals that the magnitude of nighttime CO2 consumption observed could
only be explained by the high-pH, high-DIC scenario where the solution supersaturation
with respect to CaCO3 minerals is unrealistically high (Table 5.5, 5.2). For that solution
chemistry, temperature-driven changes in CO2 partitioning into the soil solution could drive

1An average of ~0.8g CaCO3/m2/yr was measured by Reheis (2006; 2003) from 1985-2001 at sites moni-
tored in the Eastern Mojave in the vicinity of our climosequence.
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nightly CO2 uptake ranging from 5.8-9.3 mmol/m2 for the three representative monthly
intervals quantified above, accounting for the full magnitude of CO2 consumption observed
(Table 5.2). When SIcalcite is capped at 1, the potential nighttime CO2 uptake drops to
1.8-2.1mmol/m2, suggesting that upwards of 72% of the CO2 uptake calculated from the
surface flux alone could plausibly be attributed to temperature-dependent carbonate system
reactions, but only between 20-56% of the total consumption flux can be accounted for
in this manner. Analogously, when the soil solution is assumed to be in equilibrium with
calcite, only 0.6-0.7mmol/m2 CO2 uptake is predicted in response to the observed diurnal
temperature fluctuations, less than 20% of the nighttime consumption observed. Lower DIC
concentrations are calculated in this scenario, accompanied by smaller magnitude potential
CO2 uptake, as the high Ca2+ concentrations limit the size of the DIC reservoir in equilibrium
with calcite and thus decrease carbonate pH buffering, leading to lower pH conditions (Figure
5.10B).

It is thus unlikely that carbonate dissolution and CO2 partitioning into soil water are
the only two CO2 uptake mechanisms operating in these Mojave desert soils, unless higher
pH conditions are maintained than predicted for reasonable carbonate mineral saturation
states. This could plausibly be achieved if the Ca2+ concentration under field conditions
is significantly lower than that predicted from the saturated paste extract data, potentially
due to the precipitation of non-carbonate mineral phases (though no common Ca-bearing
minerals were found to be supersaturated) or Ca2+-sorption to mineral phases or organic
material (Curtin et al., 1998). This highlights the need to develop methods to better con-
strain in-situ soil solution pH for the highly unsaturated conditions frequently observed in
arid systems. Another important caveat to these calculations is that they operate under the
inherent assumption that the chemistry of thin films of water in the soil matrix is equivalent
to that of a bulk solution. If thin films of water can adsorb substantially more gas than a
bulk solution of the same volume, for instance due to the higher surface area in contact with
the soil atmosphere, the calculations presented here could be under-estimates.

5.3.4.2 Temperature-dependent CO2 adsorption to mineral surfaces

Gas adsorption to mineral surfaces is also temperature dependent (Chen and Lu, 2015) and
crucially does not require a large aqueous reservoir. In fact, CO2 adsorption to soil minerals
at low nighttime temperatures is a mechanism where lower soil water contents would enhance
the magnitude of CO2 consumption, due to the higher available mineral surface area and
lower competition by water vapor. In this section we set out to quantify the amount of CO2

that could plausibly be reversibly sorbed/desorbed from soil minerals due to the diurnal
temperature oscillation. Unfortunately, while there is a rich literature on CO2 adsorption to
solid sorbents at high CO2 (partial) pressures, including to clay minerals (Chouikhi et al.,
2019), data on ambient CO2 sorption to soil minerals and its temperature dependence is
sparse. We thus attempt to provide a first-order estimate of CO2 adsorption potential based
on the best-available information (Section 5.2.3.2).

Working from BET isotherms of CO2 adsorption to a range of soils measured by Ravikovitch
et al. (2005), we estimate a CO2 adsorption capacity of 0.01 mg CO2/m2 at 0°C and ambi-
ent CO2 for the organic-poor soils of interest here. Coupling this with an estimated mineral
surface area of 20m2/g based on the measured particle size distribution yields a first-order es-
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Figure 5.10 – Modeled potential nighttime CO2 uptake from temperature-dependent carbonate
system reactions. A) Modeled total mmol/m2 dissolved inorganic carbon (DIC) in the top 15cm
of soil as a function of temperature under 3 different scenarios of CaCO3 supersaturation: pure
Henry’s law partitioning of a solution in equilibrium with 500ppm CO2, allowing for extremely
high supersaturation with respect to calcite; equilibration with 500ppm CO2 while maintaining
a calcite saturation index of 1.0; and equilibration with both 500ppm CO2 and an excess of
calcite (SIcalcite = 0). In all cases, major ion concentrations are derived from the measured
saturation extract chemistry, concentrated by a factor of 25 to represent field conditions. DIC
quantities reflect a volumetric water content of 2%. B) Solution pH and C) calcite saturation
index in each scenario. D) Modeled total mmol/m2 dissolved inorganic carbon (DIC) in the top
15cm of soil as a function of temperature assuming equilibrium with calcite for four different
volumetric water contents.
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Condition
Max CO2 uptake due to diurnal temperature fluctuation (mmol/m2)
Oct 2017 (15-40°C) Dec 2017 (5-25°C) June 2018 (20-55°C)

Solely equilibrate with
6.99 5.82 9.27500ppm CO2

(SIcalcite > 2.8, pH 9)
Equilibrate with

1.80 1.99 2.09500ppm CO2,
SIcalcite = 1.0

Equilibrate with
0.6 0.67 0.70500ppm CO2,

SIcalcite = 0

Table 5.5 – Calculated maximum potential nighttime CO2 uptake from temperature-dependent
carbonate system reactions during three representative dry-season months, assuming a volumet-
ric water content of 2%. In all cases, major ion concentrations are derived from the measured
saturation extract chemistry, concentrated by a factor of 25 to represent field conditions. The
three scenarios represent different assumptions regarding CaCO3 mineral supersaturation. As-
sociated soil conditions and measured CO2 uptake are provided in Table 5.2.

timate of CO2 adsorbed in the top 15cm of soil of: (0.01 mgCO2/m2)*(20m2/g)*(1.4e6g/m3)*
(0.15m) = 42 gCO2/m2 = 0.95 mol CO2/m2 at 0°C. Figure 5.11 then shows the calculated
temperature dependence of this CO2 adsorption, using conservative estimates of the enthalpy
of adsorption (�Hads Section 5.2.3.2) for physisorption of CO2. These calculations suggest
that upwards of 50mmol/m2 CO2 could be consumed due to temperature-dependent adsorp-
tion to mineral surfaces with the diurnal temperature oscillations documented here, in excess
of the 10mmol/m2 nighttime CO2 consumption measured during the summer months. While
this should be treated as a first-order estimate due to the limited ambient CO2 adsorption
data and potential complicating factors in soil systems, including competitive adsorption by
water vapor (Jin and Firoozabadi, 2014; Schaef et al., 2015), we conclude that CO2 sorbed to
soil minerals could represent a non-trivial reservoir of CO2 that could be reversibly taken up
and released by the large thermal fluctuations experienced by shallow soils in these systems.

Is there evidence from the field that thermally driven CO2 adsorption/desorption from
mineral surfaces could play a role in the nightly CO2 uptake observed in a range of desert
environments? Both Ma et al. (2013) and Wang et al. (2020) report negligible CO2 uptake
in laboratory incubations of dry quartz sand, but the vast majority of the surface area in
soils is derived from the clay size fraction and organic material. The quartz sand used in
those studies likely had orders of magnitude lower surface area than the Mojave soils of
interest here, which would scale the CO2 uptake potential accordingly. In contrast, Parsons
et al. (2004) documented substantial CO2 adsorption and subsequent release in response to
temperature changes in laboratory incubations of oven-dry, sterilized soils from Antarctic
dry valleys. This, plus the repeated observations that CO2 uptake declines with increasing
water content in laboratory incubations of alkaline soils (Xie et al., 2009; Yates et al., 2013)
supports the conjecture that temperature-dependent mineral sorption could play a significant
role in the nightly CO2 uptake observed in arid soils.
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Figure 5.11 – Potential CO2 consumption due to temperature-dependent adsorption to mineral
surfaces. Modeled total mmol/m2 adsorbed CO2 in the top 15cm of the soil profile as a function
of temperature. Colors denote different assumed enthalpies of adsorption (�Hads, kJ/mol).
Assumes a CO2 adsorption capacity of 0.01mgCO2/m2 at 0°C (Ravikovitch et al., 2005) and a
mineral surface area of 20m2/g.

5.3.4.3 Alternative explanations: biologic carbon fixation and enhanced trans-
port of CO2

Additional potential contributors to the nightly CO2 uptake documented here include bio-
logic carbon fixation and enhanced (i.e. non-diffusive) transport of CO2. The nighttime CO2

consumption is obviously not driven by phototrophic carbon fixation, but could be driven in
part by dark microbial carbon fixation (Spohn et al., 2020). Chemoautotrophic bacterial may
play an important role in carbon fixation in desert soil systems, particularly during extended
dry periods (León-Sobrino et al., 2019; Ray et al., 2020). However, it is not immediately
clear that biotic CO2 uptake would scale linearly with soil temperature, more specifically the
magnitude of the diurnal temperature fluctuation, and a number of studies have observed
similar temperature-driven CO2 uptake in sterilized soils (Parsons et al., 2004; Xie et al.,
2009; Yates et al., 2013; Ma et al., 2013; Fa et al., 2018; Wang et al., 2020). Biotic CO2

uptake thus likely plays a limited role in the regular nighttime CO2 consumption observed,
but could play an important role in the acute CO2 consumption observed with precipitation
(Section 5.3.5).

Non-diffusive CO2 transport could also play a role in the CO2 uptake behavior observed.
Atmospheric pumping driven by pressure gradients, particularly those caused by wind, have
been demonstrated to be important controls on CO2 exchange in certain soil systems (Rey
et al., 2012; Kowalski et al., 2008; Roland et al., 2013; Rey, 2015). Thermal convective
transport of CO2 can also lead to significantly enhanced CO2 transfer over typical diffusion
rates in high permeability soils which experience large temperature gradients (Ganot et al.,
2014). For the Mojave soils of interest here, the permeability is not high enough to expect
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substantial thermal convective venting (Ganot et al., 2014), and there is a weak correlation
between nighttime CO2 consumption and wind speed (Figure 5.9A). Thus while convective
or advective transport could influence surface-atmosphere CO2 exchange in these soils, we
do not find evidence to suggest that non-diffusive transport is a primary driver of the nightly
CO2 uptake observed.

5.3.5 Interpretation of acute consumption following rain

While carbonate dissolution/re-precipitation seems unlikely to be the dominant driver of the
regular nighttime CO2 consumption observed due both to the low soil carbonate content and
the limited size of the aqueous reservoir during dry intervals, during precipitation events a
substantial volume of rainwater highly undersaturated with respect to CaCO3 is added to the
soil system. The acute episodes of CO2 consumption in interspace soils during and immedi-
ately following rain events (Figure 5.4) could thus be driven by carbonate mineral dissolution
in shallow soils. The question becomes whether there is enough reactive carbonate in the
soil matrix to drive the magnitude of consumption observed (Table 5.1). Again considering
a hypothetical 1m x 1m soil column (Section 5.2.3), the top 15cm represents a volume of
150,000cm3, which at a bulk density of 1.4g/cm3 equates to 210kg of material. Taking 0.2
wt% CaCO3 as an upper estimate of the carbonate content (no carbonate is detected in the
mass spectrometer with a detection limit of ~0.25 wt% CaCO3 and no effervescence was
observed in the field), this yields a maximum of 420g or 4.2 moles of CaCO3 total in the
upper 15cm. Carbonate dissolution consumes 1mole of CO2 per mole CaCO3 dissolved (Eq.
5.1.1), meaning that the maximum net CO2 consumption observed, 13.3mmol/m2 (Table
5.1), would require the dissolution of 1.33g CaCO3. This is less than 2 years of the carbon-
ate dust flux measured by Reheis (2006; 2003) and well within the potential CaCO3 present
in the upper 15cm. Explaining the entirety of the damped intercanopy profile response to
rain relative to the under-canopy profile (assuming CO2 production would be roughly half
that of the under-canopy profile in the absence of consumption, Section 5.3.2) would require
between 1-4% of the estimated maximum CaCO3 present to dissolve to drive the magnitude
of CO2 consumption observed (Table 5.1). We thus conclude that the net CO2 consumption
in interspace soils following rain events could be driven by the dissolution of carbonate min-
erals that later reprecipitate deeper in the soil profile as the soil dries out (Breecker et al.,
2009; Gallagher and Breecker, 2020).

In addition, there are established, undisturbed, biological soil crusts adjacent to the ’bare
soil’ profile (Figure 5.7, 5.12). Biotic carbon fixation in surficial soils could thus also con-
tribute to the net CO2 consumption with rain and subsequent muted respiration response
observed in the interspace soils. Rain and the associated CO2 consumption often occurs
at night (Section 5.3.2), meaning that the initial acute CO2 consumption cannot be solely
driven by phototrophic C fixation. However, recovery of full photosynthetic capacity in
biocrusts is observed within 10 minutes to 1 hour post-wetting (Garcia-Pichel and Belnap,
1996; Harel et al., 2004; Rajeev et al., 2013), which suggests that near-surface carbon fixa-
tion by photosynthetic biocrust communities could be an important driver of the apparent
muted CO2 production for 1-2 days post-rain relative to the under-canopy soil. There is
also increasing evidence for microbial chemotrophic carbon fixation in soils, particularly in
dry desert environments (León-Sobrino et al., 2019; Ray et al., 2020). Carbon fixation by
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Figure 5.12 – Biocrusts observed at the Creosote, interspace profile. A) Intact soil crusts in
the vicinity of the soil profile. B and C) Field microscope images of crusts collected adjacent
to the monitored soil pit.
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chemoautotrophs in shallow soils could contribute to the initial CO2 uptake if carbon fixa-
tion in these organisms responds on the same timescale as phototrophic crust communities.
The acute episodes of CO2 uptake in interspace soils observed following rain events are thus
consistent with CO2 consumption due to CaCO3 dissolution, potentially augmented by biotic
C fixation in shallow soils.

5.3.6 Broader implications for measurements and predictions of

CO2 fluxes in these systems

The nighttime CO2 consumption documented here represents an abiotic diurnal cycle of
CO2 uptake and release that amplifies the diurnal cycle driven by biologic respiration. This
thermally-driven abiotic ’capacitor’ for CO2 is a potential explanation for the inability of
a model which only accounts for (presumably biological) CO2 production and diffusion to
capture the magnitude of the diurnal CO2 fluctuation, particularly during the frequent dry
periods between rain events, as observed in Chapter 4. Indeed, our results suggest that most
of the diurnal CO2 oscillation during the dry season is likely driven by this abiotic cycle of
CO2 adsorption at night with falling temperatures followed by release as temperatures rise
the following day (Figure 5.5). Notably, our results suggest that the regular CO2 uptake
observed here is not a substantial net CO2 consumption flux, but instead roughly balances
on a daily timescale (Figure 5.5). This is in contrast to some previous measurements which
suggest significant net CO2 uptake by the plant-soil system on an annual basis (Jasoni
et al., 2005; Wohlfahrt et al., 2008; Liu et al., 2015b) at levels hard to reconcile with our
understanding of the size and rate of change of desert carbon pools (Schlesinger et al., 2009).

This additional control on CO2 dynamics has important implications for the interpreta-
tion of soil flux measurements from arid systems. Considering the CO2 flux at night to be
representative of respiration, a common assumption for flux partitioning of eddy covariance
measurements (Reichstein et al., 2005), would lead to an under-estimation of respiration
as the abiotic CO2 uptake masks the biologic production. Conversely, soil flux measure-
ments during the day likely provide an over-estimation of respiration, as the net flux reflects
CO2 production from both abiotic and biotic sources. This could significantly impact our
understanding of the sensitivity of desert carbon pools to perturbation (Shanhun et al.,
2012), as both calculated turnover times and the temperature sensitivity of respiration are
often inferred from field and laboratory measurements of CO2 flux (Sanderman et al., 2003;
Bond-Lamberty et al., 2018). Thermally-driven abiotic CO2 uptake and release, whether
underpinned by carbonate system reactions, sorption to soil minerals, or a combination of
both, likely has a distinct temperature sensitivity from biologic respiration, as suggested by
observations from sterilized and unsterilized soils in the Gurbantunggut Desert (Wang et al.,
2020). Homing in on a mechanistic description of these abiotic reactions is thus critical for
proper interpretation of existing and future CO2 measurements from arid ecosystems. Ad-
ditional work investigating potential CO2 uptake by soil minerals as a function of relative
humidity; additional modeling and potentially experimental work targeting an understanding
of the soil carbonate system and pH at low water contents; and empirical studies examining
CO2 dynamics in sterilized and unsterilized soils will all aid in this effort. Diurnal measure-
ments of the carbon isotopic composition of CO2, as presented by Soper et al. (2017) for a
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similar Mojave soil system, could also help disentangle CO2 sources in-situ. Notably, Soper
et al. (2017) report increasing �13CCO2 with soil temperature and �13CCO2 source values
of -7.2‰±2.8‰ in dry interspace soils when soil surface temperatures topped 60°C. This
was interpreted as an increasing flux of CO2 derived from CaCO3 precipitation and CO2

outgassing as temperatures increase (soil carbonate �13C = 0.2‰±0.2‰), but could also
represent an increasing contribution from atmospheric CO2 (⇠-8‰) desorbing from mineral
surfaces. In-situ measurements will thus need to be coupled with quantitative modeling of
the proposed reactions to develop a comprehensive understanding of abiotic CO2 dynamics.

5.4 Conclusions
Two types of CO2 consumption are documented in interspace soils of a creosote shrub ecosys-
tem in the Mojave Desert. Nearly continuous nighttime CO2 consumption in near-surface
soils drives regularly negative CO2 surface fluxes during dry periods and acute episodes of
CO2 consumption occur following rain events. The magnitude of the daily diurnal tempera-
ture fluctuation appears to be a key driver of the nightly CO2 consumption, explaining 73%
of the variation in consumption magnitude on nights when net consumption is observed. We
quantitatively consider two potential mechanistic explanations for this thermally-driven CO2

uptake: temperature-dependent carbonate system reactions and CO2 adsorption/desorption
from mineral surfaces. Geochemical modeling of potential CO2 uptake due to temperature-
dependent CO2 dissolution and dissolved inorganic carbon speciation in the soil solution
suggests that these reactions alone cannot account for the magnitude of consumption ob-
served, unless higher pH conditions are maintained than predicted for reasonable carbonate
mineral saturation states. Critically, the highest magnitude CO2 consumption is observed
during very dry intervals (<1-2% volumetric water content from 0-25cm depth), where the
total volume of water available to perform such aqueous-phase reactions is limited. Changes
in CO2 sorption to soil minerals due to shallow soil temperature fluctuations, in contrast,
does not require a large aqueous reservoir, and indeed should be maximized in dry soils with
the highest available mineral surface area. First-order calculations suggest that thermally
driven CO2 adsorption/desorption from mineral surfaces could provide a much larger po-
tential CO2 sink, but data on CO2 sorption under ambient (low PCO2) conditions is scarce.
More data is needed to evaluate CO2 sorption capacity and its temperature sensitivity un-
der in-situ soil conditions, particularly the influence of competition by water vapor, but we
posit that mineral sorption reactions could play a substantial role in driving the large diur-
nal fluctuations in soil CO2 flux observed. The CO2 uptake observed following rain events
is consistent with CO2 consumption due to carbonate mineral dissolution, potentially aug-
mented by shallow-soil carbon fixation via biocrust photosynthesis or microbial autotrophy
more broadly. Importantly, the CO2 consumption documented here occurs in rather pedes-
trian desert soils on granitic alluvium; the soils are not calcareous or highly saline/alkaline
as in many other locations where similar behavior has been observed. This suggests that a
thermally-driven abiotic diurnal cycle of CO2 uptake and release could be a common feature
of dryland soils. Further probing the mechanistic underpinnings of this CO2 uptake and
developing quantitative representations of the underlying geochemical processes should be a
key emphasis of future work investigating CO2 dynamics in these important systems.
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Nielsen Formulation Wolthers Formulation

Attachment/Detachment Frequency Relationships

kA - fitted kA1 - fitted

kB - fitted kA2 = kA1

⌫A =
p

KspkAkB kB1 = 2kA1

⇣
1+108.610�pH

1+1010.3310�pH

⌘

⌫B = ⌫A kB2 = kB1

vA1 - fitted

⌫A2 = ⌫A1

⌫B1 =
Kspk̄Ak̄B

⌫̄A(1+108.610�pH)

⌫B2 = ⌫B1

Effective attachment/detachment coefficients:

k̄A = kA1 + 108.610�pH
kA2

k̄B = kB1 + 1010.3310�pH
kB2

⌫̄A = ⌫A1 + ⌫A2

⌫̄B = ⌫B1 + 108.610�pH
⌫B2

Kink Site Probability

PA = kA{A}+⌫B
kA{A}+kB{B}+⌫A+⌫B

PB1 =
�(k̄B{B1}+⌫̄A)

k̄A{A}+⌫̄B+✓(k̄B{B1}+⌫̄A)

PB = 1� PA ✓ =
�
1 + 108.610�pH

�

PB2 = 108.610�pH
PB1

PA = �� ✓PB1

Kink Propagation Rate (s-1)

uA = kA{A}PB � vAPA uA = k̄A{A}PB � v̄APA

uB = kB{B}PA � vBPB uB = k̄B{B}PA � v̄BPB

u = uA + uB

Kink Formation Rate (s-1) (Zhang and Nancollas, 1998)

iA = 2exp
⇣

�2✏A
kbT

⌘
(⌦� 1) ⌫BkA[A]

kA[A]+⌫B
iA = 2�exp

⇣
�2✏A
kbT

⌘
(⌦� 1) ⌫̄B k̄A[A]

k̄A[A]+⌫̄B

iB = 2exp
⇣

�2✏B
kbT

⌘
(⌦� 1) ⌫AkB [B]

kB [B]+⌫A
iB = 2�exp
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�2✏B
kbT

⌘
(⌦� 1) ⌫̄Ak̄B [B]

k̄B [B]+⌫̄A

⌦ = [A][B]
Ksp

; i = iA+iB

2 ; ✏A = ✏B = 1.15 ⇤ 10�20
J (Nielsen et al., 2013)

Steady-State Kink Density

⇢ =
q

2i
u

Step Velocity (m/s)

vst = ⇢ua

Surface-normal growth rate (mol/m2/s) - spiral growth

Rnet =
hvstd

y0

Surface-normal growth rate (mol/m2/s) - 2D nucleation

Rnet = 1.137h(Iv2
st
)1/3; I = vst

�ab

⇣
⇠2�

⇡ab

⌘1/2
exp

⇣
�G

⇤

kbT

⌘
; �G

⇤ = ⇠ab 
2

kbT�

 is the average edge free energy of the nucleus, taken to be 1.49e-10 J/m

� = ln(⌦); ⇠ ⇠ 1/8; ⇠2 ⇠ 4;

Ca isotope fractionation

↵p =
↵f

1+
vAPA

kA{A}PB

⇣
↵
f

↵eq
�1

⌘ ↵p =
↵f

1+
v̄APA

k̄A{A}PB1

⇣
↵
f

↵eq
�1

⌘

d = 27100mol/m
3
; a = 3.2e-10m; h = 3.1e-10m

Table A1 – Summary of the key equations of the Nielsen et al. (2012) and Wolthers et al.
(2012) ion-by-ion models of calcite growth. In the Wolthers formulation, 1 and 2 subscripts
denote CO2�

3 and HCO�
3 , respectively.
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Fitted model parameters

Attachment/detachment coefficients were fit to available step velocity data (Davis, 2008;
Larsen et al., 2010; Bracco et al., 2012; Hong and Teng, 2014; Sand et al., 2016). Best-
fit coefficients were largely comparable between datasets; fitted kA and kB for various step
velocity datasets using the Nielsen et al. (2012) ion-by-ion model are summarized in Figure
A1. Kinetic and equilibrium endmember Ca isotope fractionations were fit to the data from
this study and the 25°C dataset from Tang et al. (2008); best-fit parameters for both the
Nielsen et al. (2012) and Wolthers et al. (2012) model formulations are summarized in Table
A2.
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Figure A1 – Best-fit Ca2+ (A) and CO2�
3 (B) attachment coefficients for various step velocity

datasets using the Nielsen et al. (2012) ion-by-ion model. Step velocity datasets: Sand et al.
(2016); Davis (2008); Hong and Teng (2014); Larsen et al. (2010); Bracco et al. (2012).
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Nielsen et al. (2012) Model
Step velocity dataset Step kA (s-1M-1) kB (s-1M-1) ↵f* ↵eq* SSE (�44/40Ca)

Sand, all SI’s Obtuse 8.945E+05 1.335E+06 0.9974 0.9995 2.79
Acute 2.050E+06 5.165E+05 0.9970 0.9995 3.06

Sand SI = 0.6 Obtuse 8.792E+05 1.508E+06 0.9974 0.9995 2.59
Acute 3.071E+06 4.601E+05 0.9970 0.9995 2.93

Davis Obtuse 6.649E+05 1.866E+06 0.9976 0.9995 2.17
Acute 1.856E+06 3.618E+05 0.9973 0.9995 2.36

Hong and Teng, pH 8 Obtuse 1.211E+06 7.108E+06 0.9978 0.9995 1.56
Acute 3.015E+06 1.908E+06 0.9975 0.9995 1.73

Wolthers et al. (2012) Model
Step Velocity Data Step kA (s-1M-1) ⌫A (s-1) ↵f* ↵eq* SSE (�44/40Ca)

Sand, all SI’s Obtuse 1.859E+07 8.742E+02 0.9979 0.9995 1.06
Acute 1.560E+07 3.808E+03 0.9975 0.9995 1.16

Sand SI = 0.6 Obtuse 2.672E+07 9.575E+02 0.9980 0.9995 0.83
Acute 2.428E+07 5.244E+03 0.9976 0.9995 0.89

Davis Obtuse 1.624E+07 3.428E+02 0.9979 0.9998 0.61
Acute 1.082E+07 1.933E+03 0.9977 0.9997 0.60

Table A2 – Fitted attachment/detachment coefficients and end member Ca isotope fraction-
ations using different step velocity datasets. *Fitted end member fractionations listed for the
obtuse step represent models run only considering the obtuse step while those listed under the
acute step account for hillock anisotropy and differing isotope discrimination between the two
non-equivalent steps. SSE: sum squared error

⇣P
i

�
�44/40Cameasured,i ��44/40Camodeled,i

�2⌘.

Influence of surface complexation and variable � (fraction

of available growth sites)

For a given set of attachment/detachment coefficients, ↵p is independent of �:

↵p =
↵f

1 +
R

b

Ca

R
f

Ca

⇣
↵f

↵eq

� 1
⌘ (1)

In the Wolthers et al. (2012) ion-by-ion formulation,

R
b

Ca

R
f

Ca

=
v̄APA

k̄A{A}PB1
(2)

Noting that PA = ��✓PB1 and v̄A

k̄A
is a constant at a fixed pH, the solution stoichiometry

dependence of ↵p is dictated by PA

PB1
:
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PA

PB1
=

�� ✓PB1

PB1
=

�

PB1
� ✓ (3)

where ✓ is dependent only on pH (✓ =
�
1 + 108.610�pH

�
). Substituting for PB1 (Table

A1):

PA

PB1
=

�

�(k̄B{B1}+⌫̄A)
k̄A{A}+⌫̄B+✓(k̄B{B1}+⌫̄A)

� ✓ =
k̄A{A}+ ⌫̄B + ✓

�
k̄B{B1}+ ⌫̄A

�

k̄B{B1}+ ⌫̄A
� ✓ (4)

Thus the extent of Ca exchange at a given solution chemistry (pH, supersaturation,
Ca

2+ : CO
2�
3 ) is dictated only by the best-fit attachment/detachment coefficients.

� Step kA (s-1M-1) ⌫A (s-1) ↵f* ↵eq* SSE (�44/40
Ca)

Variable Obtuse 1.624e7 3.428e2 0.9979 0.9998 0.61
Acute 1.082e7 1.933e3 0.9977 0.9997 0.60

Constant Obtuse 4.431e7 5.675e3 0.9972 0.9995 2.55
Acute 3.075e7 2.752e4 0.9965 0.9995 2.44

Table A3 – Comparison of best-fit attachment/detachment coefficients and endmember frac-
tionations for Davis (2008) step velocity dataset assuming either a constant fraction of available
growth sites (� = 0.01) or a variable � set by the Wolthers et al. (2008) surface complexation
model. SSE: sum squared error

⇣P
i

�
�44/40Cameasured,i ��44/40Camodeled,i

�2⌘.
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A) B)

C) D)

E) F)

Figure A2 – Influence of accounting for a variable number of growth sites using the CD-MUSIC
model of Wolthers et al. (2008). A,B) Predicted �44/40Ca assuming a variable � set by the
Wolthers et al. (2008) surface complexation model. C,D) Predicted �44/40Ca with a constant
fraction of available growth sites (� = 0.01). E,F) Comparison of modeled step velocities (E)

and extent of Ca exchange
✓

R
b

Ca

R
f

Ca

◆
assuming either a CD-MUSIC defined � (solid line) or

constant � (dashed line). In all, attachment/detachment coefficients fit to Davis (2008) obtuse
step velocity are used to parameterize the Wolthers et al. (2012) ion-by-ion model.
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Fitting attachment/detachment coefficients with measured

bulk growth rates

B) Bracco y0 relationship

C) Thermo y0 relationship

A) Davis y0 relationship

Figure A3 – Ion-by-ion model prediction of �44/40Ca-Ca2+ : CO2�
3 relationship using

Wolthers et al. (2012) model and Ca attachment/detachment parameters fit directly to the
surface-normal growth rates measured here using different step width (y0) parameterizations:
A) Davis (2008), B) Bracco et al. (2013), and C) thermodynamic y0 dependent solely on super-
saturation. 211



B) Bracco y0 rela�onshipA) Davis y0 rela�onship

C) Thermo y0 rela�onship

Figure A4 – Ion-by-ion model prediction of bulk growth rates using Wolthers (2012) model and
Ca attachment/detachment parameters fit directly to the surface-normal growth rates measured
here using different step width (y0) parameterizations: A) Davis (2008), B) Bracco (2013), and
C) thermodynamic y0 dependent solely on supersaturation.
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Influence of supersaturation and pH on predicted �44/40
Ca

SI = 2

SI = 0.8

SI = 0.5

SI = 0.3

SI = 0.1

A) B)

Figure A5 – Influence of supersaturation (A) and pH (B) on predicted �44/40Ca. In A, pH is
fixed at 8.5 while the supersaturation is varied while in B, the supersaturation is held constant
(SI 0.8) while pH is varied. In both, attachment/detachment coefficients fit to Davis (2008) acute
and obtuse step velocities are used to parameterize the Wolthers et al. (2012) ion-by-ion model
(Table 3). See Figure 2.13 in the main text for comparable plots with attachment/detachment
coefficients fit only to Davis (2008) obtuse step velocity data.
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Additional experimental data

Experiment Ca2+:CO3
2- SI CaCl2 (M) KHCO3 (M) KCl (M)

1 25 0.5 1.34E-03 1.84E-03 9.41E-02
2 1 0.5 2.90E-04 9.10E-03 9.00E-02
3 10 0.5 8.60E-04 2.90E-03 9.45E-02
4 100 0.5 2.65E-03 9.30E-04 9.11E-02
5 25 0.5 1.34E-03 1.84E-03 9.41E-02
6 1 0.8 4.26E-04 1.28E-02 8.59E-02
7 10 0.8 1.23E-03 4.09E-03 9.22E-02
8 25 0.8 1.91E-03 2.63E-03 9.16E-02
9 100 0.8 3.75E-03 1.34E-03 8.74E-02
10 250 0.8 5.94E-03 8.70E-04 8.13E-02
11 250 0.8 5.94E-03 8.70E-04 8.13E-02
12 1 0.8 4.26E-04 1.28E-02 8.59E-02
13 10 0.8 1.23E-03 4.09E-03 9.22E-02
14 25 0.8 1.91E-03 2.63E-03 9.16E-02
15 100 0.8 3.75E-03 1.34E-03 8.74E-02
16 100 0.8 3.75E-03 1.34E-03 8.74E-02

Table A4 – Summary of reagents used to prepare growth solutions.
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Appendix B: Supplementary information
for Chapter 3, Ca isotope insights into
Mn2+ and Mg2+ inhibition of calcite
growth

Mn solution speciation considerations
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Figure B1 – Histograms of compiled literature measurements (blue) and values from the most
common geochemical thermodynamic databases (orange) for key Mn speciation parameters. A)
Rhodochrosite solubility (Middelburg et al. (1987) and references within), B) MnCO3

0 ion pair
stability constant (Sternbeck, 1997; Luo and Millero, 2003; Turner et al., 1981; Langmuir, 1979;
Wolfram and Krupp, 1996; Mattigod and Sposito, 1977) and C) MnHCO3

+ ion pair stability
constant (Wolfram and Krupp, 1996; Lesht and Bauman, 1978).
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Additional figures for ion-by-ion model investigation of
Mn2+ inhibition of calcite growth

A)

B)

C)

Figure B2 – Ion-by-ion model prediction of bulk growth rate (A), Mn2+ partition coefficient
(B), and �44/40Cacalcite�fluid (C) as a function of {Mn2+}/{Ca2+} for Mn2+ inhibition of calcite
growth driven by cation-desolvation limited kink blocking. See Table 3.4 for model parameters.
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Figure B3 – Comparison of calcite-rhodochrosite solid solution thermodynamic data used here
to that measured by Katsikopoulos et al. (2009).
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Additional figures for ion-by-ion model investigation of
Mg2+ inhibition of calcite growth

Cation kink blocking with negligible Mg2+ detachment rate

A)

B)

C)

Figure B4 – Ion-by-ion model prediction of bulk growth rate (A), Mg2+ partition coefficient
(B), and �44/40Cacalcite�fluid (C) as a function of {Mg2+}/{Ca2+} for Mg2+ inhibition of calcite
growth driven by Mg2+-desolvation limited kink blocking with virtually no Mg2+ detachment.
See Table 3.5 for model parameters (Scenario 2 with y0 scaled to the observations of Davis et al.
(2000)).
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Cation kink blocking with low Mg2+ detachment rate, linked to the
solubility of the Mg-calcite lattice

A)

B)

C)

Figure B5 – Ion-by-ion model prediction of bulk growth rate (A), Mg2+ partition coefficient
(B), and �44/40Cacalcite�fluid (C) as a function of {Mg2+}/{Ca2+} for Mg2+ inhibition of calcite
growth driven by Mg2+-desolvation limited kink blocking with a low Mg2+ detachment flux.
See Table 3.5 for model parameters (Scenario 3 with y0 scaled to the observations of Davis et al.
(2000)).
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Predicted KMg-growth rate relationship for the different inhibition
mechanisms explored

A) B)

C) D)

Figure B6 – Predicted growth rate dependence of Mg2+ partitioning at different supersatura-
tions for the different inhibition mechanisms explored. KMg as a function of {Mg2+}/{Ca2+} for
inhibition modeled as cation-desolvation driven kink blocking for A) scenario 1 (y0 scaled to
Davis et al. (2000)), B) scenario 2 (thermodynamic y0), C) scenario 3 (y0 scaled to Davis et al.
(2000)), and D) inhibition modeled as Mg2+ complex addition + carbonate kink blocking (y0
scaled to Davis et al. (2000)). See Table 3.5 for model parameters.
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Assumed calcite-magnesite solid solution thermodynamics dictates
the sign of the KMg-{Mg2+}/{Ca2+} relationship
The value of W12 dictates the sign of the KMg-{Mg2+}/{Ca2+} relationship. Low values of
W12 yield an increase in KMg with fluid {Mg2+}/{Ca2+} while values of W12 greater than
~17kJ/mol cause the slope of the KMg-{Mg2+}/{Ca2+} relationship to reverse (Lammers and
Mitnick, 2019).

A) B)
W12
W12

W12
W12

Figure B7 – Assumptions regarding calcite-magnesite solid solution thermodynamics dictate
the slope of the KMg-{Mg2+}/{Ca2+} relationship. Ion-by-ion model prediction of Mg partition
coefficient vs. {Mg2+}/{Ca2+} (A) and growth rate (B) assuming W12 = 8kJ/mol (solid line) and
W12 = 40kJ/mol (dotted line).
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Solution Preparation
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Appendix C: Mojave climosequence soil
characterization

Soil Description
Soil profiles from three sites along an elevation gradient in the Mojave National Preserve in
Southern California were sampled and instrumented for long-term monitoring of meteorolog-
ical and soil conditions in January, 2017. Each site represents one of the dominant vegetation
types in the Mojave: creosote bush at the lowest elevations; joshua trees at mid-elevations;
and a mixed pinyon-juniper forest at the highest elevations. At each site three soil pits were
excavated; see Table 4.1 for site locations and profile microsite descriptions.
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Creosote

Soil Pit Horizon
Lower Depth

Roots* Effervescence**
Weight Percent

(cm) Gravel (%)

C1 1 3 0 0 26.07
2 13 1(-)f 0 27.58
3 28 1vf,f 0 30.42
4 55 1vf,m,c me-se 31.70
5 73 2vf,f se 71.56
6 88 1(-)vf 0-me 49.41
7 104 2vf,f,m se-ve 60.69
8 135 2vf,f,m o-se 38.53

C2 1 3 0 21.00
2 19 1f,m 28.36
3 56 1f,m 43.81
4 61 1vf 52.45
5 82 2f,1m,co 40.20
6 88 2f 60.83
7 98 0 47.85
8 106 sf 55.25
9 130 0-1,vf 36.66

C3 1 4 0 0 41.51
2 16 1f 0 23.76
3 32 2vf,1f,m 0 35.81
4 52 1vf,c 0 42.93
5 58 2vf,1m 0-me 32.46
6 77 1vf,m 0-me 40.74
7 89 2vf,1f se 39.72
8 106 1vf,f 0-me 32.44
9 125 0 0-me/se 32.52

Table C1 – Horizon characteristics of lowest elevation, Creosote site soil profiles. *Number
indicates quantity of roots; letters describe size of roots: 1 - few, 2 - common, 3 - many, vf -
very fine, f - fine, m - medium, c - coarse. **Effervescence: 0 - no effervescence, we - weakly
effervescent, me - medium effervescence, se - strongly effervescent, ve - violently effervescent.
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Joshua Tree

Soil Pit Horizon
Lower Depth

Roots* Effervescence**
Weight Percent

(cm) Gravel (%)

JT1 1 4 3vf, 2f o-me
2 14 3vf, 2f o 23.30
3 36 2vf, 2f, 1m o 25.08
4 49 2vf, 2f, 1m me 27.66
5 60 2vf, 2f se 25.90
6 76 1vf, 1f se 29.42
7 98 1f ve 43.74

JT2 1 3 1vf o 20.74
2 9 1vf,f o 24.03
3 22 1vf,f,m me 26.32
4 38 1vf,2c me 26.43
5 52 1vf,1c se 28.36
6 67 1vf,m se 24.91
7 87 1vf,m ve 48.24
8 126 1vf,f ve 43.95
9 138 1f ve 82.57
10 145 o ve

JT3 1 3 2vf o 21.05
2 10 2vf o 20.63
3 23 2vf o 26.91
4 31 1vf,f me 25.39
5 53 1vf,m,c se 28.12
6 68 1vf,1c se 23.97
7 86 1vf,f ve 30.41
8 112 1f,m ve 40.39
9 130 1f ve 45.93
10 135 1f,2m ve 34.28

Table C2 – Horizon characteristics of mid-elevation, Joshua Tree site soil profiles. *Number
indicates quantity of roots; letters describe size of roots: 1 - few, 2 - common, 3 - many, vf -
very fine, f - fine, m - medium, c - coarse. **Effervescence: 0 - no effervescence, we - weakly
effervescent, me - medium effervescence, se - strongly effervescent, ve - violently effervescent.

226



Pinyon Juniper

Soil Pit Horizon
Lower Depth

Roots* Effervescence**
Weight Percent

(cm) Gravel (%)

PJ1 1 4 1 vf,f o 20.62
2 23 3vf,f,1m o 38.69
3 38 3vf,f o 32.65
4 65 2vf,f o 23.83
5 93 2vf, 3f o 31.71
6 117 2vf, 2f me 24.12
7 136 2vf se 21.48

PJ2 1 4 1vf,f o 21.05
2 17 2vf o 20.07
3 35 2vf,1f,m o 35.27
4 55 1vf,f,m o 27.10
5 72 1vf,f o 24.77
6 90 1vf,m 0-me 25.95
7 114 1vf,f 0-se
8 132 o-1,vf me-se 56.42
9 155 o 0-se 69.56

PJ3 1 3 o o 25.52
2 14 2vf,f,m o 13.89
3 26 2vf,f,m o 17.55
4 43 1vf,f,2m o 32.57
5 56 1vf,f,m me 39.61
6 77 o-1f me-se 59.18
7 117 0-1f me-se 49.20
8 135 o-1c me-se 36.06

Table C3 – Horizon characteristics of high elevation, Pinyon Juniper site soil profiles. *Number
indicates quantity of roots; letters describe size of roots: 1 - few, 2 - common, 3 - many, vf -
very fine, f - fine, m - medium, c - coarse. **Effervescence: 0 - no effervescence, we - weakly
effervescent, me - medium effervescence, se - strongly effervescent, ve - violently effervescent.
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Plant Cover

Ground Cover Creosote Joshua Tree Pinyon Juniper
Bare soil 68.344 56.91 44.77

Burro brush 8.652 1
Creosote 15.328
Crust 3.068 0.38

Dead bush 2.432 5.42
Low grass 3.524 0.34
Hopsage 0.244 1.39
Amnosia 0.784

Dead Grass 1.38
Ephedra 11.82 5.71
Forb 0.05 0.42

Gramma 7.3 6.036
Mendota 0.39

Muley grass 1.15 3.08
Needle grass 15.35 0.69
Pencil cholla 2.01
Rubber brush 0.17
Golden bush 2.04
Silver cholla 0.05
Desert sage 5.67
Snakeweed 3.29

Banana yucca 1.09
Big sage 8.79
Juniper 4.8

Four wing salt bush 1.17

Table C4 – Vegetation cover and composition at the Mojave climosequence sites in January
2017, quantified as the average of five 50m random line-intercept transects.
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Organic C and N content and isotopic composition

Figure C1 – Soil organic carbon and nitrogen data from intercanopy soil pits at each of the
climosequence sites.
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Figure C2 – Soil carbonate data from inter-canopy soil pits at each of the climosequence
sites. No measurable carbonate (detection limit ~0.3 wt % carbonate) was found in the highest
elevation, Pinyon Juniper profile.
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Particle Size Distribution

Soil Pit Horizon Lower Depth (cm) Sand (%) Silt (%) Clay (%)
Creosote

C1 1 3 71 24 5
1 - rep 3 72 23 5

2 13 80 13 7
3 28 85 9 6
4 55 90 3 7
5 73 78 10 12
6 88 88 6 6
7 104 85 9 6
8 135 89 6 5

Joshua Tree
JT3 1 3 75 18 7

2 10 74 19 7
2 - rep 10 75 18 7

3 23 73 18 9
4 31 77 15 8
5 53 79 12 9
6 68 75 16 9
7 86 75 14 11
8 112 77 9 14
9 130 80 6 14
10 135 82 6 12

Pinyon Juniper
PJ1 1 4 71 25 4

2 23 68 21 11
2 rep 23 67 21 12
3 38 70 17 13
4 65 71 18 11
5 93 79 11 10
6 117 87 6 7
7 136 91 3 6

7 rep 136 90 4 6

Table C7 – Mojave climosequence particle size distribution.
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Bulk Mineralogy

Soil Pit Horizon Depth (cm) Mineral %
Creosote

C1 2 3-13 Quartz 30.3
Na, Ca feldspar 39.4

K feldspar 23.3
teepleite (borate) 2

chlorite 5.1

C1 7 88-104 quartz 20
Na, Ca feldspar 43

K feldspar 24
diopside 11
CaCO3 1
mica 1

Joshua Tree
JT3 4 23-31 Quartz 20.2

Na, Ca Feldspar 64.6
K Feldspar 15.2
vermiculite <1

JT3 10 130-135 Quartz 23
Na, Ca Feldspar 41

K Feldspar 23
Mg-Calcite 13

Pinyon Juniper
PJ1 3 23-38 Quartz 24

Na, Ca Feldspar 51
K Feldspar 17

mica 4
amphibole 4
vermiculite 1

PJ1 6 93-117 Quartz 21
Na, Ca Feldspar 26

K Feldspar 29
mica 16

enstatite 5
hematite 1

Table C8 – Bulk mineralogy of Mojave climosequence soils, derived from XRD analysis of the
<2mm size fraction. All samples resemble the granitic parent material.
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Appendix D: Supplementary information
for Chapter 4, Unpacking controls on
soil CO2 production along a climate
gradient in the Mojave Desert

Additional figures for Section 4.2.4: CO2 flux and produc-
tion calculations

Comparing continuous CO2 production calculation to flux divergence
method

A) B)

Figure D1 – Comparison of interpolation schemes for producing continuous [CO2] depth pro-
files from discrete measurements. A) When the profile resembles a steady-state diffusive profile,
as occurs a majority of the time, all interpolation schemes tested (linear, pchip - peacewise cu-
bic hermite interpolation, cubic spline, and second or third order polynomial) yield comparable
continuous depth profiles. B) During intervals of increased CO2 production in near-surface soils
(e.g. following rain), all interpolation schemes aside from linear and pchip lead to substantial
artifacts. The cubic spline (red) generates unrealistic curvature, the second-order polynomial
(green) misses the elevated [CO2] measured at 5cm depth, and the third-order polynomial
misses the high near-surface [CO2] while also generating unrealistic curvature at depth.
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A) B)

C) D)

E) F)

Figure D2 – Time series of calculated CO2 production, averaged over 3 soil depth intervals,
using the flux divergence method and the interpolated profiles demonstrated in Figure D1.
The flux divergence method and linear interpolation yield highly comparable results while the
polynomial interpolation schemes vastly under-estimate production in the shallow regions of
the soil profile.
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A) B)

Figure D3 – Comparison of surface CO2 flux (red) with depth-integrated CO2 production
calculated using the flux divergence method (green), linear interpolation to produce a continuous
profile (blue), and cubic spline interpolation to produce a continuous profile (yellow). Data from
the vegetated profile at the mid-elevation Joshua Tree site is shown as an example, during a
month-long interval in the dry season (A) and following a significant rain event (B).
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Anomalous nighttime CO2 pulse identification

A)

B)

Figure D4 – Identification of anomalous nighttime CO2 pulses in the Joshua Tree 2 (under-
canopy) soil profile. A) Time series of rain (left) and volumetric water content at 5cm depth
(right). B) Time series of CO2 concentration at 5cm depth, with the nighttime pulses identified
and removed from the primary dataset shown in blue.
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A)

B)

Figure D5 – Identification of anomalous nighttime CO2 pulses in the Pinyon Juniper 2 (mixed
vegetation) soil profile. A) Time series of rain (left) and volumetric water content at 5cm depth
(right). B) Time series of CO2 concentration at 5cm depth, with the nighttime pulses identified
and removed from the primary dataset shown in blue.
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Additional figures for Section 4.3.1: Site and soil charac-
teristics

Soil CO2, water content, and temperature data for under-canopy soil
profiles

A)

B)

C)

Figure D6 – Two years of in-situ monitoring data (10-minute increments) from the under-
canopy profile at the most arid climosequence site, Creosote: A) soil CO2 concentration, B)
volumetric water content, and C) temperature. Colors denote depth in soil profile.
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A)

B)

C)

Figure D7 – Two years of in-situ monitoring data (10-minute increments) from the under-
canopy profile at the mid-elevation, Joshua Tree, site: A) soil CO2 concentration, B) volumetric
water content, and C) temperature. Colors denote depth in soil profile.
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A)

B)

C)

Figure D8 – Two years of in-situ monitoring data (10-minute increments) from the PJ-2
soil profile with mixed vegetation at the highest elevation, Pinyon Juniper site: A) soil CO2
concentration, B) volumetric water content, and C) temperature. Colors denote depth in soil
profile.
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Additional figures and tables for Section 4.3.4: predictive
modeling of CO2 production throughout the soil profile

A)
Shallow Soil CO2 Production

Deep Soil CO2 Production

B) C)

D) E) F)

Figure D9 – Regression results for shallow (A-C) and deep (D-F) CO2 production, using a
Lloyd and Taylor temperature dependence and Gompertz water content dependence: temper-
ature scaling factor (A,D), water content scaling factor (B,E), and baseline respiration (C,F).
Colors denote the soil profile (Table 4.1).
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A)

B)

Figure D10 – CO2 production-diffusion model results for the vegetated profile at Creosote
(C2): A) measured (blue) versus modeled (red) CO2 concentrations and B) modeled het-
erotrophic (black) and autotrophic (green) respiration functions.
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A)

B)

Figure D11 – CO2 production-diffusion model results for the interspace profile at Joshua
Tree (JT1): A) measured (blue) versus modeled (red) CO2 concentrations and B) modeled
heterotrophic (black) and autotrophic (green) respiration functions.

248



Additional figures for Section 4.3.5, Exploring nighttime
pulses of CO2

A) Joshua Tree, under-canopy profile B) Joshua Tree, bare soil profile

C) Pinyon Juniper, mixed vegetation profile

Figure D12 – Regression tree model fits for the prediction of nighttime CO2 pulse magnitude -
the ratio of maximum nighttime to preceding daytime CO2 concentration - from time-correlative
soil and meteorological conditions.
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A) Joshua Tree Interspace: presence/absense of nighttime pulse

Joshua Tree Interspace: magnitude of nighttime pulseB)

Figure D13 – Decision trees predicting nighttime pulse events at the Joshua Tree interspace
profile (JT1). A) Classification tree predicting the presence/absence of a nighttime pulse. Blue
coloration indicates the prediction of a nighttime pulse event. B) Regression tree predicting the
magnitude of the nighttime pulse (ratio of maximum [CO2] during the nighttime vs. preceding
daytime interval). Orange coloration denotes a higher predicted nighttime CO2 concentration
relative to the preceding day.
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Appendix E: Supplementary information
for Chapter 5, Magnitude and
mechanism of CO2 consumption in
Mojave Desert soils

Additional figures describing acute CO2 consumption fol-
lowing rain events

2018 2018

A) B)

Figure E1 – Creosote site soil CO2 response to rain events where a muted response to water
availability is observed in the bare soil profile but surface fluxes remain positive: A) small rain
event (~4mm) during fall drought period, B) afternoon rain event after a 1 month dry spell.
Black arrows denote the onset of the rain event and the dashed reference line indicates a surface
flux of 0µmol/m2/s.
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2018 2018

A)

B)

C)

D)

2018 2018

2019 2019

2018 2018

Figure E2 – Time series highlighting the temporal relationship between shallow-soil CO2
production (left) and water delivery to shallow soils (right) for four representative rain events
where net CO2 consumption is observed in the intercanopy soil profile.
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Additional figures examining potential drivers of nightly
CO2 consumption

A)

B)

C)

Figure E3 – Time series of CO2 production in upper 15cm of the vegetated soil profile (C2),
partitioned into daytime (8am-8pm) and nighttime (8pm-8am) intervals: A) integrated CO2
production over day (yellow) and nighttime (blue) hours, B) daily mean volumetric water
content at 5cm depth, and C) mean day and nighttime soil temperature at 5cm depth. Note
the y axis in A is capped at 15mmol/m2 to highlight changes in consumption magnitude over
time; significantly higher production is observed following rain events (Figure 5.5).
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A) B)

C) D)

Figure E4 – Cross-plots of daily mean CO2 production in the upper 15cm of the interspace
profile with environmental parameters that could influence soil physio-chemical conditions, bro-
ken into daytime (gold, 8am-8pm) and nighttime (blue, 8pm-8am) intervals: A) mean wind
speed; B) mean soil volumetric water content at 5cm depth; C) mean soil temperature at 5cm
depth; D) Magnitude of the diurnal temperature oscillation at 5cm depth (daytime tempera-
ture max - nighttime temperature min). The dashed reference line indicates a production rate
of 0µmol/m2/s. Figure 5.9 shows the same data with the y axis capped at 0.6µmol/m2/s to
highlight the relationship between nighttime consumption and environmental predictors.
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