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ABSTRACT 

 

Development of scalable quantum nano-electronic devices using bottom-up and top-

down fabrication  

Aranya Goswami 

 

The invention of integrated circuits (ICs) in the 1960s and the subsequent 

microelectronics revolution fundamentally altered every aspect of modern technology, 

ranging from communication to computation and healthcare. Through the last few decades, 

continued miniaturization of such ICs has led to rapid improvements of device 

functionalities as well as exponentially reducing cost, thus making these technologies more 

accessible to everyone. This aggressive scaling has however, pushed device features 

towards sub-100 nanometer regimes, challenging conventional fabrication techniques. 

Semiconductor nanostructures can circumvent these challenges and enable further scaling 

for advanced logic and memory devices. Additionally, such nanostructures exhibit 

electronic and optical properties, that are of tremendous interest for alternative computing 

architectures such as quantum computing and photonic circuits, or to build power efficient 

and ultrafast platforms through low-energy and spin-based devices.  

Fabricating such nanostructures is not trivial but can be achieved through both “top-

down” and “bottom-up” approaches. Top-down approaches, which are commonly 

followed in the semiconductor industry typically start with a bulk material and fabricate 

nanostructures through various etching steps. Although this technique is scalable and has 

been extremely successful in building modern ICs, the damage induced from etching can 
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prove detrimental to the performance of low-dimensional systems. Bottom-up techniques 

generally refer to growing the nanostructures in an additive method in pre-defined positions 

on a wafer. Bottom-up approaches have the inherent advantage of exhibiting less defects, 

due to the elimination of etching steps and can be combined with in-situ patterning to build 

novel hybrid devices. However, these techniques are simultaneously more challenging to 

integrate and scale up reliably.  For optimal performance of such nanostructures, it is 

critical to have precise control over their chemical composition, geometries, and material 

qualities. In this thesis, we will explore both bottom-up and top-down approaches, to 

achieve such defect-free scalable nanostructures in the context of low-power electronics 

and quantum computing.  

For bottom-up approaches, we investigate two templated epitaxial growth 

techniques: confined epitaxial lateral overgrowth (CELO) to grow III-V lateral 

heterostructures and selective area growth (SAG) to grow in-plane III-V nanowires coupled 

to superconductors. We first discuss the inherent advantages of CELO to fabricate low-

power tunneling devices. Next, we explore the use of growth conditions to reduce defects, 

engineer facets and improve the material qualities and morphologies in CELO 

nanostructures. Using this, we demonstrate high-quality lateral III-V quantum wells for 

heterojunction tunnel transistors. For in-plane selective area growths, we investigate the 

effect of fundamental parameters such as growth temperature, cooldown processes and 

nanowire orientation and geometries on the nucleation of highly lattice mismatched 

heterostructures (indium arsenide on indium phosphide). These nanowires can lead to the 

fabrication of scalable systems with enhanced electrical and optical properties. We also 

develop in-situ shadowing techniques to create patterned heterostructures of dissimilar 
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materials with pristine disorder-free interfaces. Subsequently, we use this to demonstrate 

superconductor-semiconductor hybrid nanowire networks for probing low-temperature 

effects in topologically non-trivial systems.   

In the last part of this dissertation, we will shift our focus to top-down techniques for 

defining aluminum/silicon/aluminum trilayer nanostructures with extreme aspect ratios. 

Such nanostructures can reduce footprint and enable scaling up of Josephson-junction 

based superconducting qubit systems.  

In conclusion, using both bottom-up and top-down techniques we combine 

advanced fabrication and epitaxial growth to achieve defect-free III-V scalable 

nanostructures with disorder-free interfaces. In the future, these nanostructures will enable 

the scalable fabrication of next-generation efficient computing platforms. 
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I. Introduction 

I A. Nanostructures for electronic, photonic and quantum devices  

Semiconductor nanostructures are low-dimensional structures - such as rods, pillars or 

wires – with dimensions typically below 100 nm. Having such small dimensions in one, two- 

and three-dimensions results in nano-sheets, nanowires and quantum dots respectively. These 

nanostructures differ significantly from their bulk counterparts, due to quantum confinement 

effects that dominate at these dimensions. For example, the density of states (DOS) of these 

nanostructures changes significantly with each added 

dimension of confinement. While the DOS of a 2D 

electron gas (1 degree of confinement) is a constant 

(for one subband), the DOS for a 1D nanowire (2 

degrees of confinement) and a 0D quantum dot (3 

degrees of confinement) exhibit logarithmic and 

delta-like singularities for each subband. Thus,  due 

to a reduced k-space for electron scattering, quantum nanowires can potentially exhibit 

enhanced electron mobilities useful for high-speed nano-electronic devices through nanowire 

field effect transistors[1], [2]. For optoelectronics, DOS engineering using dimensional 

confinement can result in high density of electrons and holes in the active region of a laser. 

This can in turn reduce threshold currents, improve differential gains and offer more robustness 

towards temperature sensitivity[3]. Nanostructures can also be used to probe electrical 

transport at cryogenic temperatures where interesting effects such as Coulomb blockade, single 

electron tunneling and interfacial interaction between superconductors and ferromagnetic 

Figure 1.1 Density of states (DOS) vs 

energy diagram for various levels of 

confinement 
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materials in 1D and quasi-1D channels can be explored[4]–[9]. This can help fabricate single 

electron transistors or devices applicable for quantum computing[10].  

Nanostructures have certain inherent advantages. III–V NWs have very good strain 

tolerance, which can accommodate large lattice and thermal expansion coefficient mismatch 

between the III–V nanowires and substrates [11], [12]. It can reduce generation of antiphase 

domains when growing polar III–Vs on non-polar substrates, thus improving integration on 

dissimilar substrates[13]. Unlike conventional III-V thin film growths, the crystal structure of 

most III–V NWs can be tuned between the zinc blend (ZB) and the wurtzite (WZ) phases by 

changing the growth conditions[14]. This provides additional control knobs for changing the 

band structure, and subsequently harnessing novel optical and electrical properties of the 

materials. As a result, nanostructures (and in particular NWs) open up a wide range of 

possibilities for defect-free integration of multiple materials, study the fundamental properties 

of materials through interesting experiments that can lead to new discoveries and 

applications[15]. 

Before delving into how such nanostructures can be efficiently fabricated – which is 

the focus of this thesis – a few specific examples of the applications of these nanostructures 

are discussed with respect to electronics, photonics and quantum computing. 

For decades, the tremendous success of microelectronic devices and the use of silicon-

based integrated chips across all modern technology has enabled unprecedented technological 

progress and impacted a major section of the global economy. Continued device 

miniaturization through aggressive scaling of transistors- the building blocks of modern 

integrated circuits (ICs)- following the ‘Moore’s law’ is however, expected to reach significant 

roadblocks in the next decade due to short channel effects severely limiting the performances 
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of such devices. Silicon nanostructures such as trigate FinFETs and, more recently, gate-all-

around (GAA) nanosheet geometries [16] have been implemented to achieve improved 

electrostatic control and reduce footprint. Although from an industrial point of view it is 

challenging to replace silicon completely as the transistor gate element, III-V semiconductors 

are strong contenders as alternative materials. This is primarily due to their high mobilities and 

low electron effective masses[17]–[19]. For extremely scaled FETs, this high mobility is 

translated to high source-side carrier injection velocity. Therefore, III-V transistors have been 

widely used for high-speed and RF electronic applications [20]–[22]. III-V nanostructure 

transistors can also potentially solve the challenge of extremely high-power densities and the 

problems of dissipating power efficiently in modern Si ICs. III-V (especially InAs) based 

transistors can deliver similar performances to Si, at lower supply voltages thus causing less 

heating problems. III-V nanowires exhibit improved subthreshold swings thus having very low 

leakage currents. Although mobility decreases with thinner channels due to increase in 

interface scattering, short gate-length transistors exhibiting near ballistic transport are much 

less affected[23]. A III-V nanostructure (such as vertically aligned nanowires) therefore has 

the potential to scale to very small dimensions . With the footprint scaling and gate length 

scaling decoupled, a higher transistor density can be achieved. Contact resistances and parasitic 

capacitances can also be lowered since gate and contact lengths do not affect the footprint [24], 

[25]. In summary, the several current challenges in scaling and power management in modern 

transistors can be potentially solved by III-V nanostructure devices. 

Optical signals are well established means for efficient data transfer in both long range 

(internet) to short range (rack-to-rack in data centers) applications. There has been a 

tremendous interest in implementing on chip photonics communication which requires 
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nanoscale optical sources, detectors and circuits to encode and transmit data. Photonic crystal 

nanostructures offer extremely tight light confinement[26], thus providing strongly enhanced 

nonlinear effects for microwatt pump power levels [27], [28], modulators with very low 

(femtojoule per bit level) switching energy [29], [30] and the opportunity for enhancing and 

suppressing spontaneous emission [31]. Modification of energy structures due to quantum 

confinement in nanostructures can improve radiative recombination – thus finding applications 

in more efficient photonic devices. Using III-V materials in such nanostructures offers a wide 

range of advantages. III-V materials have direct bandgaps, thus exhibiting very low losses in 

recombination. III-V nanowires can break the Shockley-Queisser limit for solar cells by using 

their large absorption cross section, possess superior antireflection and light trapping 

properties, can act as efficient laser and diode sources integrated directly on Si and can also be 

used to fabricate the gain media and waveguides. In addition, the one-dimensional (1D) nature 

of nanowires permits materials synthesis in traditionally inaccessible compositional regions, 

which has been recently demonstrated in single-crystalline InGaN nanowires with a tunable 

bandgap from the UV to the near-infrared [32]. Such nanowires with tunable electronic 

structures hold great promise in photovoltaics, solid-state lighting and solar-to-fuel energy 

conversion. Thus, nanostructures play an important role in modern integrated photonics and 

optoelectronic devices. 

Quantum phenomena often involving individual particles or excitations are typically 

observed at nanoscale structures [33]. The ability to efficiently fabricate such nanostructures 

has led to controlling these quantum mechanical effects with wide ranging potential 

applications in communication, computation and sensing. Silicon [34] and InAs [35] nanowires 

have been used for CMOS compatible spin qubits. For topological quantum computing, 
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protected quantum operations require quasiparticles with non-Abelian exchange statistics [36], 

which emerge in various engineered nanostructures where electrons are confined to one or two 

dimensions. Spin–orbit coupled nanowires with induced superconductivity in an external 

magnetic field is a widely investigated platform [37], [38] for this application. III-V nanowires 

can act as ballistic interconnects for coherent information transport between connected 

quantum devices. Such 1D networks can be applicable for Gatemons, Majorana Fermions, 

parafermions and cooper pair splitters, spintronic components, ballistic transistors and 

nonlinear circuit elements [39]. Superconducting qubits have also been demonstrated in III-V 

nanowires coupled to superconductors[40]. Optomechanics based quantum transduction using 

Si nanowires can lead to distributed quantum networks[41] . Quantum photon emitters 

fabricated from III-V nanowires or quantum dots embedded in nanowires have demonstrated 

high indistinguishability and brightness and are a potential route to integrated quantum 

photonics for quantum communication. Superconducting nanowires are used for high-speed 

high-quantum-efficiency low-dark-count-rate single-photon-detectors for quantum optics 

primarily in the infrared regime [42] . Thus, nanostructures are crucial to successfully studying 

quantum effects and harnessing them for devices applicable for quantum computing and 

communication.  

In summary, it is well established that nanostructures are an essential component to 

integrate next-generation electronic, photonic and quantum devices. When the nanostructures 

are fabricated from III-V compounds instead of Si, there are certain additional advantages in 

terms of electronic and optical properties. Such nanostructures can be fabricated by both 

bottom-up and top-down processing and will be the topic of discussion in the next section. 
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I B. Bottom-up vs top-down approaches to fabricate nanostructures  

Despite the promising properties of nanowires (and nanostructures in general) growing 

or fabricating such structures without compromising on the quality of the materials is 

challenging. Both top-down and bottom-up approaches are used for creating such 

nanostructures. Top-down approaches refer to starting with a bulk material and using various 

dry and wet etching to define the nanostructures of interest. Instead, bottom-up methods 

directly grow these nanostructures using some form of epitaxial growth. In the following 

paragraphs the techniques and advantages of each method is discussed. 

 Various methods of serial and parallel lithographic techniques are used in top-down 

approach. In the very basic sense, a material is protected in certain sections by a masking 

material (usually an organic polymer or a dielectric) and the material in the unprotected areas 

are etched away. Chemical etching can be performed using acids or bases and mechanical 

etching is typically performed using ions or molecules. The patterning of the mask layer can 

be done by optical lithography or electron (or ion) beam lithography. The resolution of the 

lithography can be calculated from the Rayleigh criterion which is given by Lmin = 0.61 ∗
𝜆

𝑁𝐴 
  

where NA is the numerical aperture. Modern photolithographic techniques can define 

structures of ~150–200 nm using ArF and F2 excimer lasers ( 𝜆 =193 nm and 157 nm 

respectively) and can go down to 10-70nm with extreme ultraviolet lithography (EUV).  

Top-down fabrication methods require (1) precise control over dimensions, shape and 

morphology (2) etch-damage free surfaces (3) tailored profiles for specific applications and (4) 

large area uniformity and scalability [43]. It is also crucial to analyze and control surface 

defects and strain in the fabricated nanostructures. Etch profiles in a plasma based dry etch 

(such as inductively coupled plasma or reactive ion etching) depend heavily on the substrate 
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temperature at which the etch is performed. Lower temperatures can for example result in 

sloped sidewalls indicating reduced volatility of the etch products [43], [44]. The gas 

chemistry, not surprisingly, affects etch rates significantly as is seen by reduction of etch rate 

of GaN in Cl2/Ar plasma with addition of H2  [45] .Etch induced surface damage can be 

detected by surface spectroscopic techniques such as photoluminescence and Raman 

spectroscopy. Smaller mass ions in general result in lower surface defects. Wet chemical etches 

can be used to remove the damage from the first few layers of the nanostructure. For example, 

a dilute H2SO4 etch can etch the oxidized outside layers of a InGaAs nanostructure, to remove 

damage from dry etching[46]. Polarity selective etchants such as KOH can selectively etch 

certain facets (KOH attacks N-polar planes and not Ga-polar surfaces in GaN) due to the 

different states of surface bonding. However, this technique becomes challenging when the 

nanostructure dimensions reach below 20-50 nm due to relatively low control of the etch rates. 

Etch rates can be potentially reduced by decreasing temperature of etch (such as by using ice 

baths) but is still challenging. Nanostructures can be also patterned without using resists by 

direct writing with ions (Ga, He, Si) in a focused ion beam chamber [47]but is a slow (serial) 

and expensive technique. Although decades of effort have gone into these top-down etching 

processes thanks to the semiconductor industry mostly focusing on Si fabrication, several of 

these processes cannot be translated easily to other material system. Top-down etching 

fundamentally excludes exploration of certain semiconductor systems due to the lack of well-

developed etches and because high quality epitaxial layers are hard to grow when it is a lattice 

mismatched system (such as InAs on Si). Lastly, patterning nanostructures using electron beam 

lithography is time-consuming and expensive. 
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Bottom-up techniques can solve a number of these challenges. It relies on the inherent 

characteristics of the substrate and the thermodynamics and kinetics of nucleation and growth 

to grow billions of nanostructures simultaneously. Their features can be tuned by substrate 

temperature, deposition rate, ratios of precursors used, as well as the preparation of the 

substrate prior to initiating growth. Since this method is highly parallel and avoids any damage 

inducing etching processes, it has the potential to create high quality nanostructures in a 

scalable and economical way [48]. Following the pioneering works of Lieber, Yag and 

Samuelson in the 90s, a wide variety of III-V semiconductor nanowires with atomically sharp 

heterojunctions have been demonstrated using bottom-up growth techniques[49]–[53]. These 

nanowires can relax strain through its sidewalls enabling growth of high quality III-V 

nanostructures on highly lattice mismatched materials such as Si [54], [55]. Bottom-up grown 

nanowires also have a greater control of resulting facets and exhibit less defective surfaces 

compared to those prepared through top-down etching. Some examples of applications of 

bottom-up grown nanowires are single electron transistors, solar cells, light emitting diodes, 

lasers, photodetectors, thermoelectric devices, sensors, quantum light sources, spin quantum 

systems and hybrid semiconductor-superconductor devices [53]. Vapor-liquid-solid (VLS) 

growth (first demonstrated by Wagner and Ellis in 1960s [56]) is one of the most commonly 

used technique for bottom-up growth of nanowires using a metal catalyst (commonly gold). 

Bottom-up nanostructures can also be grown using a catalyst free method known as selective 

area growth. This offers a more scalable position-controlled method to fabricate such 

nanostructures. . 
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IC. Organization of this dissertation 

This dissertation solves three different problems using both bottom-up and top-down 

methods to fabricate nanostructures quantum devices. Chapter II provides an overview and 

literature review of two different bottom-up growth techniques used in this work, namely 

selective area growth and confined lateral epitaxial overgrowth. Chapter III discusses the 

common epitaxial growth mechanisms for bottom-up growth of these nanostructures and a 

comparison among the various growth kinetics and thermodynamics. In Chapter IV 

comprehensively studies confined epitaxial lateral overgrowth (CELO) as a technique to 

fabricate lateral heterojunction tunnel field effect transistors. Electron microscopic techniques 

are developed to characterize the quality of these nanostructures and the influence of growth 

conditions. Finally, defect-free lateral heterojunctions are demonstrated. Further, this work 

solves the problem of parasitic growth in CELO grown devices and demonstrates a process to 

reliably fabricate devices and electrically characterize the nanostructures at cryogenic 

temperatures. Chapter V addresses selective area grown in-plane nanowires and coupling 

them with superconductors with disorder free interfaces. Nucleation of InAs on InP nanowires 

is studied in depth with the use for growth conditions, cooldown processes and buffer layer 

materials to improve nanowire morphologies. Hetero-junction nanowires with defect-free 

quantum wells are demonstrated. Chapter VI introduces in-situ superconductor patterning on 

selective area grown nanowires using pre-patterned shadow-walls. While Chapters 2-6 focus 

on solving challenges in two separate bottom-up epitaxy platforms, Chapter VII focuses on 

superconducting qubits using a top-down fabrication method. A new silicon fin-based qubit 

architecture is proposed which helps reduce device footprint by orders of magnitude - a current 
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problem affecting the superconducting qubit community. Low loss fin capacitors are 

demonstrated and measured.  

This work utilizes advanced nanofabrication methods, epitaxial growth, material 

characterization using electron microscopy and electrical transport measurements. It 

demonstrates the true power of nanostructures in solving important problems in electronics, 

photonics and quantum computing and tackles some of the pressing challenges in fabricating 

such high-quality nanostructures. 
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II. Templated bottom-up growth of nanostructures – a brief review 

A. Selective area growth (SAG) 

B. Confined epitaxial lateral overgrowth (CELO) 

II A. Selective area growth (SAG) 

Selective epitaxial growth was first reported in 1962 [1]when an oxide-masked wafer 

in an epi reactor showed an absence of silicon nucleation on the oxide at the periphery of the 

seed holes. Selective area growth (SAG) refers to the process of epitaxial growth at specific 

areas of a sample, which is predetermined by lithographic techniques. The general approach 

consists of depositing a dielectric material on the crystalline substrate. Thereafter, a 

combination of dry and wet etches can be used to etch the dielectric mask in specific regions 

leaving the other areas covered. The patterned sample is then loaded into the growth chamber 

of choice. Selective area growth can be performed by a variety of epitaxial techniques such as 

metal organic chemical vapor deposition (MOCVD), molecular beam epitaxy (MBE), and 

chemical beam epitaxy (CBE). These are discussed in detail in Chapter 3. In some instances, 

metal catalysts are introduced in the etched trenches to induce vapor-liquid-solid phase 

reactions [2]. The epitaxial growth nucleates in the etched trenches and proceeds to “fill up” 

the pattern that was etched using lithography. This technique of growing crystalline materials 

selectively in certain locations of the substrate is referred to as selective area growth (SAG), 

template assisted selective epitaxy (TASE) or epitaxial lateral overgrowth (ELO).  

The ratio of the vertical to lateral growth rate can be effectively controlled by tuning 

growth conditions and ELO generally refers to growths where there is significant lateral growth 

on top of the dielectric mask.  Further, the prefabricated dielectric templates can be made more 

complex, where the lateral epitaxial growth can be further constrained by a top dielectric 
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ceiling. Subsequently, epitaxial growth then proceeds perfectly laterally which is referred to as 

confined epitaxial lateral overgrowth (CELO), confined lateral selective epitaxial growth 

(CLSEG) (and sometimes just referred to as TASE). In case of CELO. the precursors generally 

reach the nucleation area though the “via” hole in the top dielectric ceiling.  

The basic requirement for achieving selectivity in this growth mechanism is that 

nucleation and crystal growth must only occur on the underlying substrate inside the mask 

openings. As a result, the sticking coefficient of the adatoms should be very low to minimize 

nucleation on the mask. Such unintended growth on the mask is also referred to as parasitic 

nucleation. Chapter 4 focuses on selectively removing such parasitic nucleation. In addition, 

the mask material should be heat tolerant and inert to the precursors. The mask material should 

also be compatible with standard lithography techniques such as dry or wet etches. As a result, 

Al2O3, SiO2 and SiNx are commonly used masks. These can be deposited using various 

deposition techniques such as plasma enhanced chemical vapor deposition (PECVD), atomic 

layer deposition (ALD) and sputtering tools. A slightly different solid-phase epitaxial approach 

uses deposition of amorphous semiconductors and recrystallizing them using laser annealing 

or strip heaters[3] . The chemical composition and uniformity of the dielectric layer is critical 

to achieving selectivity. Pinholes and rough surfaces often increase the parasitic nucleation on 

the dielectric layer [4]. 

Although the dielectric mask mainly functions in limiting epitaxial growth areas to 

specific sections of the substrate, it has several other functions. Selective area growth can 

enable defect reduction in the case of heteroepitaxy of lattice mismatched substrates using 

“aspect ratio trapping.” In this, threading dislocations that are initiated at the heterointerface 

are effectively terminated inside the dielectric hole resulting in a completely defect-free lateral 
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overgrowth layer[5]. Utilizing this however requires a careful design of the trench dimensions 

based on the orientation of substrates and the respective slip planes. In case of VLS style 

templated growth with a metal catalyst, the etched trenches can also act as confining areas for 

the metal droplets and changing their wetting angles can change the morphology of the 

nanowire growths [6]–[8]. Metal masks using Tungsten have also been used as bottom gates 

for InAs nanowire field effect transistors and TiN masks have been used as superconducting 

templates to produce clean superconductor-semiconductor interfaces for hybrid quantum 

devices[9]. 

Selective area growth (SAG or SAE-selective area epitaxy) has been adopted widely 

as one of the most efficient techniques for bottom-up growth of nanostructures [10]. In 1989, 

Salerno et.al. demonstrated selective MOCVD growth of compound semiconductor (GaAs 

alloys) on Si (001) substrates [11], followed by a similar demonstration by Yamaguchi [6] . 

Karam et.al demonstrated GaAs on Si SAG for elimination of wafer warpage to reduce film 

cracking and reduce tensile stresses. In the 1990s and 2000s III-V SAG technology was used 

for monolithic optoelectronic device fabrication, replacing wire or bump bond based 

interconnections of photodiodes and their silicon readout circuitry[12] . In 2000-01, MQW 

GaN-InGaN blue LEDs and InAs QDs were reported using SAG on Si substrates. 

Subsequently in the mid-2000s GaAs  and GaN nanocolumns were grown using SAG on Si 

(111) substrates [13]. In parallel to heterogeneous integration on Si, SAG has been widely used 

for homoepitaxy of III-V nanowires on (111)B oriented III-V substrates. Position controlled 

polygonal nanostructures including vertically aligned nanowires with {-110} vertical sidewalls 

have been demonstrated for compound III-V semiconductors such as GaAs, InP, InAs, 

InGaAs, GaAsP as well as nitrides and oxides. Position controlled AlGaAs/GaAs, InAs/InP 
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and GaAsP/GaAs core shell NWs and InP/InAs/InP NWs have been reported by using SAG 

with MOCVD growth. Axial heterostructures of InGaAs/GaAs, InAsP, InP and AlGaAs/GaAs 

in such vertical nanowires have also been reported. Such nanowires are critical to the 

development of advanced electronic and photonic devices. More recently, SAG grown in-plane 

III-V nanowires coupled with superconductors have attracted particular interest for their 

applications in topological quantum computing[14], [15].  

II B. Confined epitaxial lateral overgrowth (CELO) 

The concept of confining epitaxial lateral overgrowth (ELO) in the third dimension 

using a dielectric cantilever arose in the semiconductor device community in 1989 [16], [17] 

with the first demonstrations of a silicon on insulator growth using confined lateral selective 

epitaxial growth (CLSEG). CLSEG allowed larger surface area of the lateral growths to be 

efficiently characterized thus enabling better understanding of the growth mechanisms and 

generation of defects in these nanostructures. CLSEG also facilitated growth of high aspect 

ratio arbitrary geometries for ultra-thin-body (UTB) devices. The technique allowed 3D 

integration using stackable SOI layers. With continued scaling of CMOS transistors device 

isolation (reducing leakage currents and cross coupling between neighboring devices on a chip) 

was a huge challenge in the 1980s. CLSEG can form a uniform silicon film isolated from the 

substrate. In addition, the connectivity to the substrate could potentially allow removal of 

bottom dielectric thus allowing self-isolation through backside oxidation of the silicon films 

[18].  A vast body of literature exist from the early 1990s that attempt to integrate this technique 

for fabricating high quality SOI based electronic devices. Possibly due to the remarkable 

success of smart-cut technology and wafer bonding [19], [20], CLSEG (or CELO) lost its 

importance in this community over the next several decades. 
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CLSEG (or CELO ) regained prominence in the mid-2010s due to the growing interest 

in heterogeneous integration for advanced electronic and photonic devices and the technique’s 

suitability for these applications. It was quickly realized that CELO can enable site-selective 

integration of III-V materials on silicon with the additional advantage of filtering defects 

arising from lattice and symmetry mismatch. This was extremely useful for both hybrid III-V 

CMOS technology and integration of III-V photonic devices on silicon. InGaAs-on- insulator 

FinFETs were demonstrated on silicon [21] followed by complementary InAs/GaSb 

heterostructure tunnel FETs integrated on silicon [22]. Subsequently, CELO was used to 

integrate III-V lasers, photodiodes and waveguides on silicon with room temperature operation 

and efficient coupling among the individual components. Such III-V devices integrated 

directly on silicon holds tremendous promise for the future of high-speed low-power 

electronics as well as integrated photonic devices that are compatible with the Si industrial 

process flow. CELO has recently been also used to fabricate quantum nano-electronic devices. 

Ballistic interconnects were demonstrated with InAs CELO nanowires exhibiting quantized 

Hall plateaus[23]. CELO of InAs in a TiN template allowed fabrication of hybrid 

superconductor-semiconductor devices with low-disorder interfaces that are significant for 

topological quantum computing[9]. 

 

In summary, both selective area growth and confined epitaxial lateral overgrowth can 

enable the growth of high-quality nanostructures heterogeneously integrated on industry 

compatible substrates such as Si. These can therefore be viable pathways for wafer scale 

fabrication of densely integrated nanostructures for electronic, photonic and quantum devices. 
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The epitaxial growth conditions play a crucial role in the bottom-up growth of these 

nanostructures and is discussed in the following chapter. 
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III.  Epitaxial growth mechanisms  

III A. MBE, MOCVD and CBE  

III B. Comparison between the growth methods  

 

III A. MBE, MOCVD and CBE 

Selective area growth can be performed in MBE, 

CBE or MOCVD. The samples in the first part of this 

thesis were grown using MOCVD, while the SAG 

samples were grown using the CBE. Solid source MBE 

was used to grow some of the nanowire samples in this 

dissertation. Each of these growth methods have vastly 

different growth mechanisms and growth condition 

requirements to achieve selectivity. The following 

provides a brief introduction to each growth method 

and a comparison [a significant part of this discussion 

follows from the informative reference [1] ]. 

Molecular beam epitaxy (MBE) is an epitaxial 

growth method that uses molecular beams generated 

from heating up high-purity elements in an ultra-high 

vacuum (UHV) vacuum chamber. The background vacuum pressure in the chamber is 

generally of the order 10-10 torr or lower, during no deposition. The UHV makes the mean free 

path of the evaporated atoms several times longer than the chamber dimensions thus generating 

the molecular beam. By co-depositing (or through sequential shuttered deposition techniques 

Figure 3.1  Basic processes inside the 

growth chambers of (a) MOCVD (b) 

MBE and (c) CVD (reproduced from 

[2] with permission from Elsevier) 
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[2]) multiple source elements can be used to epitaxially grow a compound on top of a 

crystalline substrate. The flux from the source can be controlled by changing the temperature 

of the effusion cells containing that element. The extreme cleanliness in the UHV chamber 

keeps unintentional background doping during growth to a minimum and ultra-high mobility 

samples can be grown in these chambers. The growth can be monitored in-situ using reflection 

high energy electron diffraction (RHEED).  

Metal organic chemical vapor deposition (MOCVD) uses gas phase reactions with 

metal organic gas sources to perform epitaxial growth. Chamber base pressures are usually in 

the 10-3 Torr range and can go up to 102 Torr during growth. Metal organic gas sources are 

controlled by using mass flow controllers or Baratron capacitance manometers (pressure 

transducers) with needle valves connected via a PID loop. Since hydrogen is used as a carrier 

gas for the metal-organic molecules, significant hydrogen incorporation happens during 

growth. In addition, there is also a considerable carbon incorporation due to the cracking of 

metal morganic molecules. Although RHEED can not be used for the high chamber pressures, 

reflectance absorption spectroscopy (RAS) [3]  and reflectance difference spectroscopy (RDS) 

[4], [5] can be used as an in-situ feedback mechanism. Since MOCVD grows materials with a 

much higher flux compared to MBE, it is well suited and popular for industrial production. 

Chemical Beam Epitaxy (CBE) is a unique hybrid combination of a MBE and a MOCVD. 

In the CBE system all the sources are gaseous and are derived from group-III alkyls and group-

V hydrides[6]. For group III, In and Ga are derived from the pyrolysis of either trimethylindium 

(TMIn) and triethylgallium (TEGa) on the heated substrate surface respectively. The As2 and 

P2 are obtained by thermal decomposition of Arsine and Phosphine, passing through heated 
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tantalum or molybdenum tubes respectively. 

Commonly, researchers use low pressure 

cracking capillaries, where the AsH3, PH3, 

etc. are thermally decomposed by means of 

a heated metal (Ta etc.) filament or foil . A 

different principle is applied in the high-

pressure effusion source, usually applied in 

connection with flow-controlled inlet systems. 

The hydrides are injected at a pressure 

between 0.2 and 2 atm through alumina tubes 

with fixed small leaks into the UHV chamber. 

The tubes are heated, such that the hydrides are 

effectively decomposed by gas phase 

collisions within the tube. On their path through the leak, there is a transition from 

hydrodynamic to molecular flow in the UHV environment [7]. A low-pressure arsine and 

phosphine cracker with a reduced input pressure of ~200 Torr is sometimes maintained on the 

high-pressure side of an electronic mass flow controller (when used). The cracking temperature 

is around 900°C. The flow rates for the various gases can be adjusted by setting the line 

pressures. Unlike MOCVD, in which the chemicals reach the substrate surface by diffusing 

through the stagnant carrier gas boundary layer above the substrate, the chemicals in CBE were 

admitted into the ultra-high vacuum modified MBE growth chamber and impinge directly line 

of sight onto the heated substrate surface in the form of molecular beams. Mechanical shutters 

can be used reduce the transient flow effect during valving and very abrupt composition and 

Figure 3.2 Gas handling system and 

growth chamber with conventional 

MBE condensed phase elemental 

sources and in-situ  surface diagnostic 

capabilities in a MOMBE system 

(reproduced from [2] with permission 

from Elsevier ) 
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doping changes can be achieved for ultrathin epitaxial layers. In addition to this, solid source 

effusion cells can also be added to the chamber similar to conventional MBEs akin to a gas 

source MBE. The growth chamber is equipped with RHEED for in situ feedback of surface 

reconstructions and smoothness, ion gauges to measure pressure, residual gas analyzer for 

measuring gaseous species and is pumped using a diffusion pump with a liquid nitrogen cooled 

trap (this is specific to a VG Semicon manufactured chamber, such as the one used for growths 

in this dissertation). During growth chamber pressures are usually maintained at high 10-6 to 

10-5 Torr. The high chamber pressure is primarily due to cracked group-V hydrides and 

hydrogen which are slow to pump out [8].  

 

III B. Comparison between the growth methods 

In a conventional MBE adatoms impinging on the surface of a substrate diffuse on the 

surface and incorporate into the lattice sites in the presence of excess group V molecular beams 

in the form of dimers or tetramers. Here, typically the sticking coefficient of the group III 

atoms on the surface of the substrate is approximately unity and as a result, the growth rate is 

group III limited. The group III atoms are are derived from thermal evaporation of solid 

elemental sources and hence reach the sample surface without any additional chemical 

reactions. Gas source MBEs (which use an effusion cell for group III and the group V is derived 

from thermal cracking of group-V hydrides) follow a similar reaction kinetics. 

In MOCVD the group III alkyls in the gas stream of H2 and N2 diffuse through a stagnant 

boundary layer above the heated substrate, and thermally dissociate the alkyl radicals at the 

substrate surface to yield group III atoms. These migrate to the appropriate lattice sites and 

epitaxially incorporate by capturing a group V atom, which is a result of thermal cracking of 
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the hydrides at the heated substrate surface or thermal pre-cracking upstream. The growth rate 

at standard growth temperatures is limited by diffusion of precursors through the stagnant 

boundary layer to the heated substrate surface. Within the residence time during which the 

group III alkyl molecules are adsorbed on the surface all of them are dissociated leaving group 

III atoms. One of the challenges of MOCVD is that the precursors can undergo pyrolysis in 

the gas phase and result in gas-phase reactions leading to unwanted by-products. 

In CBE, the beam of group III alkyl 

molecules impinges direct line of sight into 

the heated substrate surface. No boundary 

layer exists on top of the substrate surface. 

The mean free paths at pressures of 10-6 to 

10-5 torrs is long (for example, mean free 

path of nitrogen at 1x10-6 torr is 

approximately 193 feet) and as a 

result there is no molecular 

collisions on the path [6]. After a 

group III alkyl molecule arrives at 

the heated sample surface it can either acquire enough energy to completely dissociate the alkyl 

groups leaving behind an elemental atom or it can reevaporate undissociated or partially 

dissociated, depending on the substrate temperature. At high enough growth temperature, 

therefore, the growth rate is limited by arrival of group III alkyls. For example, as shown in 

the figure, for a constant flow rate, the growth rate of GaAs increases linearly with increasing 

temperature upto 550 °C but stayed constant after that. Below 550 °C the growth rate is limited 

Figure 3.3 Growth rates of InP from TMIn and GaAs 

from TEGa as a function of substrate temperature at 

different absolute flow rates of group III alkyls. 

(reproduced from [9] with permission from AIP 

publishing). 
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by TEGa dissociation process with an activation energy of about 50kCal/mol (mean bond 

dissociation energy of metal ethyl bonds in TEGa). The growth rate scales linearly with the 

flow rate above the critical temperature of 550 °C in this example.  A similar behaviour is 

observed with InP growth using TMIn. It should be stressed that in CBE decomposition 

reactions take place during surface diffusion [1]. Additionally, during CBE, the `sticking 

coefficient’ of the group III species can be non-unity depending on growth conditions and 

facets of incorporation and consequently, desorption cannot be neglected [1]. 
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 IV. CELO based triple heterojunction TFETs  

IV A. Introduction 

IV B. Fabrication of CELO templates MOCVD growth of nanostructures  

IV C. Tuning defects and facets in CELO of InP 

IV D. Horizontal heterojunctions in CELO 

IV E. Electrical characterization of InGaAs CELO 

IV F. Future directions for CELO 

 

IV A. Introduction 

Inspired by the successful demonstrations of confined epitaxial lateral overgrowth 

(CELO) [1]– [3], a CELO based high on-current triple heterojunction tunnel field effect 

transistor device was proposed [4]–[6]. Tunnel FETs are transistors that use electron tunneling 

from the valence band to the conduction band of the device to flow current. This tunneling is 

modulated by gate voltage induced band bending[7]. The tunneling mechanism allows tunnel 

FETs to theoretically reach below 60mV/dec subthreshold swings and very low off currents. 

However, the main challenge with current state-of-the-art tunnel FET is that the tunneling 

barriers are considerably thick. Since tunneling current scales exponentially with tunneling 

distance, the device on-currents are therefore sub-par (ION <100uA/𝜇m) compared to high 

performance transistors.  To solve this issue and increase the on-current, three separate 
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approaches were simultaneously adopted for the proposed III-V triple heterojunction tunnel 

FET[4]–[6].  

Figure 4.1  Device structure, material composition, and design parameters of the 3HJ 

TFET design (adapted from [8] with permission) 

One, III-V materials have anisotropic electron and hole bands. Choosing [110] as the 

tunneling orientation simultaneously lowers the transport effective mass and the tunnel barrier 

compared to a [100] tunneling orientation. Second, adding extra heterojunctions in both the 

source and the drain creates quantum wells and resonant states that work constructively to 

enhance the tunneling probabilities. A larger hole effective mass in the chosen orientation 

lowers the source-to-drain leakage currents. Third, inserting transition layers in the source and 

channel heterojunctions increases the electric field at the tunnel junction, further improving the 

overall transmission probabilities[4]. Although the initial proposed hetero-structure comprised 

of a AlInAsSb/InAs/GaSb/AlGaSb device, further iterations on simulations simplified the 

structure and eliminated Sb based compound semiconductors to a doped-InGaAs/p-

InP/strained p-GaAs/ strained intrinsic InAs/InP heterojunction (Figure 4.1) [8].  

Current TFET fabrication techniques include facet selective etching, nanowire etching 

and nanowire growth [9]–[11]. However, producing ultra-thin body (UTB) structures <10nm 

in thickness are difficult using this technique. Facet selective etching and transistor fabrication 
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on the etched facets does not provide the necessary lateral confinement and limits transport 

along <111> rather than [110] crystallographic orientation. Finally, nanowire transistors often 

suffer from poor gate alignment along the vertically oriented junction. To produce an effective 

3HJ-TFET it is critical to have a channel thickness of < 10 nm, gates aligned within 2nm (to 

ensure high field region is at tunnel junction and have a steep subthreshold swing) [12] , and 

atomically abrupt heterojunctions.  

The technique of CELO is highly suited for fabrication of such a nanostructured device. 

It allows the vertical device dimensions to be defined purely by the thickness of the deposited 

sacrificial layer and the lateral dimensions determined by standard lithography techniques. 

CELO enables the selection of an arbitrary orientation of the nanostructure growth on the 

substrate. Further, by choosing the correct orientation it might be possible to generate a flat 

vertical facet in the direction of the growth. Such facets can enable the growth of lateral 

heterojunction-based devices, while enabling simple planar gating. The horizontal (in-plane) 

gate allows for high accuracy in alignment with the junction.  
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IV B. Fabrication of CELO templates MOCVD growth of nanostructures  

This section summarizes the main results of fabrication of templates and MOCVD 

growth inside the templates. For more details on fabrication and growth conditions, refer 

to[13], [14] and the thesis of Brian Markman[15] and Simone Šuran Brunelli who were part of 

this project at UCSB. .  

 

Figure 4.2 (a) Illustration of general template fabrication. (b) Illustration of cross-section 

of the template after growth. (c) Top-down SEM image of template after homoepitaxy of 

InP. The contrast allows seeing the seed location, the confined lateral overgrowth, and 

the unfilled cavity (reprinted from [13] with permission from AIP publishing) 

 

The fabrication of the CELO template contains three main parts - the bottom patterned 

oxide, the sacrificial layer and the top patterned oxide (Figure 4.2). Choosing the optimum 

deposition technique and etch chemistries are paramount to successfully fabricating a high 

yield of such templates and achieving high quality growth with minimal parasitic growth. 

Unlike Si, where high quality thermal oxide is often used for fabricating the mask, thermal 
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oxides are not available for III-V materials. For depositing the seed (bottom) dielectric, the 

deposition methods under consideration were ALD, PECVD and sputtered oxides. Preliminary 

tests with depositing via all three techniques were followed by MOCVD growth of InP to check 

the levels of parasitic growths. The minimum parasitic growth was found to occur in PECVD 

deposited templates [15]. Maintaining low roughness in this initial layer is crucial since it can 

lead to significant deviations in the overgrown III-V layer roughness which in turn can affect 

transport and quantization properties of the nanostructure. Since roughness scales with 

thickness, the thickness was kept low (~30nm). Inductively coupled plasma with a fluorine 

chemistry was used to etch the seed holes. A dry etch is necessary since a wet etch (with HF 

or similar) does not provide enough control to etch dimensions that are about 100nm or below.  

Figure 4.3 Cross sectional TEM showing process A (with a-Si sacrificial layer), Process 

R (with CSAR sacrificial layer and HSQ top oxide) and cavity bowing before and after 

growth. (reprinted from [13] with permission from AIP publishing) 

While MOCVD showed decent selective area growths on these samples, CBE growths 

failed exhibiting island nucleation. Damage from exposure to the plasma and the fluorinated 

InP surface (forming non-volatile InxFx) were assumed to be the main causes. Aggressive 

cleaning with H3PO4: HCl 3:1 improved the CBE growths at the cost of significant 

undercutting. To solve this, an etch stop AlOx layer was deposited with thermal (no plasma) 

ALD prior to depositing the SiOx layer. This combined with a remote plasma clean to remove 
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organic residues (using the Gasonics 2000 downstream plasma asher) improved growths in the 

CBE.  

For the sacrificial layer, two different approaches were followed. One (process-A), with 

amorphous Si that was subsequently followed by a PECVD deposited top SiOx dielectric. Prior 

to a-Si removal, an oxide densification anneal at greater than 700°C was performed to improve 

etch selectivity of a-Si/SiOx in xenon difluoride (XeF2). The a-Si was etched by a XeF2 etch, 

which avoids the slow TMAH (which simultaneously etches the SiO2).  The second method 

(process-R) was using spun-on CSAR (chemically semi amplified resist) resist as a sacrificial 

layer. This was followed by using spun-on HSQ (hydrogen silesquioxane) which on 

subsequent exposure in the EBL and development in basic chemistry, forms the top oxide, 

leaving the CSAR layer untouched. Prior to loading into the MOCVD reactor, the diced 

samples were dipped in 0.3% HF for 10 seconds. This was found to remove parasitic growths 

significantly.  

Figure 4.4. MOCVD growth selectivity with (a)-(b) various bottom oxide deposition 

techniques and (c)-(d) with cleaning (adapted from [15]) . 
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Since growth at MOCVD usually happens at temperatures of 580-620°C. thermal 

mismatch of the oxide mask and the semiconductor resulted in significant bowing of the 

template ceilings during warmup and cooldown. The bowing was especially pronounced in the 

samples prepared using HSQ as the top oxide (Figure 4.4). This is assumed to be primarily due 

to the expansion /contraction of the HSQ oxide and a relatively large (>20%) reported value 

of thermal distortion in HSQ for temperatures above 600°C[16], [17].   In addition, poor 

adhesion of HSQ to PECVD SiOx bottom oxide was observed leading to templates being 

disconnected from the bottom oxide.  

Figure 4.5. CELO InP growth length vs template length with all other template 

dimensions and growth conditions fixed. (b) shows growth length variation with both 

length and width variation of templates (reprinted from [13] with permission from AIP 

publishing) 

Template geometry affects mass transport for epitaxial lateral growth in CELO 

templates as evidenced by growth rate and faceting. Growth rate decreases as template lengths 

increase explained by longer time for diffusion of precursors to the growth front inside the 

template. Larger template widths resulted in higher growth rate because of the larger source 

hole for higher mass transport. Increasing packing densities were however observed to 
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decrease growth rates similar to a commonly observed loading effect[18] that is in contrast to 

previous reports where they were mostly constant [19]. This can be explained by differences 

in template geometries as well as pitch lengths between this and the cited work. 

The facets and defects in these nanostructures also vary considerably not only with the 

choice of substrates and orientation of growth but also with the growth conditions such as 

growth temperature and V/III ratio. This is discussed in depth in the following section.  
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IV C. Tuning defects and facets in CELO of InP                                                     

IV C.(i). Facets 

Facets play a critical role in the chemical and electronic properties of a nanostructure. 

The ability to control these facets with control knobs such as nanostructure growth conditions 

presents attractive avenues to fabricate new devices and probe interesting physics at the 

nanoscale. For example, the effects of electron confinement (that is negligible in macroscopic 

devices) becomes an important parameter to consider in devices with nanoscale dimensions. 

This can be understood using the classic example of the n-dimensional confined density of 

states of electrons for a quantum well (2D), quantum wire (1D) or quantum dot (0D). In III-V 

semiconductors, basic material parameters such as heavy-hole bands and effective carrier 

masses area highly anisotropic and depend on the orientation selected, confinement direction 

and strain in the nanostructures[20], [21] . As a result, in a crystalline material, the facets 

(crystal orientation) chosen for the particular application (ex, direction of electron tunneling) 

matters significantly. For example, in InAs/GaSb tunnel FET, the (11̅0 )  confined structure 

has a lower effective hole mass and smaller tunnel barrier compared to (100) confinement. As 

a result, the tunneling probabilities (and hence currents) are higher for a (110̅̅̅̅  )  confined 

device[22] . Therefore, it is incredibly useful to be able to control the facets of the bottom-up 

grown nanostructure device to have the desired orientation of transport and confinements.  

The formation of facets in semiconductor crystals is governed by equilibrium 

thermodynamics. The equilibrium shape is often found by minimizing the total surface energy 

subjected to the constraint of constant volume. If surface energies of all the facets were equal 

the resulting equilibrium shape would be a sphere. Wulff et.al. [23]–[25] demonstrated that the 

equilibrium crystal shape can be obtained from the surface energy plot. Apart from growth 
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thermodynamics, growth kinetics also plays an important role in determining final facet 

shapes. Growth rates are dependent on anisotropy of surface processes such as adsorption, 

desorption and surface diffusion with equal mass transport to the different facets[26]. This can 

be accounted for by using the kinetic Wulff’s plot or 𝜈 plot). Surface energies are dependent 

on temperature and precursor fluxes. As a result, growth conditions can be a powerful tool to 

design the facets in nanostructures. Confined epitaxial lateral overgrowth deviates from ideal 

equilibrium stabilized growths in several ways. Clearly, the template restricts natural growth 

in certain orientations resulting in epitaxial growth that is not dictated solely by Wulff’s plots. 

However, once the lateral growth initiates, the facets at the growth front can essentially evolve 

freely fulfilling the necessary conditions for determining equilibrium facet shapes through 

thermodynamics. 

Characterization of nanostructures: 

In the MOCVD growths of CELO nanostructures the first challenge is to accurately 

characterize the nanostructure facets. This seems relatively straightforward since the 

combination of top-down and slanted SEM micrography along with cross-sectional TEM 

provides an accurate analysis of the nanostructure material quality. However, it is important to 

note that these are only representative of a small part of the whole nanostructure. First, the 

information obtained from a cross-sectional TEM of a single slice at the center of the 

nanostructure does not provide any information of the material quality at the edges near the 

confining walls. Second, CELO shows a variation with respect to minute variation in 

fabrication of templates. As a result, it is often crucial to derive conclusion from multiple 

structures rather than a single TEM. This necessitates the use of a technique that can 
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simultaneously provide a complete picture of the whole nanostructure growth and provide 

sufficient resolution and confidence over the observed features.  

In this work, a combination of plan-view and cross-sectional TEM was implemented (Figure 

4.6). Even though individually cross-sectional and plan view TEMs are used regularly for film 

quality analysis, no such study combining TEM in plan-view and cross-section (to the best of 

our knowledge) has been performed at the same position on nanostructures or devices. As a 

result, the technique developed in this study, is not only applicable for our current topic of 

discussion but can be very useful for analyzing any future nanostructure. The process of 

fabricating such TEM lamellas and the imaging techniques have been outlined in the following 

section.  

IV C. (ii) Simultaneous plan-view and cross-section TEM lift out technique 

 

Figure 4.6. Focused Ion Beam steps to make a plan view specimen of the CELO structures 

(a.i-a.iii)and preparing a cross-section from a plan-view lamella (b.i-b.iii) ( reprinted with 

permission from [27]. Copyright {2020} American Physical Society). 
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Cross-sectional transmission electron microscopy (TEM) samples were prepared using 

a standard lift-out technique in a FEI Helios Dualbeam Nanolab 600 Focused Ion Beam (FIB) 

system[28]. To prepare the plan-view TEM samples from a particular region of the sample 

containing the templates, a modified technique based on Li et al. is followed[29]. A wedge-

shaped area containing the templates was lifted out from the surface of the sample using above 

mentioned FIB technique and thereafter thinned from the back using the gallium beam milling 

Figure 4.7. Steps for plan view lift-out (a) Top SEM view of area of interest with a 

protective carbon layer. (b) Same area as (a) after deposition of a thicker protective layer 

of ion-beam carbon. (c) After cutting trenches on three sides of the area of interest (d) 

Sample at 0° tilt with area marked out for ion-beam milling to create a wedge (e) after 

milling using Ga ion beam and formation of wedge (f) attachment of Omniprobe needle 

and cutting out right bridge to free the wedge structure (g) zoomed out view of copper 

grid with Omniprobe needle and the gas injection system needle (h) after attachment of 

lamella to copper grid. (i) after detachment of Omniprobe needle ( reprinted with 

permission from [27]. Copyright {2020} American Physical Society). 
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until it was electron transparent. This technique allowed site specific wide area (11μm × 10 

μm) electron transparent lamellas which were around 200 nm thick and could accommodate a 

3 × 4 array of the CELO templates thus giving results from multiple CELO grown structures 

from a single TEM lamella.  

 

To prepare the area specific plan-view TEM samples, the 1cm x 1cm square diced 

CELO sample was mounted on a standard metal stub covered with copper tape, with a piece 

of carbon tape contacting the top corner edge of the sample. The TEM Cu grid was put face 

down on the sample with an edge contacting the carbon tape to keep it from falling when tilted 

inside the SEM. The right orientation of the Cu grid has to be ensured so that the flat surface 

of the Cu grid is facing the top. This is essential for proper in-plane transfer of the lamella. 

Once the alignments are done in the SEM, two protective carbon layers, one using an electron 

beam deposition (200nm thick with 5kV 0.69nA beam) and the other using an ion-beam 

deposition (500nm thick with 16kV 1.4nA beam) were deposited on top of the CELO templates 

(without removing top oxide layers).  Subsequently the sample was tilted to 52°  and 4 regular 

cross-section (RCS) trenches (using 30kV 9.3nA ion beams) about 17um deep were cut out on 

the 4 sides (slightly shorter on one side to keep it attached to the sample once the trench milling 

has been done) of the rectangular carbon deposited area. 

 After running a 30kV 6.5nA cleaning cross section (CCS) on all sides to clear off the 

redepositions, the sample was tilted back to 0° and using a 30kV 2.8nA ion beam, a rectangle 

was milled to release most of the bottom  of the wedge.The final step involves bringing in the 

Omniprobe needle and attaching it to one corner of the lamella using Pt deposition, followed 

by cutting off the small bridge that kept the lamella attached to the sample. Once the lamella 



 

 47 

is free, the lifted-out lamella is attached to the stem of the Cu grid using Pt deposition and 

detached from the Omniprobe needle (Figure 4.7). At this stage, the sample is taken out of the 

SEM and the Cu grid is remounted vertically. Next using a 30kV 2.8nA ion beam, the wedge-

shaped structure is thinned from the back until about 400nm thick. Using 30kV 0.47nA ion 

beam, the structure is further thinned until we are close to the top carbon layer. This layer is 

measured to be around 200nm thick. A lower current of 0.28nA is used to further thin it until 

the back of the templates just starts to be visible in the SEM contrast. Finally, a 5kV 1.5nA 

beam setting is used to do a final polish. The lamella is then rotated 180° to thin out the front 

side and remove redepositions from the lift out. The same 5kV beam is used to make a couple 

Figure 4.8. Steps for cross-section of plan view lamella liftout using FIB (a) Plan-view 

Lamella attached to a copper grid (b) Omniprobe needle attached to a corner of the area 

of interest after deposition of protective carbon layer (c) Rectangle pattern for ion beam 

cut-out (d) Are of interest after ion-beam cutting (e) New lamella attached to another 

copper grid holder (f) After thinning down of lamella in (e) using Ga ionbeam. Orange 

inset shows a zoomed SEM image of the electron transparent cross section ( reprinted 

with permission from [27]. Copyright {2020} American Physical Society). 
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of passes until the top of the templates look uniformly darker than the rest of the lamella, thus 

indicating that it is only a thin film of carbon covering the top of these templates. Keeping the 

lamellas thicker generally produced better results because it avoids damage or non-uniform 

ablation of these templates.  

After comprehensive TEM analysis of the plan-view samples, the plan-view lamella 

was put back into the FIB to make a cross-section sample out of a specific region of the lamella. 

The area of interest on the plan-view lamella was protected by in situ deposited Pt, lifted out 

and subsequently thinned down in steps (Fig 4.8). The ion beam settings used were 30kV 

0.47nA at 52° till the template structure is visible from both sides of the lamella. Then the 

beam voltage is lowered to 5kV 1.4nA to thin it down further. Final polishing was performed 

at 2kV 47pA at a 2-degree tilt on either side. Care was taken to keep the incident beam angle 

of the lamella against the ion beam relatively low (less than 2◦, unlike conventional cross-

sectional TEM lamella thinning) to prevent damaging the region of interest at the bottom 100 

nm of the lamella. Thus, a cross-sectional sample from a plan-view sample can be achieved. 

One of the advantages of this method is that multiple such cross-sectional samples can be 

prepared from the same plan-view lamella if they are sufficiently far apart. This is therefore a 
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comprehensive and fast feedback method applicable to characterizing other nanostructures as 

well.  

Figure 4.9 a) Schematic of CELO template before growth (a.i) and after III-V overgrowth 

(a.ii) (b), (c), respectively, show top-down scanning electron microscopy images of a 

CELO template before growth and after InP overgrowth. (d) High-angle annular dark 

field (HAADF) STEM of a plan-view lamella containing CELO structures post-InP 

growth. (e) Plan-view bright field STEM image of a CELO template with grown InP 

inside it. The light and dark contrast corresponds to regions with and without defects. (f) 

Cross-section HAADF STEM from the plan-view sample (e) along the red dashed line ( 

reprinted with permission from [27]. Copyright {2020} American Physical Society). 

The plan-view lamellas were inspected and analyzed in a FEI Titan 80–300 kV FEG 

TEM STEM using the scanning TEM (STEM) mode at 300 kV. The high beam current makes 

sure that a considerable signal can be achieved from a relatively thick sample with a convergent 

beam. For the bright field (BF) STEM images, the sample was aligned to a zone axis and a 50-

μm objective aperture was used to select the central transmitted beam. This is a particularly 

useful technique to study defects and dislocations in thicker TEM samples[30], [31]. High-

angle annular dark field (HAADF) STEM images are also acquired for the same structures to 

inspect any variation of chemical composition using Z (atomic number) contrast. The cross-

sectional lamellas made from the plan-view lamellas further corroborate this information. Dark 
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field (DF) TEM and HAADF STEM on these cross-sectional samples are used to correlate the 

defects and dislocations observed in plan-view imaging with cross-sectional data.  

By using a combination of plan-view STEM, cross-sectional dark field TEM, and 

cross-sectional STEM of the CELO templates, a complete picture of the facets and defects can 

be achieved. 

 

IV C.(iii) Effects of growth temperature on facets of InP CELO on (100) InP substrate 

Figure 4.10. BF STEM plan-view images of InP CELO grown on (100) InP substrates at 

different growth temperatures of (a) 630 °C, (b) 600 °C, (c) 570 °C, and (d) 550 °C. The 

samples (a), (b) grown at higher temperatures show {110} type side facets and {111} type 

end facets (plan-view STEM cannot distinguish between, for instance, (𝟏𝟏̅𝟎) and (𝟏̅𝟏̅𝟎) 

or between (𝟏𝟏̅𝟏̅)𝑨 and (𝟏̅𝟏̅𝟏̅)𝑩. Hence, {110} or {111} is used). The samples (c), (d) 

grown at lower temperatures show rectangular overgrowths with primarily {111} type 

end facets. The orientation of all the samples is the same [as shown in (d)] and the 
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direction of the template is along [𝟎𝟏̅𝟏̅] ( reprinted with permission from [27]. Copyright 

{2020} American Physical Society). 

 

To understand the effects of growth temperature on the evolution of facets in CELO 

nanostructures, the growths were performed at four different temperatures of 630°C, 600°C, 

570°C, and 550°C. The growths were performed on a (100) InP substrate in a metalorganic 

chemical vapor deposition (MOCVD) chamber using a V/III (TBP/TMIn) ratio of 450. Plan-

view STEM is used to characterize the facets and defects in these structures (Figure 4.9).  

 It was observed that the high-temperature growths (630°C and 600°C) exhibit two 

{110} type side facets which form 45° angles to the template direction (along [011]), along 

with a {111} facet forming a 90° angle to the template direction [Figs. 2(a) and 2(b)]. The low-

temperature growths (570 °C and 550 °C) result in predominantly rectangular shaped 

overgrowths with {111} facets [Figs. 4.10(c) and 4.10(d)] at an angle of 90° to the template 

direction. To further assess the structural quality of these crystals, we performed cross-

sectional STEM on the plan-view STEM lamellas. To understand the exact orientation of the 

end facets, we looked at both the plan-view and cross-sectional STEM of a CELO 

nanostructure, grown at 600°C (Figure 4.11).  



 

 52 

Figure 4.11 InP CELO grown on (100) InP at 600 °C. (a) BF STEM image of the plan-

view sample showing defective (light) and non-defective (dark) areas. White arrows (1,2) 

point to two relatively defect-free areas, arrow 3 points to a defect-dense area. (b) Shows 

the plan-view BF STEM of the other end of the same growth. (c) HAADF STEM of cross 

section taken along red line in (b) showing a (011) and a (𝟏̅𝟏𝟏) B facet. (d) Cross-section 

STEM of the plan-view lamella in (a) taken along the red dashed line showing (𝟏𝟏𝟏̅̅̅̅ )A 

and (𝟐𝟏𝟏̅̅ ̅̅ ̅̅ )B end facets. (e) STEM corresponding to the area marked by the yellow box in 

(a) showing a defect-free region (green) in between areas with high densities of SFs and 

twins (red). Inset shows a high-resolution STEM of the region marked by the black 

square. White arrow points to a stacking fault. (f) Three-dimensional (3D) visualization 

of the facets in this overgrowth ( reprinted with permission from [27]. Copyright {2020} 

American Physical Society). 

In this high temperature growth mode, large {110} type facets (marked by red dotted lines) 

appear in combination with {111} facets. Cross-sectional STEM reveals that the left end of the 

overgrowth shows a combination of small (111̅̅̅̅ ) A and large (211) B facets [Figure 4.11 (d)] 

and a combination of {111} B and {110} facets [Figure 4.11 (c)] on the right end. Cross-

sectional STEM images confirm the side facets to be {110} type. The structures also 

occasionally show the appearance of other higher-order facets, such as (113) [Figure 4.11 (b)]. 

Thus, at high temperatures, we observe a combination of {110} and {111} (mostly B type) 

facets. We then examine the facets in low-temperature growth by performing STEM analysis 
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on a CELO sample grown at 570 °C (Fig. 4.12). The plan-view STEM [Fig. 4.12(a)] and its 

cross-section [Figs. 4.12(b)–4.12(d)] images show that the end facets in this case are primarily 

{111} B type facets with only a small fraction of {110} type facets. Both ends of the overgrown 

structure show the same facet combinations. At 45° to the direction of the template, the {110} 

facets either do not appear, or are very small. Therefore, at low-temperature growths we can 

effectively eliminate any side facets and have a single growth front composed of {110} and 

{111} B facets. Thus, these result show that the growth temperature plays an important role in 

tuning the ratio of the {111} B to the {110} facets in the CELO nanostructures grown on (100) 

InP substrates.  

Figure 4.12 InP CELO on InP (100) substrates grown at 570 °C. (a) BF STEM of a CELO 

structure showing defects as dark contrasts.(b) shows HAADF STEM of a cross-sectional 

cut taken along red dashed line in (a). In (a), (b) orange and white arrows show limits of 

defective and defect-free regions, respectively. Blue arrow marks SFs in the defective 

part. (c) shows a high-resolution cross-section STEM of the region marked by a blue box 

in (b). Inset shows Fourier transform with the streaks along [111] corresponding to the 

SFs. (d) shows cross-sectional STEM of the end facet marked by the blue box in (a). (e) 

shows a 3D visualization of the facets and orientation of the intersecting stacking fault 

planes. The inset shows the pair of intersecting SFs as seen when looking along the top 

gray arrow (plan view) ( reprinted with permission from [27]. Copyright {2020} 

American Physical Society). 
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IV C. (iv) Effects of growth temperature on defects of InP CELO on (100) InP 

substrate  

To understand the impact of growth temperature on defect formation, we again analyze 

the STEM micrographs to map the position and orientation of the defects. The light and dark 

contrasts in plan-view STEMs provide crucial information on the crystal quality. For example, 

in a crystal aligned to a major zone axis, such as [110], areas of high crystalline quality are 

expected to appear relatively dark in bright field (BF) STEM. This is due to the high diffraction 

probability of the incident beam electrons by one of the many sets of atomic planes close to 

their Bragg diffraction condition, and subsequently getting blocked by the objective aperture 

in a BF mode[30], [31]. Conversely, areas that have a high concentration of stacking faults and 

planar defects will appear lighter. This is due to the lower interaction cross section of the 

incident beam with these areas of reduced long-range crystalline order.  

In the samples grown at high temperature [Figures 4.10(a)-(b), 4.11(a)-(b)], we observe 

alternate bands of light and dark contrast in the plan-view TEM image indicating areas with 

and without defects. In Figure 4.11(a), the white arrows marked 1 and 2 correspond to regions 

with low density of defects (hence darker), while arrow 3 points to a region with a high density 

of stacking faults (hence lighter). Dark field cross-sectional TEM images confirm this result. 

HR STEM [Figure 4.11(e)] images collected from the cross section along red dashed line in 

Figure 4.11(a) confirm that the bands of dark contrast [Figs. 4.11(a) and 4.11(e), green shaded 

part of yellow box] are areas of pure zinc-blende InP crystal with no defects. Neighboring areas 

[Figs. 4.11(a) and 4.11(e), red shaded parts of yellow box] with stacking faults or a mix of 

zinc-blende and wurtzite crystal phases appear as lighter contrast in the plan-view STEM 
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image. The brightness of these lighter regions full of stacking faults or mixed phases roughly 

correlates to the density of defects. The width of the alternating dark and light bands are 

uniform over CELO structures from the same sample. Thus, at high temperatures we observe 

areas of the overgrowth exhibiting a high density of stacking faults in between areas of crystals 

with no defects.  

Figure 4.13. CELO for low growth temperature (570 °C) on (100) InP substrate. The 

contrast from the perpendicular trapezoidal regions disappears at two different two 

beam conditions( reprinted with permission from [27]. Copyright {2020} American 

Physical Society). 

 

When grown at a lower temperature (570 °C), the CELO samples have far fewer defects 

compared to the high temperature grown samples (Fig. 4.12). Notably, large areas of the crystal 

appear completely free of planar defects. However, we observe some stacking faults, which 

appear as darker trapezoids intersecting each other perpendicularly throughout the whole 

crystal. (200) and (020) two beam conditions in the TEM show contrasts that are consistent 

(Figure 4.13). The stacking faults are in the {111} B planes and perpendicularly intersect, 

possibly along a line dislocation [Figure 4.12(e)]. Isolated stacking faults also appear, bound 

on both sides by partial dislocations. The high-resolution cross-sectional STEM taken on the 

lamella cut along the red dashed line [Figs. 4.12(a)–(c)] confirms the presence of these stacking 

faults along the {111} B planes. Thus, low-temperature growths show nanostructures with 
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significantly fewer defects than for the high-temperature growths. Growth temperature is 

therefore an important control knob to lower the density of defects observed in these CELO 

grown structures.  

 

IV C.(v) Effects of P/In ratio for CELO on a (100) InP substrate  

Figure 4.14 InP CELO growths on (100) InP substrate at 570 °C with different V/III 

ratios. (a), (b) show the top-view SEM (of a region with multiple CELO templates) and 

BF STEM of a representative structure, respectively, for a growth done at a high V/III 

ratio of 700. (c), (d) show the top-view SEM (of regions with multiple CELO templates) 

and BF STEM of a representative structure, respectively, for a growth done at low V/III 

ratio of 240. The scale bars in (a), (c) are both 10 μm. (e) shows a schematic top-down 

view representation of the change in faceting with temperature and V/III ratio. The insets 

show cross-section schematics of the facets observed, where the relative ratio of the facets 

varies. The arrows in (e) point to the growth direction out of the center seed hole ( 

reprinted with permission from [27]. Copyright {2020} American Physical Society). 

Surface energies of facets and growth rates are often dependent on the V/III ratio during 

growth and can significantly control final facet morphologies in CELO. Therefore, we explore 

the impact of V/III ratios during growth in controlling facets and defects of InP CELO 
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nanostructures. For this, two InP CELO samples were grown at 570 °C at two different V/III 

ratios of 450 and 225, by adjusting the group-V flux and keeping the group-III flow fixed at 4 

× 10−6 mol/min. Overgrowths containing {111} type end facets [Fig. 4.14(b)] were 

predominantly observed in the higher V/III ratio growth. The lower V/III ratio growth, on the 

other hand, yields a higher percentage of {110} facets, which are at 45° to the template 

direction [Fig. 4.14(d)]. Comparing dependence of growths on temperature (Fig. 4.10) and 

V/III ratios (Fig. 4.14), we observe that high V/III ratio [Fig. 4.14(b)] and low temperature 

[Figs. 4.10(c) - (d)] have similar facets and defects. Samples grown at low V/III ratio [Fig. 

4.14(d)] and high temperature [Figs. 4.10(a) and 4.10(b)] also show similar facets and defects. 

Therefore, similar to temperature, V/III ratio gives us a second control knob in tuning the facets 

and defects in CELO grown InP nanostructures. In effect, by changing temperature or V/III 

ratios we can adjust the relative stabilities or growth rates of different facets. 

 

IV C. (vi) Influence of template orientation for CELO on (100) InP substrate  

To examine the effects of growing along different template orientations, we fabricate 

CELO templates along different directions at 18◦ intervals away from the [011] [Fig. 4.15(a)]. 

We grew this at 570 °C because this temperature previously led to lower defect density (Fig 

4.10). From the previous results (Fig. 4.14), a low-temperature growth should result in a higher 

fraction of {111}B type facets compared to {110} facets in the final structures. This is 

confirmed by the plan-view BF STEM (Fig. 4.15). The growths in the templates oriented along 

the [010] direction show regions with the largest area of defect-free overgrown crystal [Fig. 

4.15(b)]. Stacking faults form along the edges, parallel to the {110} side facets. The total area 

of the growth varies with the orientation of the templates [Fig. 4.15(g)], decreasing from the 
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maximum in templates aligned along [010] to a minimum for templates along [01̅1], and then 

increasing again. Similarly, as the direction of the template changes from being oriented along 

[0 1 0] [Fig. 4.15(b)] to being oriented along [01̅1], the area of defect-free crystal  decreases 

and stacking faults increase throughout the crystal [Fig. 4.15(e)]. This is illustrated in the plot 

of Fig. 4.15(h). Note that the stacking faults appear to be nucleated at the mask sidewalls 

suggesting that optimal template orientations can be used to design CELO overgrowths with a 

lower density of defects.  

Figure 4.15 Plan-view TEM micrographs analyzing growth in different orientations on a 

(100) InP substrate. (a) shows the HAADF STEM of the entire lamella with a flower 

pattern of CELO templates starting from the one oriented along [110] and with 

separations of 18 ° between consecutive templates. (b)–(f) BF STEM of individual 

templates oriented in different directions on the wafer. The nature and density of defects 

change as the orientations of the templates vary from [𝟎𝟏̅𝟏̅] to [𝟎𝟏̅𝟏]. The white arrows 
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point to the direction that the templates are oriented. (g) shows the total area of 

overgrown III-V materials in each of these templates and (h) shows the fraction of defect-

free area in the different samples ( reprinted with permission from [27]. Copyright {2020} 

American Physical Society). 

 

 

IV C.(vii).  CELO on a (110) InP substrate  

Figure 4.16 Plan-view TEM of InP CELO grown on InP(110) substrates. (a), (b) show 

representative growths in templates oriented along  [110]. (a) shows twinning along the 

{111}A planes (red dashed line); (b) shows perfect sharp {110} type vertical flat facets. 

(c) shows CELO growth in templates oriented along [100]. The growth towards ⟨100⟩  

orientation is terminated by a sharp {100} facet while the  ⟨𝟎𝟎𝟏̅⟩ orientation is terminated 

by {111}B facets. There are edge twins on the side growing towards  ⟨001⟩ . Twin planes 

are marked by blue dashed lines. (d) shows backscatter SEM of two different growths in 

templates oriented along [110]. The bright lines are InGaAs markers in between InP 

growths. (e) shows how the crystal facets on the growth plane are different depending on 

which orientation the crystal grows in. The red and blue planes represent the {111}A and 

{111}B planes, respectively. The Miller cubes shown correspond to how it would look 

when viewed along the corresponding arrows ( reprinted with permission from [27]. 

Copyright {2020} American Physical Society). 
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For fabricating lateral heterojunction-based devices, heterojunctions with single facets 

perpendicular to the lateral growth direction of the template are optimal[4]–[6]. From our study 

of growth on (100) InP substrates, the ratios of the {110} and {111} facets can be adjusted 

using temperature and V/III ratio. This suggests that changing the substrate orientation and 

choosing the correct template alignments might enable the {111} or {110} surfaces to form 

the desirable perpendicular flat facet structures. A (110) substrate can potentially allow the 

formation of this perpendicular {110} facet, since {111} planes are absent in the [11̅0] 

direction of growth. Therefore, we explored CELO growths on a (110) type InP substrate as a 

possible route to achieving these vertical facets.  

The templates examined here are oriented either towards [001] or [110]. This 

orientation on the (110) InP substrate is crucial, since unlike the (100) substrate the mutually 

perpendicular [001] and [110] growth directions offer asymmetric crystallographic planes to 

grow on. As a result, the growths in these perpendicular templates will be different and need 

to be explored separately. In addition, we grew InP CELO samples with InGaAs spacers. The 

lattice matched InGaAs layers appear brighter in STEM due to Z contrast and help elucidate 

the progress of the growth front from the start of the growth to the final facets. The facet shapes 

remain unchanged with the introduction of the InGaAs layer. In the (110) growths we observed 

tunability of final facets in overgrowths using template orientation, ultimately leading to a 

defect-free overgrowth with perfect flat facets. A large number of growths in the templates 

directed along [110] are  twinned along {111}A [red dashed lines, Fig. 4.16(a)]. A combination 

of {111}A, {112}, and {111}B facets terminate the growth along with the formation of twins. 

Comparing the total length of growth in each orientation, the growth rates appear higher on 

{111}A compared to {111}B [Fig. 4.16 (a)]. The initial portion of the crystal growth close to 
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the seed hole contains no defects, until the formation of the twin. The twinned part of the 

crystal has a high density of stacking faults. Occasionally we also found a small number of 

stacking faults running along the direction of growth.  

The most striking observation in these CELO growths on (110) InP substrates is the 

formation of flat {110} vertical facets in the templates oriented along [11̅0] [Fig. 4.16 (b)]. 

Such growths have a perfect rectangular shape and appear to show no defects from the plan-

view STEM studies. The yield of such nanostructures is currently about 20%. InGaAs spacer 

layers lattice matched to InP track the evolution of growths in the lateral overgrowths in such 

[110] oriented templates [Fig.  4.16 (d)]. Top-view SEM backscatter images show that in the 

structures that result in {111} final facets, the {111}A facets grow as growth times proceeds 

[Fig. 4.16 (d.i)]. However, in the overgrowths displaying the perfect flat facets, the growth 

happens entirely on a single {110} surface [Fig. 4.16 (d.ii)]. Figure 4.16 (d.ii) also clearly 

demonstrates that lateral heterojunctions with flat facets are achievable. Growing in templates 

oriented along [100] orientation yields a mixture of flat (001) facets and {111}B facets in these 

templates in [Fig. 4.16 (c)].  

The orientations <001̅> and <001> offer different crystallographic planes for growth, 

resulting in different end facets for the growth in a single template [Fig. 4.16 (e)]. Here, the 

growth front has two {111}B top and bottom planes and two other {111}A side planes when 

looking along <001̅>. The A and B planes get interchanged when viewing along <001>. 

Growths towards <001̅> are mostly terminated by {111}B type facets and form stacking faults 

[along blue {111}B planes in Fig. 4.16 (e.ii)]. The growths on the other side of the seed hole 

(towards <001>) are terminated by flat (001) type vertical facets perpendicular to the template, 

sometimes accompanied by small higher-order side facets, such as {211}. The growths towards 
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<001> are relatively defect free, with a few occasional stacking faults at the edges and small 

twins at the corner edges [blue dashed lines in Fig. 4.16 (c)]. Thus, we demonstrate that on a 

(110) InP substrate, defect-free CELO overgrowths with vertical flat facets can be achieved in 

templates aligned along [110]. The perpendicular templates along [001] also form 

nanostructures with flat {001} facets on one end, which can also find use in fabricating lateral 

heterojunctions. 

 

 

 

IV C. (viii) a. DISCUSSION: FACETS 

We observe that in CELO overgrowths on a (100) InP substrate growth, temperature 

and V/III ratio control the final facet shapes of the nanostructures (Figs. 4.10 and 4.14). At 

high growth temperature (T > 600 ° C), {110} and {111} facets form, while at temperatures 

below 570 °C, primarily {111}B facets form (Fig. 4.10). Similar tuning of facet ratios is 

achieved by changing the group-V/group-III flux ratios at 570 °C (Fig. 4.14). Collectively, 

these results suggest that the facet ratios are controlled by the effective phosphorus 

overpressure (chemical potential) on the facets, which, can be changed by both temperature 

and V/III ratio. Changing surface reconstructions on different facets changes their surface 

energies and growth rates. Density functional theory and other first principle calculations 

predict that, for a {111}B surface of InP, a high phosphorus overpressure will form P trimers, 

resulting in a (2 × 2) surface reconstruction[32]–[34]. Similar As trimer formation has been 

previously reported on GaAs epitaxial lateral overgrowth[35]–[37]. These stable P trimers 

significantly suppress the growth rate on the {111}B planes, as they block sites for the 
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attachment of the incoming In atoms/trimethylindium molecules[38]. This reduces the effective 

indium incorporation coefficient on the {111}B surface, resulting in the growth rate of other 

surfaces, such as the {110} surfaces, dominating the growth. The {111}B thus becomes the 

slowest growing and dominant surviving facet of the structure[39] for highly effective group-

V overpressure (high V/III or low-temperature growth condition). However, at lower effective 

phosphorus overpressure (achieved either by higher growth temperature or low V/III flux 

ratio), large {110} type facets and smaller {111}B facets are formed. This arises from the 

effective V/III ratio decreasing and the (2 × 2) P trimer surface reconstruction becomes less 

favorable resulting in an In-rich (√3 × √3) surface becoming more stable[33]. This increases 

the In incorporation ratio and hence, the growth rate on the {111}B surface. Therefore for 

(100) substrates, V/III ratio and growth temperature can control the ratio of {110} and {111}B 

surface areas in the CELO nanostructures. This offers tunability of facets and shapes of 

selective area grown nanostructures to fabricate nanoscale devices with desired geometries.  

Despite achieving this control over tuning facet ratios, the dominating final facets in 

CELO grown on (100) substrates are a combination of {110} and {111}B. This limits the use 

of these nanostructures for horizontal heterojunctions, for lack of flat single facets 

perpendicular to the lateral direction of growth. To achieve such flat lateral perpendicular 

facets, we explored a (110) InP substrate, where in a template aligned along <110>, {111}  B 

planes are absent in the direction of growth. This provides an opportunity to form flat 

perpendicular facets in the direction of growth. A large number of the growths in these 

templates, however, show twinned crystal growths [Fig. 4.16 (a)]. From the InGaAs marker 

layer growths [Fig 4.16 (d.i)], we assume that a small {111}A facet was formed in the 

overgrowth immediately after it extended out of the seed hole. As the growth proceeded, more 
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precursor materials diffuse to the {110} facet from the {111}A surface (which has a lower 

growth rate). The nonuniform diffusion causes the {110} surface to grow thicker on the side 

closer to the {111}A facet, thus forming a slanted growth front. As the growth proceeds further, 

the {110} is completely transformed to a {112}B and then the growth proceeds primarily on 

the {111}A surface. The growth can stop on a {111}B instead of a {112}B giving rise to the 

facets seen in Fig. 4.16 (a). However, when the {111} facet does not form at the start, the 

crystal can grow entirely on the {110} surface. This results in completely flat and vertical 

{110} facets [Fig. 4.16 (b)]. The InGaAs markers included in the growth confirm this growth 

evolution [Fig. 4.16 (d.ii)]. A critical factor in achieving these facets is the suppression of the 

{111}A facet as the material grows out of the seed hole. This process is assumed to be affected 

partly by the roughness of the dielectric sidewalls, as explained in the “Defects” section below.  

Hence, we have demonstrated that the <11̅0> oriented templates on a (110)  InP 

substrate can form flat vertical facet surfaces, which is one of the main requirements in building 

horizontal lateral heterojunctions and superlattices with flat interfaces. Templates oriented 

along the <001> orientation also produce flat {001} facets on one end of the nanostructures 

[Fig. 4.16 (c)]. This is of key interest because the 001 orientation of a CELO template oriented 

along <100> might offer another favorable direction to achieve lateral heterojunctions. The 

results of this study can be extended to other IIIV CELO growth systems. Although the III-V 

nucleation on other mismatched substrates (such as Si) is different from homoepitaxy, once 

the epitaxial layer starts growing out on top of the oxide template, the same growth mechanism 

and facet dependencies on temperature and V/III ratio should apply.  
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IV C.(viii).b  Discussion : Defects  

Growth temperature and V/III ratios play a significant role in changing defect type and 

density in CELO grown nanostructures on a (100) InP substrate. At lower temperatures or high 

V/III ratios during growth, the growth along the {111}B planes is suppressed and growth 

proceeds more on the {110} surfaces. This growth suppression lowers the number of planar 

defects that form on the {111} planes (Figs. 4.10 and 4.14). The trapezoidal shape of the 

stacking faults arises from the interference fringes from one or more closely located stacking 

faults[40]. Low-temperature or high V/III ratio growth also exhibits stacking faults bound by 

partial dislocations [41] and incomplete stacking fault pyramidal loops. These defects are 

known to be generated by various stress mechanisms induced by thermal expansion coefficient 

mismatch[42]. This suggests that roughness or thermal expansion mismatch induced stress 

from the CELO oxide sidewalls might lead to these defects. At higher growth temperature or 

lower V/III ratio, the increased growth rate on the {111}B surfaces favors the formation of 

bands of stacking faults and twins along the growth front. These planar defects are aligned 

along the {111}B plane, consistent with the fact that the {111} plane is the primary twinning 

plane for III-V semiconductors[43], [44].  

At high temperatures, isolated stacking faults do not appear. This is possibly because 

the defects are more mobile at elevated temperatures, enabling them to spread to the edges of 

the nanostructures. Many of the defects appear to be generated from interaction of the growing 

III-V material with the rough sidewalls of the template (Fig. 4.14). In a confined system such 

as CELO, the roughness of the inner sidewalls of the template can play a significant role in 

defect formation. Interaction of the III-V crystal with a rough oxide has been reported to cause 

bond distortions in GaAs, leading to formation of twins and stacking faults[45]. In our case, 
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we hypothesize that etching induced roughness of the oxide sidewalls (of both the seed and 

template) contributes to the formation of stacking faults. In addition, it must be noted that the 

thermal expansion coefficient for InP is α = 4.6 × 10−6 °C−1 while that of SiO is α = 0.5 × 10−6 

°C−1. This large thermal expansion mismatch will result in stress in the InP epitaxial lateral 

overgrowth upon cooling after growth [46]–[51]. The highest stress appears at the edges of the 

oxide template, which is likely to result in stacking faults and twins starting at the edge of the 

dielectric [47]. While high V/III ratios during growth lower the defect densities in the 

overgrown template farther away from the seed hole, no considerable changes in the defect 

densities near the seed hole were observed (Fig. 4.14). A detailed study to decouple the effects 

of local growth parameters, oxide roughness, and thermal expansion mismatch in defect 

generation is beyond the scope of this thesis. We observe that the orientation of the templates 

impacts the defect densities. On InP(100), growths in the templates oriented along the [001] 

direction [Fig. 4.15(b)] show regions with the largest area of defect-free overgrown crystal. 

This result agrees with the study by Staudinger et al. [43]. The growth in the [001] orientation 

is free of any {111} planes along the direction of growth, thus reducing the formation of 

stacking faults. The growths, however, show the formation of stacking faults along the side 

facets, which contain {111} planes. As the direction of the template changes from being 

oriented along [001] [Fig. 4.15(b)] to being directed along [110] [Fig. 4.15(e)], the growth 

front has a higher percentage of {111} planes. As a result, we see stacking faults increase and 

the areas of defect-free crystal decrease. The interaction of III-V materials with a SiO2 surface 

contributes to the formation of the stacking faults, as mentioned above. Therefore, we 

demonstrate that overgrowths with larger areas in contact with the sidewalls will show a higher 

number of defects (Fig. 4.15). 
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On a (110) InP substrate, if the growth occurs primarily on the {110} surfaces, the 

likelihood of forming twinning or stacking faults is lower compared to growth on the {111} 

surfaces. Thus, in <110> oriented templates on a (110) substrate, when a higher fraction of the 

growth front is along <110> a relatively defect-free crystal forms. Subsequently, after twin 

formation, when growth proceeds primarily on a {111} surface, stacking faults appear [Fig. 

4.16 (a)]. Such stacking faults also appear in growths along 001 where the growth front consists 

of {111}B surfaces. If, however, the growth proceeds entirely on the {110} surface, no defects 

appear in the entire structure [Fig. 4.16(b)]. Such defect-free nanostructures with perpendicular 

flat facets can enable the fabrication of high-quality lateral heterojunction devices. Similarly, 

growths in the <001> have very few stacking faults, as growth happens primarily on the {001} 

surface. By choosing template orientations, we can effectively lower the defect densities for 

nanostructures grown on a (110) substrate. It should be noted here that, in addition to the CELO 

induced defects observed in this study, for heteroepitaxial III-V CELO growth on mismatched 

substrates (such as Si), additional dislocations, stacking faults, and antiphase boundaries will 

result from lattice and symmetry mismatch. Although the oxide template beside the seed hole 

should in principle trap most of these defects, it is not always guaranteed and often they can 

spread into the overgrown epitaxial layer.  

IV C.(ix). Conclusion  

In conclusion, we demonstrate that for homoepitaxial InP CELO on InP substrates, the 

facets, defect types, and defect densities all depend heavily on the growth conditions, such as 

temperature, V/III ratio, template orientation, and InP substrate orientation. For (100) InP 

substrates, high growth temperature (or low V/III ratio) results in nanostructures with a 

combination of {110} and {111}B type facets. Conversely, for low growth temperature (or 
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high V/III ratio), {111}B end facets dominate. We attribute this dependence on temperature 

and V/III ratios to surface energies and formation of phosphorus trimers in phosphorus-rich 

environments suppressing growth on the {111}B plane. We also show that low growth 

temperature (or high V/III ratio) and alignment of templates along [010] together can give very 

low defect densities on a (100) InP substrate. To achieve vertical facets critical for growing 

lateral heterojunctions, we utilize templates aligned along [110] on a (110) InP substrate. With 

these  templates, we demonstrate nearly defect-free and perfectly vertical {110} type facets, 

with a single growth front – making them promising for the formation of lateral heterojunctions 

with flat vertical interfaces. Such horizontal heterojunctions will be discussed in depth in the 

next section. Our results show the ability to grow CELO nanostructures with well-controlled 

facets. This will widen applications of CELO for fabricating quantum well based devices, 

where orientations of the quantum wells are crucial for harnessing the benefits of orientation 

dependent carrier confinement and mobility. 
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IV D. Horizontal heterojunctions in CELO 

In this section, we demonstrate that CELO can be a novel and efficient way to grow 

various lateral horizontal heterojunctions (HJ) for a number of HJ-based devices. The previous 

section provided us with the correct substrate orientation and template orientation to grow 

perfectly vertical facets and horizontal junctions (namely a (110) InP substrate and a [11̅0] 

oriented template). Here, we demonstrate the successful growth of an InP/InAs HJ, (important 

for telecom wavelength room temperature lasers), InP/GaAs HJ (important for a type-II band 

alignment exhibiting interesting quantum-confinement properties), an InGaAs/InP triple 

quantum well (important for energy filtering applications[52], [53]) and a InP/InAs/GaAs/InP 

triple heterojunction (3HJ) structure ( important for the proposed high on-current TFET). 

Cross-sectional high-resolution transmission electron microscopy (TEM) analysis shows the 

high quality of the material grown.  

Figure 4.17: Cross section of a confined growth of InP with an InAs layer. (a–c) HAADF-

STEM imaging. (d) Detail of the InAs HJ (with applied Fourier filtering). (inset) Electron 

diffraction pattern for the InAs. (e) Schematic diagram of the structure. ( reprinted with 

permission from [14]. Copyright {2019} American Chemical Society). 

The InP/InAs/InP HJ (Figure 4.17) exhibits defect-free abrupt heterointerfaces in high-

resolution STEM imaging. The InAs layer grown is ∼1.5 nm thick (below the Matthew 
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Blakeslee critical thickness for InAs on InP, which is ∼2.1 nm for a 3.2% lattice mismatch). 

Strain maps (Figure 4.18) made using geometric phase analysis shows the strain in the InAs 

layer and no relaxion. InP/GaAs/InP horizontal heterojunctions (Figure 4.19) also exhibit 

abrupt, vertical interfaces, with perfect crystallinity. 

Figure 4.18 Strain map across the InAs HJ showing presence of strain in the InAs layer 

and an abrupt change in strain value across the heterointerfaces. ( reprinted with 

permission from [14]. Copyright {2019} American Chemical Society). 

Figure 4.19 Cross section of a confined InP growth with InAs and GaAs layers. (a–c) 

HAADF-STEM imaging. (d) Detail of a GaAs HJ (with applied Fourier filtering) from a 

similar growth. (inset) Electron diffraction pattern for the GaAs. (e) Schematic diagram 

of the structure ( reprinted with permission from [14]. Copyright {2019} American 

Chemical Society). 
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A three-well InP/InGaAs superlattice was grown. The growth is asymmetric across the 

seed and such growth asymmetries in CELO are discussed in the following sections. After the 

superlattice, a thick InGaAs layer was included, to act as a contact layer in a final superlattice 

filter device[52],[53]. The facets are flat, and the interfaces are abrupt. As/P intermixing, a 

common problem when switching group V during growth results in slightly fuzzy boundaries 

between InGaAs and InP. Damage of the lamella from focused ion beam (FIB) induced gallium 

damage possibly contributed to the “blurriness” of the interface.  

Figure 4.20 Cross section of an InP and InGaAs growth with InP/InGaAs HJs. (a, b) 

HAADF-STEM imaging. (c) Schematic diagram of the structure ( reprinted with 

permission from [14]. Copyright {2019} American Chemical Society). 

Compositional gradients in bulk ternary material via confined epitaxy due to 

differences in the diffusion between the group III precursors have been reported in literature 

previously. We executed a TEM energy-dispersive spectroscopy (EDS) measurement to verify 

this in the CELO InGaAs growth. The change in In composition along the cavity shown in 

Figure 4.19, suggested by measuring the InL/AsL and the GaK/AsK, is 15% and 10%, 

respectively, measured from seed to growth front across 350 nm. Once the gradient is known, 

progressively adjusting the molar flow ratio of precursors during the growth should lead to a 
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constant composition within the cavity. This also presents an opportunity for the use of CELO 

in growing graded ternary compounds automatically.  

Figure 4.21 TEM EDS data of an InGaAs growth via TASE/CELO. The plot shows InL 

and GaK counts normalized to AsL and GaK, respectively. The green area indicates the 

position of the InGaAs inside the template. (inset) Schematic diagram of the structure ( 

reprinted with permission from [14]. Copyright {2019} American Chemical Society). 

 

Lastly, a triple heterojunction structure, consisting of InP/GaAs/InAs/InP with InAs 

growth markers was demonstrated and cross-sectional TEMs are shown in Figure 4.22. Again, 

the growth is not symmetrical, with the left side being longer than the right, as clearly seen in 

Figure 4.22 (e). Comparing the left and right sides of the template, seen in Figure 4.22 (a-b), 

the same HJs are present with scaled spacing and thicknesses. It is possible that the growth 

initiated asymmetrically due to non-uniformities in the seed trench or non-uniformities in the 

template box itself. Since growth is faster (discussed more in the next section) the farther it is 

away from the source hole, the growth rates could have been highly different during the growth 

start. The effects were less as the growth was closer to the source hole for easier mass transport. 

This asymmetric growth behavior is seen in other SAG literature[54] but requires further 

investigation.  
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Figure 4.22 Cross section of an InP growth with InP/InAs/GaAs triple heterojunction and 

InAs marker layers. (a-b and e) cross-sectional HAADF-STEM (c-d) corresponding high 

resolution images showing one triple heterojunction (f) a schematic of the structure ( 

reprinted with permission from [14]. Copyright {2019} American Chemical Society). 

Growth Rate Inside the Template. Including HJs enables tracking of the progression of 

growth and changes in growth rate (Rg) within the confined cavity. The presence of different 

materials changes the surface energy at the growth front, and thus the growth initiation, but on 

first approximation measuring the thickness of the InP spacers between the HJs provides an 

estimate on Rg in the cavity. The length of the InP layers between the HJs shown in Figure 

4.19 and Figure 4.22 was measured and divided by the individual growth time for that layer to 

obtain the average growth rate for each. This average growth rate is then plotted versus distance 

from seed in Figure 4.23. InP spacers in the 3HJ sample grown under the same conditions and 

for the same time, exhibit a reduction of growth rate with increasing distance from the seed 

hole (Figure 4.23). This is in contrast with expectations: during the confined epitaxy the growth 

front advances toward the source hole, reducing the distance between them, and since MOCVD 
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growth is driven by diffusion, growth rates are then expected to increase with time, as has been 

observed in previous studies. A possible cause of this reduction of Rg is the presence of 

nonselective growth, that is, parasitic nucleation on the dielectric. While selectivity is almost 

perfect for InP homoepitaxy, arsenic-containing growths are more prone to forming parasitic 

growths. With the progression of growth these parasitic nucleation, being exposed to the 

precursors directly, quickly and disproportionately increase in size due to the low fill factor 

and consequent strong loading effect typical of SAG. We hypothesize that these parasitics, 

when located near template source holes, act as capture sites for the metal organic precursors 

in the nearby gas phase, partially impeding diffusion inside the templates. The effect is a local 

lowering of the precursor molar flow toward the growth interface, thus reducing Rg of the 

confined growth. The other explanation is that at a high growth temperature there is also 

significant desorption of precursors and as the growth nears the source holes, the desorption 

rate also increases thus reducing total growth rate.  

Figure 4.23 Average lateral growth rates for the individual InP layers between the HJs ( 

reprinted with permission from [14]. Copyright {2019} American Chemical Society). 
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Conclusion: In conclusion, the integration of multiple horizontal heterojunctions in a dielectric 

template via confined epitaxy in MOCVD is demonstrated. This is to the best of our 

knowledge, the first demonstration of such multiple lateral quantum well systems. The use of 

templates fabricated on (110) InP wafers and oriented along the [11̅0] results in flat vertical 

facets that enable abrupt quantum-well heterostructures. The structures are grown laterally thus 

allowing for planar gating of devices. STEM imaging is used to show the achieved abrupt 

interfaces between layers and the preserved crystalline order across the junctions. The 

structures presented are building blocks for novel electronic devices that rely on HJs to be 

aligned to specific crystal orientations and geometry like, for example, 3HJ TFETs and SL 

energy-filter FETs. 
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IV E. Electrical characterization of InGaAs CELO 

Material properties in nanostructures, such as CELO, often deviate significantly from 

those of planar epitaxial structures grown under similar conditions [55]–[57]. For example, 

depending on growth conditions, CELO-grown III–V materials exhibit variations in defect 

densities [27], spatial gradients in ternary compositions, and facet-specific group-III 

incorporations [58]. Quantum confinement in these low-dimensional nanostructures can result 

in a change in band parabolicity leading to changes in carrier effective mass and mobilities. As 

a result, electrically characterizing CELO nanostructures is crucial for both understanding 

material qualities and optimizing growth conditions.  

Unfortunately, as mentioned in the previous section, CELO growths often exhibit 

unwanted III–V nucleation [Figs. 4.24(a)–(c)] on the dielectric mask, also known as parasitic 

growth[59]. Growing CELO nanostructures with no parasitic nucleation is challenging and 

often requires constraining the growth parameters within a narrow window, which may not 

yield the highest electronic properties. Clear and precise alignment marks are essential for 

further device processing requiring sub-micrometer alignments. Epitaxial growths of a few 

hundred nanometers inside the CELO templates often result in parasitic nucleation that are tens 

of micrometers in size [13]. Preferential nucleation of parasitic growths on rough edges of the 

patterned dielectric often covers these alignment marks completely. This makes the sample 

alignment required for further lithographic processing of CELO structures nearly impossible. 

In addition, due to the rough oxide topography resulting from nucleation, there is a high failure 

rate in forming metal contacts to the nanostructures. Hence, a method to circumvent the 

parasitic growth is required in order to enable further processing of these nanostructures into 

devices for subsequent electrical characterization.  
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Figure  4.24 (a), (b), and (c) show a CELO InGaAs sample and (d), (e), and (f) the 

corresponding samples after the cleaning processes described in the text. (a) and (d) are 

SEM images, while (b), (c), (e), and (f) are optical microscope images. Green circles in (d) 

show where parasitic growths were before the cleaning process. Dashed box in (f) shows 

a region (different from c) where a parasitic microwire growth existed before etching. (g) 

shows the surface of SiO2 after the wet etch process. (h) shows the SiO2 surface after 

20 min of exposure to MHA plasma etch in the RIE ( reproduced from [60] with 

permission from AIP publishing). 

In this section, we demonstrate a rapid, yet gentle multi-step etch method, which 

removes the parasitic growths while leaving the growths inside the template undisturbed. With 

the successful removal of parasitic growths, it is now possible to fabricate devices and perform 

electrical measurements, which opens up the possibility of investigating a broad range of 

materials and growth conditions. In this study, we explore the technologically relevant InGaAs 

material system. This material’s high electron mobility and direct bandgap makes it attractive 
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for a wide range of electronic and photonic applications, especially for telecommunications, 

high frequency electronics, and topological quantum computing [61]–[67]. Electrical transport 

measurements at low temperatures can allow us to extract parameters important for the use of 

InGaAs in semiconductor nanowire networks for Majorana fermions[61], spin field effect 

transistors,[62]–[64] high-performance nanoelectronics [65], terahertz detectors [66], or 

optoelectronic devices [67].Here, we demonstrate the fabrication of devices and measurements 

of magnetoresistance behaviors at cryogenic temperatures for in-plane InGaAs CELO 

nanostructures in samples with a high density of parasitic growths. We achieve this with the 

use of the post-growth parasitic growth removal process, which makes the precise alignment 

and fabrication of contacts possible. Due to the small size of the nanostructures, a two-terminal 

device design was chosen over making a more conventional four or six contact Hall device for 

yielding more reliable contacts. From the observed Shubnikov–De Haas (SdH) oscillations in 

the magnetoresistance of these two terminal devices, we extract doping concentration, effective 

mass, and quantum mobility in these nanostructures. These measurements clearly reveal 

variability in material parameters between different growth runs, which is crucial to understand 

device performance. Thus, the use of our etching process flow allows one to grow with a wider 

range of growth conditions and materials and their heterostructures in the CELO geometry, 

optimize the material quality, and fabricate electronic and photonic devices with greater 

control. The mechanism outlined here is generalizable and can be extended to investigation of 

interesting physics in the nanostructures of a broad range of other semiconductors, metals, and 

topological materials.  
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Solving alignment issues during fabricating devices from samples with parasitic growths 

To fabricate a full device, reliable fabrication of vias and contacts are required. The 

CELO nanostructure dimensions are usually sub-micron. In an EBL system, to expose a 

pattern, usually automatic alignment is used, to correct for in-plane shifts and rotations. If 

parasitic growths are covering up most of the alignment marks, this alignment becomes 

practically impossible. Manual alignment is never accurate enough to align the entire pattern 

correctly over a wide area. Here, we show results from attempts to align samples (using 

automatic alignments) with alignment marks covered by parasitic growths (Figure 4.25 (a)-

(c)). The alignment was off on every process run. The vias were misaligned and shifted from 

the actual CELO growths. This prevented us from fabricating any working devices with 

samples covered with parasitic growths. In addition, the parasitic growths being tens of 

Figure 4.25: (A) shows EBL alignment mark covered in parasitic growths in a CELO 

sample (B) and (C) show attempts at fabricating devices on that CELO sample. The 

samples are imaged post development after EBL exposure of vias. The actual CELO 

growth and the exposed vias are misaligned in two separate parts of the sample as a result 

of the alignment marks being covered by the parasitic growths( reproduced from [60] 

with permission from AIP publishing) 
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microns in height, result in considerable resist topography around it. As a result, if there is a 

parasitic growth nearby a targeted CELO device, the exposure and resolution can get seriously 

affected by the resist topography. This re-emphasizes the importance of removing the parasitic 

growths before device fabrication. By using the process outlined in the following paragraphs 

we were able to repeatably fabricate devices with high yield and perform magneto-transport 

measurements.  

Growth using metal organic chemical vapor depositions (MOCVD) was performed in 

a horizontal reactor using trimethylindium (TMIn), trimethylgallium (TMGa), 

tertiarybutylphosphine (TBP), and tertiarybutylarsine (TBA) with H2 as carrier gas. The 

samples were grown at 600°C, with a group III flux of 5 × 10–6 mol/min and a V/III ratio of 

570. For the samples discussed in the study, the growth was initiated with a few monolayers 

of InP before switching the growth to n-doped InGaAs. Si doping is incorporated in the InGaAs 

layer with a disilane flux of 1.43 × 10−8 mol/min. Planar epitaxial Si-doped InGaAs samples 

for carrier density comparison were grown at 600 °C, with a group III flux of 3.82 × 10–5 

mol/min, a V/III ratio of 8.8, and a disilane fluxes of 1.43 × 10−8 mol/min. We used a 

combination of dry and wet etching to selectively remove the parasitic growths (Figure 4.26). 

After rinsing the sample in acetone and isopropanol, 6 nm aluminum oxide (Al2O3) was 

deposited on the sample in an atomic layer deposition (ALD) chamber using a 

trimethylaluminum-water (TMA-H2O) recipe at 300 °C. This conformally coats the sample 

including the outside surface of the growth inside the CELO templates and the parasitic growth 

[Figure 4.26 (c)]. The samples were then etched in an inductively coupled plasma (ICP) 

chamber using BCl3/Cl2 chemistry for 15 s with an approximate etch rate of 80 nm/min. Since 

ICP etching is highly anisotropic, the etch removes Al2O3 that is in line of sight of the ions that 
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are accelerated toward the bottom cathode. The thick silicon dioxide top layer stops the ion 

beams from etching the Al2O3 that covers the outer surfaces of the overgrowths inside the 

CELO templates [Figure 4.26 (d)]. Similarly, the Al2O3 that is underneath the parasitic growths 

are protected from incoming ions. The ICP etching effectively exposes the top of the parasitic 

growths while keeping the nanostructures of interest inside the cavity protected by Al2O3. It is 

important to note here that for the successful use of this process, the outer edge of growth 

inside the CELO cavity should be under the top dielectric and laterally shorter than the seed 

holes. Otherwise, the ICP etch will remove the ALD dielectric under the seed hole and expose 

the active area to subsequent etching steps. Using a wet etch we then selectively etched these 

parasitic growths without affecting the overgrowths in the CELO templates [Figure 4.26 (e)]. 

For the InGaAs CELO sample, we used a H3PO4/H2O2/ H2O (1:1:20) solution for 12 min to 

etch away the parasitic growths. After careful inspection of the samples to make sure that all 

parasitic growths had been etched completely, the samples were put into AZ 300 MIF (Metal 

Ion Free 0.261 N tetramethylammonium hydroxide) developer solution for 5 min to etch away 
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any remaining Al2O3 (etch rate of 1.6 nm/min). A quick rinse in acetone and isopropanol was 

used to clean any residues.  

Figure 4.26 (a) shows the 3D schematic of InGaAs CELO growth along with a parasitic 

growth. (b) shows a cross section schematic taken along the red dashed line in (a). (c)–(i) 

show the process flow for selectively cleaning parasitic growth and fabrication of vias and 

contacts. It is critical that the outer edge of the active region (green area in c) is protected 

by the top dielectric for subsequent etching steps ( reproduced from [60] with permission 

from AIP publishing). 

The samples are thus clean of any parasitic growths and with the original overgrown 

structures intact [Figure 4.26 (f )]. Dark outlines are sometimes observed after the entire 

cleaning process in the positions where the parasitic growths initially existed [Figure 4.24 (d)]. 

We hypothesize that these result from local changes in the oxide due to the parasitic growths’ 

nucleation. These dark spots are of negligible thickness and do not pose any problems while 

aligning samples or depositing contacts. After achieving selective removal of parasitic 

growths, we were now able to proceed with the device fabrication on the InGaAs CELO 
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samples. The alignment marks, free of all parasitic growths [Figure 4.24(e)], could now be 

used in the electron beam lithography (EBL) tool. Using CSAR, vias were defined [Figure 4.24 

(g)]. The vias were etched in the silicon dioxide top layer of the CELO templates using a 

CHF3/CF4/O2 recipe in the ICP [Figure 4.26 (h)]. After cleaning the samples in a plasma asher 

followed by solvent rinse, contacts were patterned using a bilayer resist process. The resist 

stack consists of 100 nm of copolymer EL9 (ethyl lactate 9%) and 400 nm of PMMA 950 K. 

To ensure that all remaining surface oxides are etched for making an ohmic contact, a 30 s 

dilute HCl (1:10) etch was performed immediately before metal deposition. To ensure proper 

adhesion and ohmicity of the contacts, we deposited a metal stack 10 nm of Ti followed by 10 

nm of Pd and 200 nm of Au using electron beam evaporation [Figure 4.26 (i)]. 

 Our process flow achieved successful parasitic growth removal on the InGaAs CELO 

samples as characterized by scanning electron and optical micrographs [Figs. 4.24 (a)–(f )]. 

Notably, large micro-wire parasitic growths that were present previously [Fig. 4.24 (c)] were 

completely removed [Fig. 4.24 (f)]. The contrast from the InGaAs growth inside the templates 

remains unchanged in the optical microscope and SEM images, indicating that the CELO 

growths inside the templates are unaffected by this etching process. We compared the effects 

of our etching process to a conventional plasma-assisted dry etch using a CH4/H2/Ar chemistry 

in a reactive ion etcher (RIE). Although RIE-based etches can partially remove the parasitic 

growths, the etch rates were found to be low and the time to completely remove thick parasitic 

growths (which are often tens of micrometers thick) was long (>30–40 min). Atomic force 

microscopy (AFM) scans revealed that a 20-min RIE etch results in an extremely rough surface 

oxide [Fig. 4.24 (h)]. Such plasma processes are known to introduce highly mobile defects in 

semiconductors [68] and deteriorate the quality of the exposed oxide. In comparison, AFM 
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scans of our wet etch processed samples show that the root mean square roughness of the oxide 

is considerably lower than that of RIE-etched samples [Fig. 4.24(g)].  

Figure 4.27  (a) False color SEM images of device with contacts and (b) magnified SEM 

image of the InGaAs CELO device (marked in green) with vias and contacts ( reproduced 

from [60] with permission from AIP publishing) 

IV E.(ii). Electrical measurements 

Figure 4.28 : (A) I-V curves at different temperatures(measured in 4-probe configuration 

for sample 1) (B) Resistance vs Temperature curve for longitudinal resistance (measured 

in 2-probe configuration for sample 2) (( reproduced from [60] with permission from AIP 

publishing) 

To characterize the material properties of these nanostructures after sample cleaning 

and fabrication of devices, we use linear two terminal magneto-transport measurements in both 
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two-terminal and four-terminal (separate probes for current and voltage on the same 

metal/semiconductor contact) configurations (Figure 4.27). Such transport measurements can 

help reveal variations in electrical properties of these nanostructures grown under different 

growth conditions and spatial variations in a single sample. Given the small dimensions of the 

nanostructures, two-terminal devices offer advantages in terms of fabricating reliable contacts 

[69], [70] compared to a conventional Hall device, which requires at least four terminals. The 

technique also avoids variabilities in gate dielectric properties for field effect measurements of 

mobility. The devices were measured in a Quantum Design Physical Property Measurement 

System (PPMS). The devices were wire-bonded to a PPMS puck using a 25 μm gold wire. The 

devices were found to be extremely sensitive to electro-static discharge, so caution was taken 

to ground the sample while bonding and transfer. The InGaAs devices were measured using 

standard AC low frequency (13 Hz) lock-in technique at temperatures ranging from 2 to 300 

K. The contacts were found to be ohmic at all temperatures [Figure 4.28]. The resistance of 

the device increases with decreasing temperatures [Figure 4.28].  
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Figure 4.29 : Low-temperature magneto-transport. (a)–(c) show measurements for 

sample 1 and (d)–(f) show measurements of sample 2. (a) and (d) show longitudinal 

magnetoresistance for sample 1. (b) and (e) show data in (a) and (d) after background 

subtraction, respectively. SdH oscillations are visible in both samples. (c) and (f) show the 

FFT of Δ𝑅xx vs (1/𝜇0𝐻) for the two samples. Peaks are observed for subband oscillations 

corresponding to 39 and 45 T for samples 1 and 2. These correspond to doping 

concentrations of 1.4 × 1018 and 1.9 × 1018 cm−3, respectively. Sample 1 was measured in 

a four-probe configuration, while sample 2 was measured in a two-probe configuration 

(with 4 kΩ series line resistance). (reproduced from [60] with permission from AIP 

publishing) 

 

The successful fabrication of contacts on InGaAs CELO samples allows us to perform 

transport measurements to characterize the material quality in these samples. 

Magnetoresistance measurements of two samples grown under the same growth conditions and 

similar Si doping concentrations are explored (Fig. 4.29). Sample 1 [Figs. 4.29(a)–(c)] was 

measured using a four-probe configuration, while sample 2 [Figs. 4.29(d)–(f)] was measured 

in a two-probe configuration (for two-probe configuration, total line resistance of 4 kΩ is 
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effectively added to the device resistance). Longitudinal resistance Rxx was measured as a 

function of a perpendicular magnetic field (applied out of plane to the sample surface) at 2 K. 

The resistance exhibits positive magnetoresistance with well-defined superimposed 

oscillations at high fields [Figs. 4.29(a) and 4.29(d)]. A parabolic background is observed in 

the magneto-resistance plots, which typically arises from the Drude conductivity being 

inversely related to [1+ (μB2 )], μ being the mobility and B being the magnetic field. To analyze 

the observed oscillations more clearly, a third-order polynomial background subtraction was 

performed [Figs. 4.29(b) and 4.29(e)]. At magnetic fields higher than 2 T, ΔRxx oscillates 

periodically in an inverse magnetic field (1/B). This can be interpreted as Shubnikov–de Haas 

oscillations due to the formation of Landau levels (LL) in the high magnetic field. Fast Fourier 

Transform analysis of the oscillations [Figs. 4.29(c) and 4.29(f )] reveals frequencies of BF= 

39 T and BF= 45 T corresponding to sample 1 and sample 2, respectively. Assuming a spherical 

Fermi surface, the Fermi wavevector corresponding to these two frequencies are kF1 = 0.3463 

nm-1 and kF2 = 0.3695 nm-1 with doping levels of 1.4x1018 and 1.9x1018 cm3, respectively. 

These two samples were expected to show similar behaviors because of same growth 

conditions but surprisingly revealed variabilities of doping incorporations between different 

growth runs. This variability further underscores the importance of characterizing material 

quality in CELO growths.  

To compare doping densities in CELO to doping incorporations in conventional planar 

samples, room temperature Hall measurements were performed on Si-doped planar InGaAs 

samples. The planar sample was grown with the same disilane flux as for the CELO samples 

(1.43 × 10−8 mol/min) but with a lower V/ III ratio. The doping concentration measured in this 

sample was 2.53x1018 cm3. However, it is not straightforward to compare doping densities 
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from planar growth to CELO nanostructures; because compared to planar epitaxial growth, 

CELO growths typically require a significantly lower group-III flux to lower parasitic growth 

rates. Since Si doping in planar InGaAs growths decreases significantly with increasing V/III 

ratio [71], the Si incorporation at a V/III ratio comparable to a CELO growth is likely lower 

than this number. As a result, Si doping incorporation in InGaAs CELO appears to be 

comparable to doping incorporation in planar epitaxial growths.  

Figure 4.30  (a) Shows the background subtracted magnetoresistance for sample 1 [Fig. 

4.27(a)] in the inverse field at temperatures from 2 to 50 K measured in a four-probe 

configuration. (b) Fit of peak amplitude to Lifshitz–Kosevich equation to extract effective 

mass of m = 0.075 × me. (c) shows the Dingle plot extracted from peak amplitudes in (a). 

Slope from linear fits gives quantum scattering lifetime and quantum mobility ( 

reproduced from [60] with permission from AIP publishing) 

To obtain electron effective mass, mobility, and scattering length in these 

nanostructures, the temperature dependence of SdH oscillations in ΔRxx was analyzed. The 

amplitude of the SdH oscillations decreases with increasing temperature, but the oscillations 

are observed distinctly up to 50 K [Fig. 4.30 (a)]. Measuring the resistance values at the peak 

corresponding to 
1

𝐵
= 0.092 𝑇−1, we fit the peak amplitudes to the Lifshitz–Kosevich equation 

(LK) [72],  

𝑋

sinh(𝑋)
, 𝑤ℎ𝑒𝑟𝑒 𝑋 =

2𝜋2𝑘𝐵𝑚𝑒 (
1
𝐵) 𝑚∗𝑇

ℏ𝑒
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Here, kB is the Boltzmann constant; me is the rest mass of an electron; m* is the 

dimensionless effective cyclotron electron mass, i.e., m* = m/me, where m is the mass of 

electrons in InGaAs; T is the temperature in Kelvin; ℏ =
ℎ

2𝜋
,  h being the Planck constant; and 

e is the charge of an electron in Coulombs. From the temperature dependence of the peak 

amplitude to the LK equation [Fig. 4.30 (b)], the effective mass was estimated to be m = 0.075 

× me. This value is higher than the typical value of electron effective mass in planar 

In0.53Ga0.47As samples lattice matched to InP reported in other works [73]. The increase in 

electron effective mass in CELO InGaAs compared to a planar sample can be because of 

combination of factors such as higher band parabolicity due to quantum confinement in the 

nanostructures [74], [75], penetration of electron wavefunction into the barrier oxide 

layers[76], or possible higher subband occupations[77] . The scattering time τ can be extracted 

from the slope of the plot of ln(
Δ𝑅𝑥𝑥 sinh(𝑋)

𝑋
) vs 

1

𝐵
 for the peaks in ΔR [Fig. 4.30 (c)]. The slope 

value of −45.9 (slope equals to− 
𝜋.𝑚

𝑒.𝜏
) corresponds to an estimated quantum lifetime of τ 

=2.919 e-14 s and a Dingle temperature TD = h/(4π2 × kB . τ) of 41.6 K. These values of effective 

mass and scattering time correspond to a quantum mobility of  

                                               𝜇 =
𝑒.𝜏

𝑚∗𝑚𝑒
= 684

𝑐𝑚2

𝑉.𝑠
  

and a scattering length of 

𝑙𝐹 = 𝜏 ×  ℎ.
𝑘𝐹

𝑚
= 15.6 𝑛𝑚 

In comparison, room temperature Hall measurements on 100 nm thick InGaAs films 

grown on semi-insulating InP yielded mobilities of 3900 cm2 /V s corresponding to a doping 

density of 3.0 × 1018 cm−3 . Similar films grown by molecular beam epitaxy yielded similar 

Hall mobilities at room temperature[78]. Since mobility generally increases with lower 
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temperature due to reduction in phononic scattering source, we can see that the mobility in the 

CELO nanostructures is considerably lower compared to planar InGaAs films. InGaAs 

nanowires with low defect densities have also been reported to show higher mobility values of 

7500 cm2 /Vs at low temperatures[65]. The low scattering length and low mobility in CELO 

InGaAs suggests the presence of a large number of defects in this particular sample. This 

observation correlates well with transmission electron microscopy studies of these 

nanostructures exhibiting significantly high density of stacking faults at a growth temperature 

higher than 600 °C [27]. Low-field ΔRxx data show signatures of weak localization (WL) in 

both samples (Figure 4.31), which also indicate the presence of disorder in these 

nanostructures. In addition, mobility in the CELO nanostructures can be degraded due to 

increased surface scattering from sidewall roughness[65] and enhanced charged impurity 

scattering at lower temperatures. Thus, the magneto-transport measurements serve as 

comprehensive feedback for understanding and improving the material quality in CELO 

nanostructures.  

Figure 4.31 : Longitudinal magnetoresistance of sample 2, measured in 2-probe 

configuration showing peaks at low field (<1T) pointing to signatures of weak localization 

in the sample. The peak amplitude decreases with increasing temperatures. 
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IV E.(iii). Conclusion and future directions 

In summary, we extracted important material parameters in CELO by fabricating two-

terminal devices to perform electrical measurements in magnetic fields up to 14 T. The low-

temperature magneto-transport measurements showed Shubnikov–de Haas oscillations in the 

longitudinal resistance of these nanostructures from which doping concentrations were 

extracted. The dopant incorporations were found to be comparable to the values measured from 

planar InGaAs growths. We demonstrated how growth variabilities from different growth runs 

with similar parameters can be revealed using these measurements. We also extracted effective 

mass, carrier scattering lifetimes, and quantum mobilities from the temperature dependence of 

SdH oscillations revealing the presence of a high density of defects in the grown 

nanostructures. This was made possible by the gentle wet etch process that removes 

micrometers of parasitic growth in InGaAs CELO, without affecting the nanostructures of 

interest. Even for samples that had alignment marks completely covered by parasitic growth, 

the parasitic growth removal procedure allowed us to achieve perfect alignment of vias and 

fabricate contacts on these nanostructures.  

The mechanism outlined here can be extended to lateral growth of other materials 

including semiconductors such as GaAs[55] or GaSb[79] that exhibits a large number of 

parasitic growths. It not only helps in achieving perfect alignment during electron beam 

lithography, but also removes the constraint on the choice of dielectrics that can be used as a 

masking material even if they result in the formation of parasitic growths [80]. The crucial 

mechanism of this technique relies on conformal coating of the CELO nanostructures using an 

ALD dielectric. If the top of the nanostructure (active region) is protected by an oxide template, 

a subsequent directional dry etch of the ALD dielectric will always preferentially expose the 
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parasitic growth and keep the nanostructures completely encased and protected. It is critical 

that the outer edge of the grown nanostructure is protected by the top dielectric in the CELO 

cavity and is not exposed to seed holes. This helps in selective wet etching the parasitic growth 

without affecting the CELO nanostructures irrespective of the material used in the active 

region. Extending the concept of this selective wet etching, future studies can explore growing 

an etch stop material that completely covers the overgrowth but only partially covers the 

parasitic growth, such that the wet etchant can selectively etch the parasitic growth. The two-

terminal magneto-transport measurement provides a simple yet comprehensive material 

characterization technique that avoids the unreliability of fabricating multiple contacts on a 

small nanostructure. In addition, it circumvents common issues in field effect measurements 

of nanostructures such as gate dielectric leakage, knowledge of the gate dielectric, and 

thickness that complicates mobility estimates. 

 

IV F. Future directions for CELO 

 CELO or TASE is a versatile epitaxial growth technique that offers several flexibilities 

to engineer nanoscale structures which is not typically provided in conventional planar 

epitaxial growth. The biggest advantage of CELO is that it allows lateral growth in arbitrary 

orientations in geometries defined purely by lithography. Facets can be controlled using growth 

conditions and proper choice of substrate orientations and low defect nanostructures can be 

successfully achieved. In addition, the post-growth removal of parasitic growths opens up the 

ability to grow  a wide variety of  materials as well as use growth conditions that are optimized 

for best quality of growth and not solely the best selectivity. The demonstration of lateral 
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heterojunctions and quantum wells in this work can pave the way for several interesting 

applications of this technique.  

 The potential applications of this technique are several.  CELO can eb used for 

fabricating arbitrary in-plane III-V heterostructures for high-speed low-power electronic 

devices, nanowires for exploration of one-dimensional transport physics, in-plane quantum 

dots for light emission and integrated lasers. The ability to perform CELO on Si substrates 

offers attractive avenues for heterogenous integration for both electronic and photonic 

applications. In general, this can eb extended to integration of lattice mismatched materials 

with efficient defect trapping in the initial layers. CELO can also be used to fabricate networks 

of nanostructures for interconnects and three-dimensional integration of devices.  

 Despite the huge number of potential applications, several problems with regards to 

material quality, reliability and yield of growths need to be still solved in CELO. These are not 

only attractive by themselves as a materials science and process development challenge but 

also will directly translate to rapid adoption of this technique in industrial applications. 
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V. Semiconductor-superconductor hybrid nanostructures for topological 

quantum computing 

V.A. Introduction 

V.B. SAG template fabrication and growth processes 

V.C. SAG nanowire growths 

V.A. Introduction: 

Italian physicist Ettore Majorana proposed in 1937 that certain neutral spin-1/2 

fermionic particles can behave as their own antiparticle [1] . The non-Abelian particle 

exchange statistics of these quasiparticles in condensed matter systems makes them 

particularly attractive, since information can be stored and manipulated through adiabatic 

exchange of these particles[2]–[4] . A non-trivial topology results which protects the system 

from local perturbations. This property makes Majorana fermions an attractive building block 

for fault-tolerant topological qubit. 

  In superconducting materials, a Majorana fermion can emerge as a quasiparticle 

commonly referred to as a Bogoliubov quasiparticle[5] . Kitaev proposed that a 1D chain of 

electrons with a specific pairing can host Majorana states[6]  . Realizing this proposal 

experimentally, requires a p-wave superconductor. Luchyn et.al. proposed a simple condensed 

matter system that satisfies all the requirements[7] . This included a 1D system (such as a 

nanowire) with a strong spin orbit coupling, large Lande g-factor and chemical potential 

tunability, coupled to a s-wave superconductor. Several experimental works have followed this 

proposal attempting to realize such topological quantum devices[8]–[10]. 

Although a large number of experiments were performed since 2012, conclusive robust 

evidence of Majorana fermions in solid state system and using it to store information are yet 
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to be experimentally demonstrated. One of the limiting factors in such experiments have been 

the material quality of the semiconducting  nanowire and  the interfaced superconductor. A 

small density of defects in the nanowires and disorder at the semiconductor-superconductor 

interface can both negatively affect the coherence times of carriers in such wires- resulting in 

ambiguous signatures in electrical transport and inability to stabilize the Majorana state. The 

second limiting factor is the fundamental inability to design complex transport experiments 

(such as braiding) since most of these measurements and device fabrication were done using 

single VLS grown nanowires, individually transferred to a substrate using micro-manipulators. 

To perform more complicated measurements, one requires a complex network of nanowires 

connected to superconductors, which is impossible to grow using the VLS technique.  

Selective area grown in-plane nanowires have found particular attention for their 

potential to solve these challenges by (1) growing an arbitrarily complicated network of in-

plane nanowires, defined by lithography and (2) improving the material quality of these 

nanowires by incorporating buffer materials and quantum wells drawing from the well-

established knowledge of planar epitaxial growth of high mobility quantum wells. As a result, 

SAG nanowires grown using MBE, CBE or MOCVD are the subject of intense exploration 

[11]–[14] .  

However, SAG differs significantly from planar epitaxial growth and new factors such 

as dielectric quality, roughness, pattern dimensions, growth rate enhancement in trenches, 

differences in mass transport come into play. The requirement of a high g-factor material limits 

the choice of III-V semiconductors to a few, namely InAs, InSb, InGaAs or alloys of these 

materials. The necessity of performing transport experiments on these nanowires requires the 

substrate to be non-conducting at the temperature of measurements. As a result, large-bandgap 
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semi-insulating InP and GaAs wafers are most commonly used. Therefore, the large lattice 

mismatch between the grown nanowires and the substrate gives rise to a high density of misfit 

and threading dislocations that degrade the electronic quality of the nanowires. As a result, 

despite the initial promises, it was quickly observed that the material qualities (in particular, 

mobilities) of such SAG nanowires are significantly lower than the VLS grown nanowires or 

epitaxial planar growths. The work in this chapter addresses these problems by combining 

template design, growth of buffered and heterojunction quantum well nanowires and in-situ 

superconductor patterning techniques to improve material quality of the nanowires as well as 

fabricate a disorder free semiconductor-superconductor interface. The following sections first 

discuss InAs SAG nanowires with buffer growth and InGaAs quantum well nanowires. This 

is followed by the section describing the design of in-situ shadow wall structures.  

V.A. (ii). Other applications of in-plane selective area grown nanowires: 

Before describing the growth of SAG nanowires, it must be mentioned that such in-

plane grown nanowires also have extensive applications outside topological quantum 

computing. In-plane multi quantum well InP/InGaAs nanowires can be used as both lasers and 

photodetectors in the telecommunication range, making them very important for building 

integrated photonic components [15]–[17]. High mobility SAG nanowires can be used for 

high-speed III-V transistors integrated on silicon [18]. Selective area grown quantum dots can 

also be used as single photon sources for on-chip quantum photonics circuits [19].  

 

      V.B. SAG template fabrication and growth 

The fabrication of the selective area growth templates starts with atomic layer 

deposition of 6-7nm of aluminum oxide using a TMA+H20 recipe at 300°C on a 2” semi-
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insulating Fe doped InP (001) wafer. This is followed by a PECVD deposition of 30nm silicon 

oxide. Using the electron beam resist CSAR, alignment marks are first defined in a JEOL 

electron beam writer. A CHF3/CF4/O2 recipe is used to etch into the SiO2 at an etch rate of 

70nm/min using an inductively coupled plasma etcher. The resist is removed first by an 

Acetone rinse and then ashing the sample in a Gasonics plasma asher at 350 C. After cleaning 

the sample, in solvents, the aluminum oxide is etched using a wet etch with AZ300MIF 

developer. The sample is then etched in a RIE plasma etcher in a Methane/Hydrogen/Argon 

chemistry for 20 minutes (roughly corresponds to about 500nm-1um of InP etched). After this 

all the oxides are removed from the sample surface using a buffered HF dip for 5 minutes. The 

ALD AlOx and PECVD SiO2 is redeposited, and the selective area growth patterns are defined 

in the EBL. A similar dry etch, wet etch and resist removal as described before, follows. The 

sample is then diced into 1cm x 1cm squares and sonicated in acetone and isopropanol. Before 

loading into the CBE, the samples are oxidized using UV Ozone for 10 minutes and etched in 

a dilute hydrochloric acid solution (1:10) for 45 seconds (process repeated twice). This etches 

the first few layers of the InP surface inside the trenches.  

 The samples are mounted using indium on molybdenum carrier blocks and loaded into 

the chemical beam epitaxy chamber. In the preparation chamber, they are outgassed at 250°C 

in a heater stage until the pressure comes down to approximately 2x10-9 torr. Then, the sample 

is transferred to the growth chamber. The sample is heated up to 520°C under a PH3 

overpressure to desorb the oxide on the surface. The pyrometer temperature is calibrated by 

using the (2x1) to (2x4) surface reconstruction transition, visible in the reflection high energy 

electron diffraction (RHEED). InP is typically grown at 520°C with a TMI line pressure of 0.5 

torr and PH3 line pressure of 18 torr. InAs is grown at 520°C with TMI line pressure of 0.5 torr 
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and AsH3 line pressure of 12 torr. InGaAs (lattice matched) is grown at 520°C with TMI line 

pressure of 0.5 torr, TEG line pressure of 0.66 torr and AsH3 line pressure of 12 torr. Deviations 

from these growth conditions for specific experiments will be mentioned in the corresponding 

sections. 

 

V.C.  SAG Nanowire growths 

For the nanowire growths we explore a wide range of growths at various growth 

conditions and perform extensive SEM, AFM and TEM measurements to understand the 

dependence of facets and defects on template geometry and orientation and improving the yield 

of well-formed continuous nanowires. The main goal of this work is to improve the electron 

mobility in these SAG nanowires or in turn reduce sources of electron scattering. If the 

nanowire structures are examined, such sources of scattering can arise from various interface 

scattering mechanisms, defects extending through the transport channel, and scattering from 

the surface of the nanowire. In this work a two-fold approach is adopted. First, we examine 

how to reduce the defect densities in the channel by buffer engineering and reducing lattice 

mismatch between the buffer material and the channel. Second, we explore certain capping 

materials that can effectively passivate the surface of the nanowire and reduce its scattering 

contribution. However, to grow these complex structures in these selective area geometry each 

stage of the growth process needs to be optimized. The following sections first examine growth 

of InP buffer inside the channels, followed by growth of InAs under various conditions of 

growth initiation and cooldown. Finally buffered nanowires and capping layer growths are 

investigated. For all these studies wire widths are varied from 1um down to 60nm and 

orientations on a (100) InP sample are varied between [01̅1̅], [001̅] and [01̅1] directions. 
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V.C. (i) SAG of InP nanowires on InP (001) substrates 

 The first step of growing the heterostructure nanowire in SAG templates is growing a 

buffer layer of InP. This has several purposes. One, the starting InP surface after the processing 

of the template is likely to contain residues and damages. Enough precautions are taken to 

protect this surface from plasma and fluorine compounds (which can form nonvolatile InFx) in 

the dry etcher by using an alumina etch stop layer and also performing digital etches prior to 

sample growth. However, ensuring that trenches less than 200-300nm thick are completely 

clean and pristine is challenging. The extra InP buffer before the start of the channel growth 

ensures that the actual channel growth initiates on a pristine InP surface. Additionally, it moves 

the channel away from the substrate interface (see Figure 5.20 in section 5c.VI.) and likely 

reduces the effects of any disorder at that interface .  

InP is typically grown at 520 °C with a TMI line pressure of 0.5 torr and PH3 line 

pressure of 18 torr. To understand the nucleation and growth progress in this SAG 

homoepitaxy, 3 samples  are grown with growth times of  2 minutes, 6 minutes and 8 minutes. 

The top view SEM images of these growths  with various growth times and nanowire 

orientations (along [01̅1̅], [001̅] and [01̅1]) on the substrate are demonstrated in Figure 5.1. 

Nanowires with channel widths from 1um to 80nm are shown.  
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From the 2-minute growths in all orientations the growth in the wide trenches (1𝜇m to 

400nm) appear to be uniform with considerable roughness and discontinuities at the edges. 

The thinner trenches (≤ 200nm) exhibit highly non-uniform growth with island nucleation and 

wide discontinuities at the merging points (Figure 5.1 G). The 6-minute and 8-minute growths 

are smoother and more uniform, even for  thinner nanowires. This demonstrates the importance 

of having a sufficiently thick homoepitaxial InP buffer before starting to grow the channel 

layer. Additionally, as mentioned in previous works[20], it is observed that for thicker growths, 

uniformity is dependent on the precise growth time used. Longer growth times can lead to 

micro-faceting especially in thinner nanowires. 

Fig 5.1 :  Top-down SEM images of SAG InP grown for 2 minutes (A,D,G), 6 minutes 

(B,E,H) and 8 minutes (C,F,I) respectively. (A-F) show two wires each with widths 1um 
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and 100nm. (G-I) shows three wires each with widths 1um, 200nm and 100nm (top to 

bottom in each image).  

The  [01̅1̅] nanowires exhibit a combination of {111}B and {011} side facets. 

However, for thinner nanowires, the growth appears asymmetric with the possible formation 

of {211} facets.  Both for the 6-minute and 8-minute growths for wider nanowires there is a 

considerable roughness that is visible only on the right edge of the [01̅1̅] and [01̅1] (less 

clearly) oriented nanowires (Figure 5.1C). The origin of this is not clearly understood but could 

be due to slight misalignments in the template fabrication.  

For the  [001̅] oriented nanowires, the 6-minute and 8-minute growths show a 

considerably abrupt change in facet shapes around 200nm channel width. Nanowires thicker 

than 200nm exhibit a combination of primarily vertical {010} and small slanted {110} type 

facets. Nanowires that are 200nm or thinner only have the 45° slanted {110} type facets. This 

change in the nature of the facets is evident in both the 6-minute (Figure 5.1 E) and 8-minute 

growths (Figure 5.1 F).  

For the [01̅1] oriented nanowires the 6-minute growths contain primarily (011) type 

facets for thicker nanowires and the thinner nanowires (≤ 200nm in thickness) exhibit a 

combination of {111}A and {011} facets. The 8-minute growths are less uniform and show 

micro-faceting. Nucleation in [01̅1] nanowires is significantly more non-uniform than growth 

in the previous two orientations even for thicker nanowires and could be linked to asymmetric 

diffusion between the [01̅1] and [011] orientations.   

Summary:  

Homoepitaxial growth of InP in selective area growth nanowires exhibit roughness and 

uneven nucleation for 2-minute growths but appeared smooth and uniform for 6 minute and 8 
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minute growths. For  [01̅1̅] oriented nanowires the right edge appeared rough and consisting 

of a {211} facet which can be from misalignment of templates to crystal facets during the EBL 

write. [001̅] oriented wires below 200nm exhibit primarily {011} type facets.  

For the results in the following section, the buffer growth time was chosen according to the 

total thickness of the nanowire and the nanowire width required. Since primarily the 100-

200nm nanowires were used for various measurements, the 8-minute InP buffer was selected 

for InAs channel growths and a 6-minute InP buffer was chosen for the thicker InGaAs 

quantum well structures.  

V.C. (ii). Arsenic flush on SAG InP nanowires on InP(100) substrates 

Typically growing an InAs channel on top of a InP  buffer (in the SAG geometry) 

requires switching the group-V precursors from PH3 to AsH3. While switching the group-V, a 

flush under As is performed before turning on the TMI (for InAs). This minimizes intermixing 

of As and P and subsequently the formation of InAsP at the interface. In this experiment, the 

effect of annealing a InP nanowire under As is explored to investigate the surface roughening, 

before the group-III is introduced. A total of 4 separate growths were performed. The growth 

time for the InP buffer was varied (for reasons explained later) and the temperature of As 

annealing is also changed from 520°C to 480°C for sample 4. Sample information and SEM 

images are below. The switch from PH3 to AsH3 was done abruptly after the buffer growth. 

All the samples were cooled down under As.  
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Sample number Growth time for InP 

buffer layer 

Temperature at which a 

60 second anneal was 

performed under As before 

cooldown 

1 8’ 520°C 

2 11’ 520°C 

3 2’ 520°C 

4 8’ 480°C 
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Figure 5.2:  Sample 1 – 60s anneal under As at 520°C on 8m InP buffer and 

cooldown under As 

Figure 5.3:  Sample 2 – 60s anneal under As at 520°C on 11m InP buffer and 

cooldown under As 
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 Figure 5.4:  Sample 3 – 60s anneal under As at 520°C on 2m InP buffer and 

cooldown under As 

Figure 5.5:  Sample 4 – 60s anneal under As at 480°C on 8m InP buffer and 

cooldown under As 
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For sample 1, the [01̅1̅] oriented nanowires exhibit small islands formed mainly on the 

(100) top surface. As the nanowire widths shrink from 1um to 60nm, the islands first merge 

into larger islands and then spans the entire width of 200nm wide  [01̅1̅] nanowires. Below 

200nm nanowire widths, more uniform sections of nanowires form. For the  [001̅] oriented 

nanowires,  a significant portion of the wider nanowires do not exhibit any island nucleation 

on the top (100) surface but nucleations exist on the edges and the side {010} surfaces. With 

shrinking widths the nuclei merge and form larger islands similar to the previous case, and for 

nanowires thinner than 100nm, nucleation densities of these islands reduce. For [01̅1] oriented 

nanowires, these island nucleations are almost nonexistent, except for very narrow wires 

(<100nm width), where it seems the nucleation is mostly due to the non-uniformity of the InP 

buffer layer itself.  

Note that from sample 1, the nucleations appear to be highly orientation dependent and 

therefore cannot be solely explained by strain driven nucleation on the (100) InP surface. The 

fact that the [001̅] oriented nanowires are smooth and all the other nanowires are full of streaky 

InAs nucleations, suggests that the {111}B InP surfaces are less stable and are likely 

decomposing during the As flush stage, forming indium droplets. These possibly then diffuse 

along [01̅1] (the fast diffusion direction) to form nucleations on the (100) InP surface either 

immediately or during the anneal process and cooldown. This phenomenon is also likely driven 

by As/P exchange at the high temperature thus eroding the side edges ({111}B sides) of the 

InP nanowire. 

To test this hypothesis further, we grow two more samples (#2 and #3) with a 11 minute 

InP buffer and a 2 minute InP buffer. If the formation of the observed nucleations is indeed 
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driven by the decomposition of the side facets in sample #2 we should observe a difference in 

the nucleation densities with changing ratios of side to top facets.  

Figures 5.3 and 5.4 show the results from these experiments. Sample #2 (Figure 5.3) 

appears to show a higher density of island like nucleations in the [01̅1̅] oriented wires. 

However sample #3 (Figure 5.4) looks dramatically different from sample #1 and sample #2. 

There are almost no island nucleations on the top surface of the wide nanowires (>600nm)  for 

any orientation. However, the edges exhibit nucleations which are believed to form from the 

{111}B facets that form at the edges due to the non-uniformities and roughness of the channel 

fabrication. As the nanowire widths are reduced the effects of the edge nucleation are likely 

stronger and result in formation of the island nucleations all across the channels. This also 

corroborates with the observation that for thinner nanowires (≤ 200nm wide) the 2 minute InP 

nucleation by itself is very non uniform(Figure 5.1) and probably results in spurious InAs 

nucleations at the positions where the InP nuclei merge. Therefore , this study suggests that 

the decomposition of the side {111}B facets are likely one of the contributing factors to the 

formation of the island nucleations for an anneal of InP nanowires under As at 520°C.  

Since this appeared to be a temperature driven effect, a lower temperature (480°C) as 

anneal was investigated next. Figure 5.5 shows that with reduction in annealing temperature, 

the surfaces again look extremely smooth without the formation of nucleation on the (100) 

surface. However, as the [01̅1̅]  oriented nanowire widths are reduced, streaky nucleations are 

observed. This effect increases for <200nm wide nanowires. Comparison of the 200nm wide 

nanowires oriented along  [01̅1̅] for sample# 1, sample #2 and sample #4 suggests that the 

lower temperature likely reduced the decomposition of the {111}B surfaces.  
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However, it must be noted that this phenomenon is not only driven by temperature of 

nucleation and InP buffer thickness, but also the cooldown process. This is explained in section 

V.C. (iv). In addition, for all samples with nanowires that look smooth, it is possible that a 

very thin InAsP layer is formed on the top of the nanowire which is challenging to detect in 

the SEM (cross-sectional TEMs can further elucidate this). 

Summary: 

We observed that an arsenic anneal forms dot like island nucleations on top of the InP (100) 

surfaces only for  [01̅1̅] oriented nanowires. This phenomenon is absent for [01̅1] and [001̅] 

oriented nanowires. A possible mechanism suggested here is the decomposition of the {111}B 

side facets during the arsenic anneal, leading to increased As/P exchange and diffusion to the 

top surface to form islands. The effect can be almost completely suppressed for wider 

nanowires if the InP buffer is thin (2 minutes) leading to the absence (or minimal formation) 

of {111}B side facets. The effect can be also considerably tuned by anneal temperature, since 

a 480°C anneal leads to formation of very few nucleations. The material transport during the 

As/P exchange is also linked to cooldown processes as we will demonstrate in Section V.C. 

(iv).  

V.C. (iii). Nucleation of InAs on InP SAG nanowires:   

  To test the nucleation of InAs on the grown InP SAG buffers, InAs was grown for 15 

seconds on top of a 8 minute thick InP buffer. Three different samples were grown at 

temperatures of 520°C , 500°C and 480°C (Figure 5.6). With increase in InAs growth 

temperature, the island sizes increase and the densities decrease. The islands are elongated 

along the [01̅1] fast diffusion orientation. The decomposition of the {111}B surfaces  at a 
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higher temperature can be clearly observed in the nanowires with widths <200nm (right panels 

in Figure 5.6) . The 480°C InAs growth shows very uniform nucleation (Figure 5.7).  

  

To verify if this nucleation is still driven by the edge {111}B facets, a similar 15 seconds 

of InAs is grown on a 2-minute InP buffer at 520°C and compared (Figure 5.8). No elongated 

islands are observed, suggesting that it is likely caused by the decomposition of the side facets 

Figure 5.6: 15 seconds of InAs growth on InP 8m buffers at different growth 

temperatures for the InAs. 
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at a higher temperature. Of course, the uneven InP buffer growth for the 2-minute buffer 

contributes to the non-uniformity observed for nanowires that are less than 200nm wide. 

  

A thicker InAs channel ( 2-minutes of growth) is grown at two different temperature, 

520°C ( Figure 5.9 and Figure 5.10 – top panel) and 500°C (Figure 5.10- bottom panel) . The 

effects match the nucleation study that was described in the previous paragraphs. Nanowires 

above 200nm have a rough and island like surface in all 3 orientations.  The [011̅̅̅̅ ] oriented 

wires show significant absence of material along the edges of the nanowire. This is likely due 

to a combination of {111}B surface decomposition and arsenic-phosphorus exchange. A 

similar effect is observed at the right edges of the [01̅1] oriented wires. [001̅] oriented 

nanowires that are 100-200nm in width exhibit smooth surfaces with clearly formed {110} 

Figure 5.7: 15 seconds of InAs growth on InP 8m buffers at 480°C. 
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facets. Along [01̅1] the nanowires below 200nm contain {011} and {111} facets. The 200nm 

nanowire clearly shows both the InAs channel and the InP buffer layers. For the low 

temperature growth (500°C), the nanowires were observed to be more conformal and 

smoother. 

Summary:  

We observed that the growth temperature plays an important role in the nucleation of 

InAs on InP nanowires. A lower InAs growth temperature was observed to form more uniform 

and conformal growth and less decomposition of the {111}B surfaces. A lower growth 

Figure 5.8: Effect of InP buffer thickness on 15 seconds of InAs growth on InP 

buffers at 520°C. 
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temperature also forms smoother nanowires for thicker channels. An approximate schematic 

of the proposed formation mechanism of these InAs islands is provided in Figure 5.11.  

   

   

Figure 5.9: 2-minute InAs growth on 8-minute InP buffer in SAG template on InP 

(001) substrate at 520°C. 
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Figure 5.10: 2-minutes InAs growth on InP 8m buffers at 520°C and 500°C. 
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Figure 5.11: Schematic of proposed formation of island nucleation on the nanowires. 
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V.C. (iv). SAG of InAs nanowires on InP substrates various cooling procedures 

 Arsenics/phosphorus (As/P) exchange reactions can also occur during the cooldown 

process where the nanowire effectively spends 10-20 minutes (average time to cooldown 

samples with a standard rampdown in the CBE) under an arsenic flux at elevated temperatures. 

To understand the effect of the cooldown process, the following samples were investigated.  

Sample 

number 

Growth 

time for 

InP buffer 

layer 

InAs 

growth time 

InAs growth 

temperature 

Cooled 

down after 

growth under 

Figure 

number 

5 8’ 2’ 520°C As 12 

6 8’ 2’ 520°C P 12 

7 8’ 15” 480°C As 13 

8 8’ 15” 480°C No group-

V 

13 

9 8’ 15” 520°C As 14 

10 8’ 15” 520°C No group-

V below 510 

C 

14 

 

Figure 5.12 shows the SEM’s of sample # 5 and #6.  When cooled under P, the nanowires 

exhibit a markedly different surface morphology compared to when cooled down under As. 

No degradation is observed along the {111}B surfaces for [011̅̅̅̅ ] oriented nanowires and all 

the edge voids observed in Figure 5.12 A and 5.12 C are absent. The nanowire has a smooth 
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conformal shape with the presence of elongated island like nucleations. This can be explained 

by the phosphorus/arsenic exchange reactions (opposite mass transfer to arsenic/phosphorus 

exchange reaction) occurring under a high phosphorus overpressure. InP forms selectively 

around the InAs nucleations and proceeds to “fill up” the nanowire. This has been observed 

before in similar conditions [21] and is a strain driven process. Thus, the entire nanowire is 

covered with InP layer and also generates the same facets as the initial InP buffer layer, that 

can be understood by a minimization of total surface energy argument.  

. 

  

 Since the P cooling did not result in a desirable solution to obtain smoother InAs 

nanostructures, a different cooldown process was explored for samples #8 and sample #10. For 

sample #8 a 15 second InAs growth was performed at 480°C and then all group-V is stopped 

Figure 5.12: 2minutes InAs growth on InP 8m buffers at 520°C cooled under As and 

under P 
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and the sample was cooled down fast under no precursor overpressures. Sample #10 is similar 

except the growth of the InAs occurred at 520°C and all group-V was shut down below 510°C. 

These samples are then compared to samples #7 and sample #9 which are identical to samples 

#6 and #10 respectively, except that they were cooled under a As overpressure.  

 The results and the changes in nucleation are  dramatic. For the 480°C growth the 

nucleation clearly exhibits larger islands in the case of a cooldown under As compared to a 

cooldown under no group-V. This suggests that a considerable amount of surface roughening 

and ripening [21] actually occurs during the cooldown. For the no group-V cooled sample, 

long strands of nucleations elongated along [01̅1] are observed. These nucleation are 

presumably how the InAs actually nucleates prior to forming larger conglomerates and 

roughening during cooldown under As. Such “quantum wires” have been observed frequently 

in literature[21].   
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Figure 5.13: 15 seconds InAs growth on InP 8m buffers at 480°C cooled under As 

and under no group-V 

Figure 5.14: 15 seconds InAs growth on InP 8m buffers at 520°C cooled under As 

and under no group-V (inset shows long streaks of InAs nucleation) 
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For the 520°C growths (Figure 5.14) the nucleations for sample #10 (cooled under no 

group-V) exhibits long strands of nucleation (“wires/dashes”). When the sample is cooled 

under As, these islands “ripen” to form larger islands. The initial formation of these streaky  

InAs islands is believed to have a similar origin from controlled by the decomposition of the 

{111}B side facets. Figures 5.13-5.14 suggest that the roughening( through As/P exchange) / 

extra decomposition of the side facets probably occur during the long cooldown under As after 

the growth of the InAs channel. 

Summary:  

Cooldown processes post channel growth are extremely crucial in determining the final 

morphologies of the nanowires, but are often overlooked. A cooldown under no group-V 

overpressure was observed to preserve the initial shape of the nanostructures and prevents 

further roughening by limiting As/P exchange reactions. A cooldown under As resulted in 

ripening and decomposition of the side {111}B facets. A cooldown under P environment after 

the growth of the channel layer initiated P/As exchange and growth of InP around the InAs 

nucleations. Post-growth cooling environment can be an extremely important control knob in 

tuning the morphologies of the nanowires. 

V.C. (v). SAG of InAs nanowires on InP (001) substrates using InGaAs buffers 

 Growing smooth InAs channels directly on InP (001) nanowires is always challenging 

due to the 3.1% lattice mismatch corresponding to a critical thickness of approximately 2-3nm. 

Therefore, in this section, the effect of a buffer layer on the InAs nucleation is investigated. 

The choice of a buffer material can be several for this system, but was determined by the 

availability of the precursors available in our CBE system. We first chose to use an indium 

gallium arsenide (InGaAs) buffer. Apart from relaxing mismatch conditions, an InGaAs buffer 
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layer can potentially reduce the As/P exchange reactions. Such techniques have been adopted 

in literature for nucleating InAs quantum dots [21] .  

 To ensure that InGaAs grows in these SAG templates, we first performed a InP(001) 

SAG growth followed by 3 different compositions of InxGa1-xAs (x=0.53, 0.65, 0.75) each for 

1 minute growth and finally no InAs channel. The growths appear smooth and uniform with 

nicely defined facets. The parasitic growths were restricted to this particular sample. 

Figure 5.15: Graded InGaAs buffer grown on top of InP SAG buffer on InP (100) 

substrate. 

 For the first buffered InAs growth, a In0.75Ga0.25As buffer grown for 2 minutes 30 

seconds. Because of the high lattice mismatch with InP, this InGaAs buffer should be a 

partially relaxed. Compared to the InAs growths without buffer layers (Figure 5.8), the InAs 

nucleation on the In0.75Ga0.25As buffer appears very different (Figure 5.16).  
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 In the [01̅1̅] oriented nanowires, the nucleation initiates at the edges of the nanowire 

and then merge. While the islands in the 1um wide [01̅1̅] nanowire are un-merged, the 0.6 𝜇m 

wide [01̅1̅] nanowire exhibits nearly merged islands. The 0.2 𝜇m wide nanowire shows 3D 

island like nucleation that merge with {111}A facets. Below that width, the nanowires are 

overgrown and show micro-faceting. The [01̅1] and [001̅] nanowires also exhibit similar 

characteristics, and the fast diffusion direction (as suggested by the elongated InAs islands) is 

along [01̅1]. The [01̅1] nanowires look much smoother compared to InAs without buffer ( 

Figure 5.8-5.9). For widths below 200nm width, overgrowth results in micro-faceting. Overall, 

the use of the buffer layer improved growth morphologies in buffered InAs SAG nanowires. 

Figure 5.16: InAs grown on 150 seconds of In0.75Ga0.25As buffer on InP SAG on InP 

(001) substrate. 
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 Although a In0.75Ga0.25As buffer works better, it has a relatively low band gap and 

potentially offers poor confinement for the channel. To solve this issue a graded buffer, similar 

to Figure 5.15, was explored. The buffer includes InxGa1-xAs (x=0.53, 0.65, 0.75) with each 

layer grown for 1 minute. The InAs channel was grown on top of this buffer (Figure 5.17).  

Figure 5.17: InAs grown on graded- InGaAs buffer on InP SAG on InP (001) substrate. 

 The nanowire growths look smooth for wide nanowires in all 3 orientations. The 

nucleations look almost identical to the previous growth ( Figure 5.16). It should be noted that 

the total growth time for the InGaAs buffer is 30 seconds more than the previous growth, but 
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the InAs channel layer was grown for the same 60 seconds. The 200nm wide [01̅1̅] orientations 

look conformal and bound by primarily {111} facets. The 200nm wide nanowire oriented 

along [001̅]  exhibit smooth {110} facets. Along [01̅1] a combination of {011}, {111}A and 

{100} facets emerge. The highly conformal InAs nucleations suggest low mismatch between 

the top layer of the buffer and the InAs channel.  

 A cross-sectional TEM characterization of this buffer layer (Figure 5.20) on the 200nm 

wide  [001̅]  oriented nanowire shows the expected increase in indium concentration in the 

InGaAs buffer.  (Note : the sample used for the TEM had a different channel thickness but 

identical buffer growth).The InGaAs buffer/ InP buffer interface also demonstrates no 

observable defects with clean sharp interfaces demonstrating minimal elemental interdiffusion. 

Summary:  

InGaAs buffers result in smoother morphologies of the InAs/InGaAs/InP nanowires. Both 

70% indium and graded buffers exhibit smoother nucleation of the InAs channel and appears 

to completely suppress As/P exchange and decomposition of the side {111}B facets, consistent 

with previous observations[21] .  

V.C. (vi). SAG of InAs channels with capping layers 

 In addition to engineering the buffer layer to reduce mismatch, it is crucial to passivate 

the nanowire surfaces to reduce scattering from surface roughness, surface oxidation or various 

adsorbates. Such strategies to improve mobilities using surface passivation have been reported 

in literature for VLS nanowires[22] . The next two growths study the morphology of the SAG 

nanowires using two different capping materials. 
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InP capping layer on InAs/InP (001) SAG nanowires 

 A 60 seconds InP layer was grown at 520°C on top of a InAs (2-minute growth) /InP 

buffer (8-minute growth)/InP (001)  SAG sample. The SEMs (Figure 5.18) show that the 

growths are identical to the growth of InAs channel with a PH3 cooldown (Figure 5.12). InAs 

nuclei are formed clearly on the 1um wide nanowires that diffuse faster along [01̅1] and merge 

partially or fully in nanowires that are 200nm or less wide. The areas in between the nuclei are 

“filled up” by InP due to a strain driven P/As exchange reaction. Smooth growths can be 

achieved for <200nm wide wires along [001̅], but the growth times needs to be carefully 

adjusted. 

Figure 5.18: InAs grown on InP SAG on InP (001) substrate, with InP cap layer. 

 



 

 135 

 

InGaAs capping layer on InAs/InP (001) SAG nanowires with graded InGaAs buffers 

Figure 5.19 InAs SAG channel growth on a graded InGaAs/InP buffer and a InGaAs 

cap 

Since a InP cap suffers from a lattice mismatch as well as a P/As exchange problem, an 

InGaAs capping layer was explored for the next structure. This sample was grown with a 

graded InGaAs buffer, identical to the one described before (Figure 5.17). The InAs channel 

was grown for 15 seconds (instead of the usual 60 seconds) and the top In0.75Ga0.25As cap was 
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grown for 30 seconds after a 30 second anneal in between the InAs channel growth and the 

capping layer growth. 

 The growth in the wider [011̅̅̅̅ ] oriented nanowires look rough, presumably because the 

InAs layer nucleated in long elongated dashes (similar to Figure 5.14). However, the thinner 

channels particularly in the [001̅] orientation look smooth and uniform with clear {110} facets. 

To investigate the buffer layer growth cross-sectional HAADF-STEM was performed on the 

[001̅] oriented 200nm wide nanowire. The STEM micrograph (Figure 5.20) shows the InP 

buffer region, the graded InGaAs buffer and the InAs channel (along with the InGaAs capping 

layer) distinctly with sharp interfaces. The InP/InGaAs interface appears defect free and 

continuous. The substrate-buffer interface shows some damage (or residues), shown in Figure 

Figure 5.20: InAs SAG channel growth on a graded InGaAs/InP buffer and a InGaAs cap 
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5.20 C. This demonstrates the importance of keeping the channel away from the substrate 

interface using the InP buffer layer. Energy dispersive X-ray (EDX) scans show the increase 

in indium content with height in the InGaAs buffer region as intended (Figure 5.20F). The 

InAs channel and the InGaAs capping layer cannot be distinguished in the thin layer.  

 

Summary: 

Growth of InP capping layers on InAs channels result in considerable and uncontrolled 

P/As exchange and growth of InP around the InAs nuclei.  In0.75Ga0.25As capping layers on a 

thin InAs channel appear smooth and uniform. This establishes the feasibility to cap the SAG 

nanowires effectively. Further optimization is required with growth rates and growth 

temperatures to grow smooth nanowires without micro-faceting for a targeted nanowire 

thickness. 

V.C. (vii). SAG of nanowire InP/InGaAs/InP quantum wells 

Quantum wells can result in high mobilities for planar films due to reduction in surface 

scattering, electron confinement effects and the formation of a 2D electron gas with very low 

scattering in carefully designed systems[23] .In this work, InP/InGaAs/InP quantum wells are 

grown with two different In/Ga compositions. The effect of channel width and channel 

orientations are studied. 

Growth of InP was performed for 6-minutes at a corresponding planar growth rate of 

0.5 ML/s. This growth rate does not accurately correspond to the growth rate inside small 

trenches as we will see in the next section. After the growth of the initial InP buffer layer, the 

TMI flow was stopped, and the sample was annealed at the same temperature under an 

overpressure of phosphorus. PH3 was then switched to AsH3 and after 5 seconds of AsH3 flow 
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at 12 torr line pressure, both TMI and TEG were opened with respective line pressures of 0.5 

torr and 0.66 torr for the lattice matched InGaAs case. The growth was continued for  45 

seconds. The RHEED usually becomes a slightly fuzzier (2 x 4) reconstruction. TMI and TEG 

were then turned off. AsH3 was turned off and switched to PH3 flowing at 12 torr line pressure. 

The PH3 flow was continued for 15 seconds before turning on TMI (0.5 torr) and a 3-minute 

growth of InP. After growth is complete, the sample was cooled down under a phosphorus 

overpressure. 

Figure 5.21: SEM of InP/ In0.53Ga0.47As /InP heterostructure growths 

SEM characterization (Figure 5.21) shows well faceted in-plane nanowires for all the 

wire thicknesses from 80nm to 1μm and all three orientations. 
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To analyze the facets and defects in these structures cross-sectional STEM analysis was 

performed on wires of different widths and different orientations for two different 

compositions of InGaAs channel. The 3 orientations chosen were along [011̅̅̅̅ ], [01̅1] and [001̅] 

and the wire widths varied between 80nm to 1 um. These TEMs are shown in the Figures 5.22 

and 5.24 for the lattice matched and high indium compositions respectively.  

For  In0.53Ga0.47As channels,  (Figure 5.22) the shapes of the quantum wells were 

observed to change dramatically with the width of the nanowires. For [011̅̅̅̅ ] oriented nanowires 

initially a combination of {111}B and {311} facets were observed in both the InP buffer and 

capping layers as well as the InGAs QW. For the [01̅1] oriented  samples a combination of 

{111}A and {311} facets were observed. For both [011̅̅̅̅ ] and  [01̅1] orientated nanowires (top 

2 panels in Fig 5.22), the QW shape changed from a main center channel bound by side facets 

(of {111} and {311} type) to a horizontal quantum well with a smooth top (001) facet and 

small side facets. This transition was typically observed for nanowire widths above 200nm. In 

both these cases there is an increase in thickness towards the edge of the QW which has been 

reported previously in similar QW structures [24]. For the [001̅] oriented nanowires (bottom 

panel in Fig 5.22) the QWs appeared markedly different. Below 200nm, the QWs contained 

two {110} type facets. Wires that are 220nm and wider exhibit a completely different QW 

shape with primarily (100) top facet and small {110} side facets.  

In all three orientations, the thickness of the QW decreased as the width of the wires 

increase from 80 nm to 850nm (Figure 5.23).While the starting thicknesses were different due 

to the different shapes of the nanowires, the trend is consistent. This demonstrates that initially 

the quantum well thicknesses are determined completely by the shape of the InP buffer, but as 



 

 140 

the wire widths increase, the growth becomes increasingly like a planar growth and saturates 

to the same planar growth thickness of approximately 13.5nm in all three orientations.  

Both the [011̅̅̅̅ ] and [01̅1] oriented nanowires (top 2 panels in Fig 5.22) demonstrated 

a high density of defects. Stacking faults are observed along the {111} orientation originating 

from the edge of the silicon oxide mask. As the channel gets wider most of these stacking faults 

do not intersect the InGaAs channel. That the final shape of the InP cap is affected by these 

stacking faults, points to the fact that these are formed during the epitaxial growth and not 

because of thermal stresses induced by post growth cooling. The [001̅] oriented samples did 

not show any of these defects possibly because the side facets in this orientation are devoid of 
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     Figure 5.22: InP/ In0.53Ga0.47As /InP quantum wells along three different orientations and 

different nanowire widths for lattice matched InGaAs composition. 
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any {111} type facets. This presents an excellent opportunity to use these [001̅] oriented 

nanowires (and the wider nanowires in the other 2 orientations) to form defect free transport 

channels and reduce scattering/ improve mobility in these wires.  

 

 

 

Figure 5.23: Lattice matched In0.53Ga0.47As  quantum well height vs nanowire width 

along three different orientations for InP In0.53Ga0.47As /InP quantum wells in SAG on 

InP (100) substrate. 

 In the InP/In0.70Ga0.30As/InP QWs, the nanowires oriented along [01̅1] and [001] (top 

and bottom panels in Fig 5.24) appeared similar to the nanowires in the same orientations from 

the lattice matched InP/ In0.53Ga0.47As /InP growths. However, for the nanowires oriented along 

[01̅1̅] (middle panel in Fig 5.24) the top surfaces of the quantum wells appeared thicker 

indicating increased surface diffusion along [01̅1] with increasing indium content (and thereby 

increased lattice mismatch).  However, the transition to a planar quantum well with side facets 

occurred at approximately the same thickness of the nanowire (~200nm). The defects appeared 

similar as well, mostly appearing in the nanowires oriented along [01̅1] and [01̅1̅], while the 
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nanowires oriented along  [001] are defect free. These stacking faults originating from the 

SiO2/InP interface are shown more clearly in Figure 5.25.  Figure 5.25 (C) demonstrates how 

the [001] oriented nanowires did not exhibit any stacking faults at the SiO2/InP boundary. The 

InGaAs quantum wells in the [001] orientation also appeared defect free and crystalline 

including controllable growth of atomically sharp monolayer InGaAs quantum wells (Figure 

5.26). 
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Figure 5.24: InP/ In0.7Ga0.3As /InP quantum wells along three different orientations and 

different nanowire widths. 
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 The interfaces between the heterostructures (such as InP/InGaAs) is of crucial interest. 

Non-uniformity at these junctions can lead to changes in electron scattering and wavefunction 

confinement inside the quantum well. In the InP/InGaAs/InP quantum wells a group V switch 

occurs at both the interfaces. While the phosphorus to arsenic transition is extremely abrupt in 

the cross-sectional STEM images (Figure 5.26), the arsenic to phosphorus transition in general 

appears fuzzy in various quantum well geometries and orientations (Figure 5.26 (A)-(B)). This 

phenomenon has been previously observed in planar epitaxy.  

Figure 5.25: InP/In0.7Ga0.3As/InP quantum wells exhibiting stacking faults along {111} 

for nanowires oriented along [𝟎𝟏̅𝟏] (A and B), originating at the semiconductor/ SiO2 

interface. (C) The same interface when the nanowire is oriented along [𝟎𝟎𝟏̅]. 
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Summary: 

InP/InGaAs/InP quantum wells were successfully grown in the SAG geometry with two 

different compositions of the InGaAs channel (53% indium and 70% indium) and structural 

characterization was performed using STEM. Defect-free channels were observed along the 

[001̅] orientation, while the other orientations demonstrate stacking faults. Careful 

optimization of growth times was used to demonstrate that the transport channel can be grown 

completely free of defects. The shapes of the quantum wells can be tuned to a large extent by 

selecting the nanowire widths and orientation. This opens the door to creating “designer 

quantum wells” in the SAG nanowires and offers the opportunity to perform interesting 

transport experiments at low temperatures. The top InP thickness can be adjusted to make it 

into a tunneling barrier for spin injection from a ferromagnet or cooper pair tunneling from an 

adjacent superconductor. Future work in this will aim to electrically characterize these 

nanowires and optimize growth conditions to achieve higher mobilities.  
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Figure 5.26: InP/In0.7Ga0.3As/InP quantum wells along three different orientations and 

different nanowire widths for In0.7Ga0.3As composition. 

 



 

 146 

References:  

[1] E. Majorana, “Teoria simmetrica dell’elettrone e del positrone,” Il Nuovo Cimento 

(1924-1942) 1937 14:4, vol. 14, no. 4, pp. 171–184, Sep. 2008, doi: 10.1007/BF02961314. 

[2] J. Alicea, Y. Oreg, G. Refael, F. von Oppen, and M. P. A. Fisher, “Non-Abelian 

statistics and topological quantum information processing in 1D wire networks,” Nature 

Phys., vol. 7, no. 5, pp. 412–417, 2011, doi: 10.1038/nphys1915. 

[3] J. D. Sau, D. J. Clarke, and S. Tewari, “Controlling non-Abelian statistics of 

Majorana fermions in semiconductor nanowires,” Phys. Rev. B, vol. 84, no. 9, p. 094505, 

Sep. 2011, doi: 10.1103/physrevb.84.094505. 

[4] A. Y. Kitaev, “Fault-tolerant quantum computation by anyons,” Ann. Phys., vol. 303, 

no. 1, pp. 2–30, 2003, doi: 10.1016/s0003-4916(02)00018-0. 

[5] M. Sato and S. Fujimoto, “Majorana Fermions and Topology in Superconductors,” 

2016, doi: 10.7566/JPSJ.85.072001. 

[6] A. Y. Kitaev, “Unpaired Majorana fermions in quantum wires,” Physics-Uspekhi, vol. 

44, no. 10S, p. 131, Oct. 2001, doi: 10.1070/1063-7869/44/10S/S29. 

[7] R. M. Lutchyn, J. D. Sau, and S. das Sarma, “Majorana fermions and a topological 

phase transition in semiconductor-superconductor heterostructures,” Physical Review Letters, 

vol. 105, no. 7, p. 077001, Aug. 2010, doi: 

10.1103/physrevlett.105.077001/figures/3/medium. 

[8] V. Mourik, K. Zuo, S. M. Frolov, S. R. Plissard, E. P. A. M. Bakkers, and L. P. 

Kouwenhoven, “Signatures of majorana fermions in hybrid superconductor-semiconductor 

nanowire devices,” Science (1979), vol. 336, no. 6084, pp. 1003–1007, 2012, doi: 

10.1126/science.1222360. 



 

 147 

[9] A. Das, Y. Ronen, Y. Most, Y. Oreg, M. Heiblum, and H. Shtrikman, “Zero-bias 

peaks and splitting in an Al–InAs nanowire topological superconductor as a signature of 

Majorana fermions,” Nature Physics 2012 8:12, vol. 8, no. 12, pp. 887–895, Nov. 2012, doi: 

10.1038/nphys2479. 

[10] J. Chen et al., “Ubiquitous non-Majorana zero-bias conductance peaks in nanowire 

devices,” Physical Review Letters, vol. 123, no. 10, p. 107703, Sep. 2019, doi: 

10.1103/PHYSREVLETT.123.107703/FIGURES/4/MEDIUM. 

[11] J. Jung et al., “Universal Platform for Scalable Semiconductor-Superconductor 

Nanowire Networks,” Advanced Functional Materials, vol. 31, no. 38, p. 2103062, Sep. 

2021, doi: 10.1002/ADFM.202103062. 

[12] P. Aseev et al., “Ballistic InSb Nanowires and Networks via Metal-Sown Selective 

Area Growth,” Nano Letters, vol. 19, no. 12, pp. 9102–9111, Dec. 2019, doi: 

10.1021/ACS.NANOLETT.9B04265/SUPPL_FILE/NL9B04265_SI_001.PDF. 

[13] R. L. M. Op het Veld et al., “In-plane selective area InSb–Al nanowire quantum 

networks,” Communications Physics 2020 3:1, vol. 3, no. 1, pp. 1–7, Mar. 2020, doi: 

10.1038/s42005-020-0324-4. 

[14] P. Aseev et al., “Selectivity map for molecular beam epitaxy of advanced III-V 

quantum nanowire networks,” Nano Letters, p. acs.nanolett.8b03733, 2018, doi: 

10.1021/acs.nanolett.8b03733. 

[15] S. Mauthe et al., “High-speed III-V nanowire photodetector monolithically integrated 

on Si,” Nature Communications 2020 11:1, vol. 11, no. 1, pp. 1–7, Sep. 2020, doi: 

10.1038/s41467-020-18374-z. 



 

 148 

[16] Z. Wang et al., “Room-temperature InP distributed feedback laser array directly 

grown on silicon,” Nature Photonics 2015 9:12, vol. 9, no. 12, pp. 837–842, Oct. 2015, doi: 

10.1038/nphoton.2015.199. 

[17] Y. Y. Hhh et al., “Bufferless 1.5 µm III-V lasers grown on Si-photonics 220 nm 

silicon-on-insulator platforms,” Optica, Vol. 7, Issue 2, pp. 148-153, vol. 7, no. 2, pp. 148–

153, Feb. 2020, doi: 10.1364/OPTICA.381745. 

[18] K. Tomioka and T. Fukui, “Recent progress in integration of III–V nanowire 

transistors on Si substrate by selective-area growth,” Journal of Physics D: Applied Physics, 

vol. 47, no. 39, p. 394001, Sep. 2014, doi: 10.1088/0022-3727/47/39/394001. 

[19] N. Gogneau et al., “One-step nano-selective area growth (nano-SAG) of localized 

InAs/InP quantum dots: First step towards single-photon source applications,” Journal of 

Crystal Growth, vol. 310, no. 15, pp. 3413–3415, Jul. 2008, doi: 

10.1016/J.JCRYSGRO.2008.04.019. 

[20] F. Krizek, “Semiconductor Nanowire Networks Grown By Molecular Beam Epitaxy 

Vapor-Liquid-Solid,” Phd. Thesis, 2018. 

[21]  von Dipl-Phys Oliver Bierwagen, C. Markschies, C. Limberg Gutachter, W. T. 

Masselink, R. Fornari, and G. J. Salamo, “Growth and anisotropic transport properties of 

self-assembled InAs nanostructures in InP”. 

[22] Q. Hang et al., “Role of molecular surface passivation in electrical transport 

properties of InAs nanowires,” Nano Letters, vol. 8, no. 1, pp. 49–55, Jan. 2008, doi: 

10.1021/NL071888T/ASSET/IMAGES/MEDIUM/NL071888TN00001.GIF. 

[23] S. A. Studenikin, G. Granger, A. Kam, A. S. Sachrajda, Z. R. Wasilewski, and P. J. 

Poole, “Nonlinear magnetotransport phenomena in high-mobility two-dimensional electrons 



 

 149 

in InGaAs/InP and GaAs/AlGaAs,” Physical Review B - Condensed Matter and Materials 

Physics, vol. 86, no. 11, p. 115309, Sep. 2012, doi: 

10.1103/PHYSREVB.86.115309/FIGURES/8/MEDIUM. 

[24] I. v. Kulkova, S. Kadkhodazadeh, N. Kuznetsova, A. Huck, E. S. Semenova, and K. 

Yvind, “High-quality MOVPE butt-joint integration of InP/AlGaInAs/InGaAsP-based all-

active optical components,” Journal of Crystal Growth, vol. 402, pp. 243–248, 2014, doi: 

10.1016/J.JCRYSGRO.2014.06.026. 

[25] D. J. Carrad et al., “Shadow Epitaxy for In Situ Growth of Generic 

Semiconductor/Superconductor Hybrids,” Advanced Materials, vol. 32, no. 23, p. 1908411, 

Jun. 2020, doi: 10.1002/ADMA.201908411. 

[26] S. Heedt et al., “Shadow-wall lithography of ballistic superconductor–semiconductor 

quantum devices,” Nature Communications 2021 12:1, vol. 12, no. 1, pp. 1–9, Aug. 2021, 

doi: 10.1038/s41467-021-25100-w. 

[27] Y. Jiang et al., “Selective area epitaxy of PbTe-Pb hybrid nanowires on a lattice-

matched substrate,” Physical Review Materials, vol. 6, no. 3, p. 034205, Mar. 2022, doi: 

10.1103/PHYSREVMATERIALS.6.034205/FIGURES/4/MEDIUM. 

[28] J. Jung et al., “Universal Platform for Scalable Semiconductor-Superconductor 

Nanowire Networks,” Advanced Functional Materials, vol. 31, no. 38, p. 2103062, Sep. 

2021, doi: 10.1002/ADFM.202103062. 

  

  

 

 



 

 150 

VI.  In-situ shadow wall deposition of tin on selective area grown InAs 

nanowires  

A fundamental requirement in fabricating hybrid superconductor-semiconductor 

nanowire devices is to have clean disorder free interface[25]. This clean interface is crucial to 

inducing a hard proximity induced superconducting gap in the semiconducting nanowire. 

Presence of subgap states - also known as a soft gap – that arise primarily due to disorder 

(oxides, carbon, damage) at the superconductor-semiconductor interface. A possible route to 

ahcieve such pristine interfaces is to deposit the superconductor in-situ (without breaking 

vaccum) after the growth of the nanowires. A blanket deposition of such a superconductor will 

however require etching off the superconductor in the undesirable areas to be able to create 

contacts.  

This technique, although will result in a pristine superconductor-semiconductor 

interface, suffers from two major problems. One, any kind of wet or dry etch (with or without 

plasma) to etch the superconductors will inevitably introduce damage and form defects and/or 

ion implantations in the semiconducting nanowire, thus reducing its electrical quality. Second, 

the chemistry to properly etch a number of superconductors is not well known and as a result 

for the majority of the experiments common superconductors such as aluminum or tin have to 

be used. These challenges warrant finding a technique that can  in-situ deposit superconductors, 

but only at sites on the nanowire where they are required.  

For such in-situ patterning, a number of techniques have been proposed. In a shadow 

mask technique a stencil mask is fabricated from silicon nitride on top of a trench containing 

a VLS nanowire seed [25]. After the growth of the vertical nanowires these stencil masks are 

used to deposit superconductors only in specific regions of the vertical nanowire. This 
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technique, though elegant suffers from scalability challenges. Using this technique one can 

only fabricate indivdual nanowires that have to be thereafter picked-and-placed using a 

micromanipualtor onto a substrate. Moreover, the smallest resolution of the superconducting 

gap or superconducting islands one can achieve using this technique is limited to the lowest 

width of the delicate SiNx membrane mask.  

The second technique makes use of “smart walls” which are dielectric walls fabricated 

on a silicon substrate [26]. These walls can have high aspect ratios and the thickness of these 

structures can be very small (~100nm or of the order of). Next, VLS grown semiconducting 

nanowires are picked and placed horizontally near these walls. A hydrogen claning procedure 

is performed to clean the surface of the semiconducting nanowire from oxides or absorbed 

contaminants and thereafter the shadow walls are used to mask the nanowire in areas during 

the angled superconductor deposition. This process can successfully create very short junctions 

on the nanowire but again suffers from a number of challenges. One, the nanowire is picked 

and placed and in the process of pushing it close to the shadow walls undergoes a large amount 

of strain and mechnaical distortion. The distance from the nanowire to the nearest shadow wall 

will be variable and highly dependent on the particular pick-and-place run. Next, the hydrogen 

cleaning step requires that the exact conditions to clean each facet of the  nanowire be known. 

Since hydrogen cleaning is highly facet dependent, the only reliable method to test its success 

is by performing atomic resolution STM or high-resolution TEM.  It is an extremely complex 

and time-consuming technique to choose for cleaning up the nanowire. Hydrogen cleaning also 

might not work for a number of semiconductors and therefore the process limits the materials 

that researchers can explore for performing such experiments. 
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 The third technique is using silicon oxide shadow walls that are prefabricated by 

exposing the “spin-on glass” Hydrogen SilsesQuioxane (HSQ) and depositing the AlOx mask, 

finally wet etching the AlOx to open up selective area growth trenches on a CdTe (001) 

substrate[27]. Thereafter a PbTe nanowire was grown and the shadow walls are used to angle 

deposit superconductor Pb on the nanowire. This report is the closest to a scalable  reliable 

method to fabricate such structures. However, the HSQ method has severe limitations on the 

height and aspect ratios of the shadow walls that one can fabricate. This in turn requires the 

nanowires to be extrememly close to the walls for a shadow wall, thus limiting flexibility to 

form larger networks. In addition, the junctions fabricated were all in greater than 500nm. 

Fabricating the nanowire trenches here might also pose a problem because of the resist profile 

around a tall structure has a significant height  gradient. Therefore the exposure  in the EBL 

will be non-uniform and will lead to inaccurate dimensions.  Other versions of this last report 

include using selective area grown InP walls grown on (111)A InP substrate[28] , as shadow 
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walls and subsequently fabricating nanowire trenches in close proximity to the walls for the 

next SAG growth step for the nanowires. This report although very creative is limited by the 

choice of substrates, parasitic growth on the walls and the poor aspect ratios of the shadow 

walls. In addition, complex crystal facets that will naturally form on the shadow walls will 

need to be considered and will further limit the applicability of this technique.  

In this work, a fully scalable and completely customizable shadow wall technique is 

reported for InAs SAG on InP (001) substrates. Here, the shadow wall templates are fabricated 

fully before initiating any growth steps. The nanowire is grown using chemical beam epitaxy 

and thereafter, the sample is in-situ transferred to the interconnected MBE system containing 

a cold stage and effusion cells for evaporating superconductors aluminum and tin. The 

superconductors are deposited with a shadowing angle and result in superconducting islands 

Figure 5.27 : Fabrication steps to form shadow wall templates with SAG trench. 
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that are ~100nm thick. The fabrication of the selective area growth shadow wall template is 

described below. 

First, a InP(001) substrate is masked with a 6nm ALD deposited AlOx layer and a 

30nm PECVD deposited SiO2 layer. The AlOx layer as mentioned before protects the surface 

of the InP from plasma damage as well as non-volatile fluorine residues from dry etches. 

Following this, alignment marks are patterned using EBL and the SiO2 is etched using a 

CHF3/CF4/O2 etch in an inductively coupled plasma chamber. The AlOx is removed under the 

etched SiO2 using a wet etch in AZ300MIF (a developer that etches aluminum containing 

compounds). Following this, using the SiO2 hard mask, the InP is etched by reactive ion 

etching in a Methane/Hydrogen/Argon chemistry. All the deposited dielectrics are etched away 

by performing a buffered HF etch and the 6nm of ALD AlOx and 30nm of PECVD SiO2 is 

redeposited. This forms the dielectric mask layer for the SAG of the naowires and it is crucial 

to select PECVD as the deposition technique for this step to minimize the parasitic growth. 

Using the alignment marks, the naowire trenches are now exposed in the EBL and the SiO2 

layer is etched in the same chemistry as before in an ICP chamber. The AlOx layer is not etched. 

A 20nm AlOx layer is deposited using ALD on top of the sample. This is followed by a 650nm 

layer of SiO2 deposited using PECVD and a 150nm layer of Ru deposted using sputtering. 

HSQ is spun as a resist on top and the shadow wall designs are exposed in the EBL. Following 

the development of the HSQ in TMAH, the HSQ (now SiO2 after electron beam exposure) 

mask is used to etch the Ru layer in an oxygen environment. Thereafter, the Ru  (and the 

exposed HSQ on top) is used as a mask to etch the SiO2 shadow walls. This etch is performed 

using a CHF3/CF4 recipe. This etch produces near vertical sidewalls and results in high aspect 

ratio shadow walls with very narrow fingers. The etch is observed in real time using a 
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Intellimetrics Laser End point detector and the etch rate drops sharply when the AlOx layer 

unde the SiO2 layer starts etching, at which point the etch is stopped.  Once the shadow walls 

are fully etched, the remaining Ru mask is etched off using an oxygen ICP and thereafter the 

AlOx layer is wet etched in AZ300MIF. A significant overtech (30-40%) is required to ensure 

that the AlOx is removed from the narrow  trenches. This completes the fabrication of the 

shadow wall templates. Before loading into the CBE chamber three cycles of digital etch (UV 

Ozone oxidation of exposed InP inside the trenches followed by wet etch in dilute HCl) is 

performed. This was found to improve nanowire growths inside the nanowire trenches. 

The nanowires grown for these experiments are InAs/InP (buffer)/InP (substrate). The 

InP buffer growth separates the interface of the substrate from the actual transport channel.  

Residues and damages at that interface therefore have less effect on the actual tranpsort 

characteristics of the device. The growth of both the InP buffer and the InAs channel were 

  

  

Figure 5.28 : Shadow wall templates with SAG InAs nanowires and shadowed 

deposition of tin. (A-D) shows various geometries and tin shadows. 
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performed at 520°C (calibrated using the appearance of the (2x4) reconstruction of InP). For 

the InP growth, TMI (0.5 torr) and PH3 (18 torr) were used and growth time was 8 minutes. 

For InAs growth TMI (0.5 torr) and AsH3 (12 torr) were used and growth time was 3 minutes.  

Before initiating the buffer layer growth 3 minutes were spent at 520°C under PH3 

overpressure. A 3 minute anneal under PH3 was performed after the growth of the buffer layer 

to smoothen the surface. A 10” As flush was performed while switching the group-V 

precursors before turning on the TMI for the InAs growth. Following the growth of the 

nanowires, the samples were transferred into the superconducting deposition stage. The sample 

was kept in contact with the liquid nitrogen cooled cold stage for 1 hour for the temperature of 

the sample to equilibriate. Tin was deposited at a growth rate of 2A°/s from an effusion cell 

maintained at a thermocouple temperature of 1100 °C. After the deposition of the tin the sample 

was quickly transferred in-situ to the dielectric deposition chamber and 3nm of electron beam 

evaporated AlOx was deposited with sample rotation covering it uniformly. This AlOx layer 

prevents the superconductor from oxidising. 

The sample was inspected using scanning electron microscopy to ensure the yield of 

the nanowires and the superconductor deposition. Device fabrication is subsequently 

performed using EBL and the tin in areas farther away from the naowire are etched using a 

1:50 dilute HCl etch. Therafter contacts using normal metals (Ti/Au) are put down using 

standard liftoff techniques. 
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Preliminary cryogenic transport measurements with a superconductor-normal-

superconductor 2 terminal device reveal the presence of super-current in the InAs nanowires 

that is  tunable with an inplane magnetic field.  A side gate also can  tune the superconducting 

gap but cannot completely pinch off the device due to gate leakage issues.  

 

Summary:  

Shadow-wall SAG nanowire templates can provide a scalable platform to fabricate 

nanowires of arbitrary materials and deposit superconductors at predefined positions on the 

wire while maintaining a pristine superconductor-semiconductor interface. This can enable a 

number of cryogenic transport experiments without any limitations in the choice of 

        

   
  
  
  
  
  
  
  
 

        

                                     

  

 

                    

   
  
  
  
 
 
 

   
  
  
  
 
 
 

   
  
  
  
 
 
 

   
  
  
  
 
 
 

 

  

Figure 5.29 : (A) Fabricated SNS device with shadow wall sample (B) I-V curve 

demonstrating supercurrent (C) tuning of supercurrent with magnetic field at different 

side gate voltages (Vg). 
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superconductors, nanowire materials, choice of substrates to grow on and the length of the 

shadow desired (that can be tuned easily by the height of the shadow wall). In this work, the 

fabrication of the template geometry exhibiting high aspect ratio shadowing structures, growth 

of nanowires as well as characterization using low-temperature transport measurements is 

established successfully. Future directions will involve experimenting with novel device 

geometries and newer materials (ferromagnets/ superconductors/ channel semiconductors). 
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VII A. Introduction 

When we look at the current challenges in computing, the most important problems are 

of course in scaling and reducing power consumption while maintaining or improving 

performance - as discussed in depth in the previous chapters. However, there exists a class of 

computational problems which cannot be calculated either efficiently (polynomial time) or at 

all by even the most powerful supercomputer in existence [1]. To this end, quantum computers 

can mitigate this issue potentially resulting in a tremendous impact for computing, hardware 

security, communication as well as computationally intensive combinatorial problems such as 

protein folding [2]. As a result, the construction of efficient qubits and the control and readout 

of individual quantum systems is the topic of intense research in scientific communities as well 
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as industries. This chapter focuses on the use of nanostructures to improve the scalability and 

coherence times of a transmon qubit. Unlike previous chapters, here we use a top-down 

technique to fabricate the quantum device. While this introduces some challenges when dealing 

with the extreme aspect ratio nanostructures, the top-down technique simultaneously has some 

clear advantages that make it suitable for fabricating such devices. These are described in the 

following sections. Before that a brief introduction to quantum computing is provided along 

with a brief summary of the different qubit architectures relevant to this work. 

VII B. A brief introduction to quantum computing 

A quantum bit (qubit) is the quantum mechanical 

equivalent of a classical bit which is the basic unit of 

information. In a classical bit, information is stored as a 0 

or 1. In contrast, a qubit can be in an arbitrary superposition 

state of two states. The state of a qubit can therefore be 

represented as a wavefunction |𝜓⟩ = 𝛼|0⟩ + 𝛽|1⟩ , where 𝛼 

and 𝛽 are probabilities of finding the qubit in state |0⟩ 

(ground state) or |1⟩ (excited state), with the condition that 

|𝛼|2 + |𝛽|2 = 1. The qubit state is usually visualized using 

a Bloch sphere representation[3]. The qubit eigenstate 

energies have a separation of ℏ𝜔 where 
𝜔

2𝜋
 is the qubit 

transition frequency. The design of qubits should follow 

DiVincenzo criteria. These state that to build a quantum computer one must have a scalable 

physical system with well characterized qubit, the ability to initialize the state of the qubits to 

a simple fiducial state, long relevant decoherence times, a "universal" set of quantum gates and 

Figure 7.1 : The Bloch 

sphere provides an useful 

means to visualize the state 

of a single qubit and 

operations on it (reprinted 

from[3] with permission )  
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a qubit-specific measurement capability. Based on these criteria, several different physical 

qubits have been implemented including superconducting qubits, quantum dots, photonic 

systems, ultra-cold atoms, trapped ions, color centers in high bandgap materials and NMR 

systems. It is important to note the third criteria involves long decoherence times and will be a 

topic of focus in this work.  

Qubit coherence is a strictly non-classical property that exists between two quantum 

states, when there is a definite phase relationship between them. Loss of it (i.e. quantum 

decoherence) happens due to the qubit coupling to the environment and can occur through 

various pathways. Two special cases are “relaxation” and “dephasing”. Relaxation times refer 

to how fast the qubit decays or “relaxes” from an excited state to a ground state. This relaxation 

is given by T1 and arises from energy loss from the qubit into the environment. Dephasing 

given by T2 means a loss of phase coherence. In this, the qubit state rotates about the Z-axis in 

the Bloch sphere picture. To perform a large number of qubit operations without losing 

coherence, increasing the T1 and T2 times of qubits is one of the main focus in the community.  

Among the various qubit implementations, superconducting qubits have emerged as 

one of the top contenders for constructing a reliable gate-based quantum computer as have 

been demonstrated by several research groups. Superconducting qubits are fabricated from 

inductors capacitors and Josephson junctions. Using circuit Quantum electrodynamics (cQED) 

these simple circuit elements can create complicated qubit networks that are fully controllable. 

Superconducting qubits have various device architectures and among them a transmon is the 

most popular implementation. In the next sections a brief overview of the individual elements 

and qubit architectures is provided. 

VII B (ii).  Josephson junctions 
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Two superconductors placed on both sides of a thin insulating layer together form a 

Jospehson junction. The superconducting wavefunction decays through the insulating barrier 

and allows Cooper pairs to tunnel through the barrier. The current flowing through the junction 

is related to the phase difference Φ = θ1 − θ2 , (each superconductor wavefunction can be 

represented by a Ginzburg-Landau wavefunction Ψ(𝑟) = 𝜌(𝑟)𝑒𝑖𝜃(𝑟))  between the two 

superconductors by the relation 𝐼 = 𝐼𝐶𝑠𝑖𝑛Φ , where  𝐼𝐶 is the critical current. The time 

evolution of phase difference with an applied voltage is given by 
𝑑 (ΔΦ)

𝑑𝑡
=

2𝑒𝑉

ℏ
. The energy 

stored in a JJ is given by ∫ 𝐼𝑠𝑉 𝑑𝑡 = ∫ 𝐼𝑠 (
ℏ

2𝑒
) 𝑑(ΔΦ) = 𝑐𝑜𝑛𝑠𝑡. −𝐸𝐽 cos(𝛥𝛷) , 𝑤ℎ𝑒𝑟𝑒 𝐸𝐽 =

ℏ𝐼𝑐

2𝑒
. 

The charging energy (arising from the capacitance of the metal-insulator-metal junction) is 

given by 𝐸𝐶𝐽 =
𝑒2

2𝐶𝐽
. The product of the critical current and the normal state resistance can be 

expressed as  𝐼𝐶𝑅𝑛 =
𝜋Δ

2𝑒
tanh (

𝛥

2𝑘𝐵𝑇
) , 𝑤ℎ𝑒𝑟𝑒 Δ is energy gap of superconductor at T=0K. The 

JJ thus exhibits a non-linearity, which can be used to make dissipation-less non-linear inductors 

for superconducting qubits. 

VII B (iii). Circuit Quantum Electro dynamics 

A macroscopic circuit can be described by a small number of input parameters. We define 

a magnetic flux variable Φ as Φ(𝑡) = ∫ 𝑉(𝜏)𝑑𝜏
𝑡

−∞
 as the time integral of the voltage V across 

a circuit element and charge Q as  Q(𝑡) = ∫ 𝐼(𝜏)𝑑𝜏
𝑡

−∞
 as the time integral of the current flowing 

through a circuit element. Considering a simple LC resonator, with parallel inductor and 

capacitors, using Kirchoff’s law we can write the sum of currents at one of the nodes as  

𝐼𝐿 + 𝐼𝐶 = 0 =
Φ

𝐿
(𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑡ℎ𝑟𝑜𝑢𝑔ℎ 𝑖𝑛𝑑𝑢𝑐𝑡𝑜𝑟 𝐼𝐿) +

𝑑𝑄

𝑑𝑡
(𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑡ℎ𝑟𝑜𝑢𝑔ℎ 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑜𝑟 𝐼𝐶) 

Φ

𝐿
+ 𝐶

𝑑2Φ

𝑑𝑡2
= 0 
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The Lagrangian for this circuit is 𝑳 =
1

2
𝐿𝐼2 −

𝑄2

2𝐶
=

1

2

Φ2

𝐿
− 𝐶

Φ2

2

̇
  

The Hamiltonian for this is given by 𝐻 =

1

2𝐶
𝑄2 +

1

2𝐿
Φ2. Using the creation and 

annihilation operators  𝑎 ̂ and 𝑎 ̂ † with  

[𝑎 ̂, 𝑎 ̂ †] = 1 , the Hamiltonian transforms to 𝐻 =

ℏ𝜔𝑟 (𝑎 ̂ †𝑎 ̂ +
1

2
) , where 𝜔𝑟 =

1

√𝐿𝐶 
. This is a 

quantum harmonic oscillator. However, since the 

energy spacings between consecutive energy 

states are equal, exciting from the ground state to 

the first excited state is uncontrolled since it leads 

to spurious excitements from n to (n+1) state. This 

is why the inductance of the circuit is replaced 

with a non-linear element i.e. a JJ making the 

energy spacings different and subsequently 

forming a qubit. The modified Hamiltonian is  𝐻 = 4𝐸𝐶(𝑛)2 − 𝐸𝐽𝑐𝑜𝑠𝜙, where 𝐸𝐶 =
𝑒2

2𝐶𝑡𝑜𝑡𝑎𝑙
 , 

𝐶𝑡𝑜𝑡𝑎𝑙 = 𝐶𝑠𝑒𝑙𝑓 + 𝐶𝑠ℎ𝑢𝑛𝑡, and 𝑛 =
𝑄

2𝑒
  is the reduced charge. This makes the energy-phase 

relation non-parabolic and this forms the basis of a superconducting qubit. 

VII C. Superconducting qubits 

Superconducting qubits often dubbed as artificial atoms, have a number of different 

architectures contining capacitors and josephson junctions in various loops. Here we will 

Figure 7.2 (a) Circuit for a parallel LC-

oscillator. (b) Energy potential for the 

QHO (a), where energy levels are 

equidistantly spaced ℏ𝜔𝑟 apart. (c) 

Josephson qubit circuit, with nonlinear 

inductance LJ (d) sinusoidal energy 

potential which yields non-equidistant 

energy levels.(reproduced from [4] with 

permission from AIP publishing) 
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discuss three of the most relevant architectures, the Cooper pair box, the Transmon and the 

merged element transmon. 

VII C.(i). Cooper pair box 

A Cooper pair box contains a josephson junction with a small capacitance in parallel. The 

Hamiltonian of the system is given by  

𝐻 = 4𝐸𝐶(𝑛 − 𝑛𝑔)
2

− 𝐸𝐽𝑐𝑜𝑠𝜙 

Where n is the integer number of excel Cooper pairs across the JJ, 𝑛𝑔 is the dimensionless 

offset charge between the islands, the charging energy 𝐸𝐶 =
𝑒2

2𝐶
  and 𝐸𝐽/𝐸𝐶 is typically of order 

unity. A gate electrode controls 𝑛𝑔. The charge dispersion 
𝑑𝐸𝑚

𝑑𝑛𝑔
 for a CPB is large away from 

integer and half integer values of 𝑛𝑔 making it susceptible to charge noise (as is the problem 

in the regime 
𝐸𝐽

𝐸𝐶
≤ 1) . Coherence times of a CPB typically are less than 1𝜇𝑠.  

VII C.(ii). Transmon 

A transmon is a CPB in the limit 
𝐸𝐽

𝐸𝐶
≫ 1 . To make the charging energy 𝐸𝐶 small, the 

junction is shunted by a large capacitor,  𝐶𝑆 ≫ 𝐶𝐽. In the transmon regime the charge dispersion 

of the mth energy level is expressed as 𝜖𝑚 ≅ 𝐸𝐶
 24𝑚+5

𝑚!
√

2

𝜋
  (

𝐸𝐽

2𝐸𝐶
)

𝑚

2
+

3

4
𝑒

−√
8𝐸𝐽

𝐸𝐶
  

  , which leads to 

an exponential suppression of charge noise as 
𝐸𝐽

𝐸𝐶
 is increased.  Qubit frequency is given by 

ℏ𝜔01 ≅ √
𝐸𝐽

8𝐸𝐶
− 𝐸𝐶 and is usually in the 3-6 GHz range. The superconducting phase Φ has a 

small spread and acts as a good quantum number. The second term of the Hamiltonian when 

expanded 𝐸𝐽𝑐𝑜𝑠𝜙 =
1

2
𝐸𝐽𝜙2 −

1

24
𝐸𝐽𝜙4 + Θ(𝜙6) ) contains a negative power of 4 term which 

effectively reduces the anharmonicity of the energy landscape and makes the qubit more 
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susceptible to noise. Therefore, a large 
𝐸𝐽

𝐸𝐶
 is maintained that exponentially suppresses charge 

noise and only weakly changes anharmonicity making it a workable device [4]. 

 

VII D. Towards merged element transmons with Si fins  

The invention of the transmon qubit has fueled the rapid development of quantum-

information research over the past decade [5], and landmark breakthroughs have been achieved 

with this technology[6] . Modern transmons are typically based on some variant of a small, 

thermally oxidized Al/AlOx/Al tunnel junction in parallel with a large shunt capacitor. A 

variety of methods exist for defining the Josephson junctions (JJs) to obtain a nonlinear 

inductance, such as Dolan bridges [7], the Manhattan shadow evaporation process[8]  and 

overlap designs[9], [10] .  

However, these devices are difficult to scale for a couple of reasons. First, the 

associated shunt capacitors are typically defined as planar structures grown on a low-loss 

substrate. While very low-loss substrates (i.e., intrinsic, float-zone silicon (i-Si)) with loss 

tangent in the low 10-7 range  can be obtained [11], it is well known that the interfaces and 

Figure 7.3 : 3D schematic of the FinMET and cross-section with corresponding circuit 

diagram of MET (inset) ( reproduced from [34] with permission from AIP publishing) 
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surfaces of the shunt capacitor participate significantly in the total loss [12], [13]. In general, 

while it has been observed that increasing the size of the shunt capacitor can dilute the high 

loss contributions [14], this results in very large structures, with dimensions of the order of 

100s of micrometers. This is problematic for scaling up to systems with many qubits and 

warrants capacitors with lower form factors. Second, the frequency allocations of transmons 

using thermally oxidized aluminum have a significant spread [15]. While there have been 

advances on this front using post-processing, i.e. laser-annealing of individual devices [16], 

this remains a significant obstacle to large-scale integration of transmons. To this end, better 

control of the tunnel-barrier thickness and interfaces in the fabrication process is desired. 

Recently, an alternative approach to scaling these circuits was demonstrated [17], i.e. the 

merged-element transmon (MET). The MET minimizes the transmon qubit size and radiation 

while providing an avenue to potentially reduce losses due to surfaces and interfaces. This 

design entails engineering the junction itself to satisfy the transmon requirements for 

frequency, anharmonicity, and charge noise by merging the external shunt capacitor and the JJ 

inductance into a single element. This design is constructed from a superconductor–insulator-

superconductor trilayer where the insulator is made from a dielectric material that has a low 

barrier height and may even be a semiconductor at room temperature.  This design has several 

advantages over the traditional transmon.  First, the MET allows a significant reduction, on the 
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order of 104, in the device area [17]. Second, the resulting small qubit dimensions effectively 

suppress unwanted radiation and qubit-qubit coupling through direct interactions or box 

modes.   Third, the MET frequency should be less susceptible to the variation in lithography 

because the associated capacitive and inductive contributions toward the qubit frequency 

cancel out to first order [5], [17]. Moreover, one may choose a low-barrier-height material as 

the junction tunnel barrier. This enables the use of a relatively thick tunnel barrier that may 

reduce the percentage variation in junction inductance, potentially alleviating the frequency 

allocation problem.    

The energy-level transitions of a MET device, from two-tone spectroscopy measurements  

confirmed that the MET is indeed operating in the transmon qubit regime [17]. An in-depth 

Figure 7.4 : Images of Si fins (a) 4   fins structures, 30 𝝁𝒎 long x 2.3 𝝁𝒎 tall and 80nm 

thick etched into a Si surface, including the trenched area around them (b) top view of a  

fin that is 30um long and 80nm thick( reproduced from [34] with permission from AIP 

publishing) 
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TLS-loss analysis identified the lossy amorphous silicon tunnel barrier and surrounding 

interfaces as the major limiting factor for the qubit relaxation time.  Subsequently, Mamin et.al. 

(and the IBM team) demonstrated METs with coherences on up to 41 and 234 μs , using as-

grown- and annealed-AlOx overlap junctions respectively [18].  

While the MET demonstration from Ref [18]. confirmed the possibility of obtaining long 

coherence times in selected devices, the extreme oxidation and annealing conditions resulted 

in significant frequency spread for the devices. This is reminiscent of conventional transmons 

and is most likely due to several problems. First, the tunneling critical current varies 

exponentially with the tunnel barrier thickness, which is difficult to control in a 2 nm thick 

tunnel barrier formed by thermal oxidization. In addition, there are tunneling hotspots due to 

the barrier being structurally and chemically inhomogeneous, resulting in only a small 

percentage of the 2 nm thick AlOx barrier actually contributing to the tunneling [19]. Second, 

the critical current can be affected by atomic-level defects in and around the barrier and wiring 

[20]. These can cause two-level-system spectral features that are detrimental to the operation 

of the devices.  This illustrates the importance of developing a more robust method of defining 

the tunnel junction. Specifically, we note that a low barrier height, crystalline tunnel barrier 

can mitigate this problem because it can be thicker, making monolayer scale thickness 

variations less significant. 

Here, first, we propose the concept of a FinMET device that can overcome a number of the 

problems discussed above. This process capitalizes on the fact that crystalline Si fins can be 

formed on the surface of a wafer using an anisotropic wet etch (Figure 7.1). These Si fins act 

as tunnel barriers for the MET. The fin walls can, in principle, be atomically flat, parallel, and 

engineered to be a very specific thickness. For amorphous-Si barriers, for example, the small 
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band gap compared to that of AlOx results in a low tunnel-barrier height [17] . This allows the 

use of a relatively thick fin, on the order of 5-10 nm, leading to a natural extension of the MET 

to a more scalable geometry. 

 

In addition to being used as a junction, the fin geometry also allows the fabrication of low-

loss parallel plate silicon capacitors with a significant reduction in utilized area on chip. Such 

capacitors can be used in conjunction with conventional Josephson junctions to improve 

coherence times of conventional trasnmons. 

In this work, as first steps towards realizing a FinMET device, we demonstrate both the 

fabrication of high aspect ratio Si fins and the self-aligned process to deposit superconductors 

on such fins. Subsequently, we pattern these Al-Si-Al fin capacitors into resonator circuits and 

perform microwave measurements at dilution fridge temperatures. The transport clearly 

demonstrates the presence of working fin capacitors and their integrability into traditional 

superconducting qubit fabrication processes. These scalable techniques are unique in that both 

capacitive elements and METs can be formed from the Si substrate resulting in reduction in 

both form-factor and losses leading to improved qubit scalability.  

 

Fin fabrication and structural characterization 

 

The fin-based devices will have parallel-plate electrodes that can be optically defined, 

fabricated with standard processing techniques, and capacitively coupled through the low-loss 

substrate in order to form cells for VLSI circuits. In this case, it is critical to have low loss, 
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epitaxial interfaces for the fin-metallization layer. This can be achieved using careful surface 

cleaning and growth methods, as shown by Place, et al. [21].    

 

Fin fabrication : Based on the modeling from Ref [17], the optimal dimensions for the 

FinMET will require Si fin structures on the order of 5-10 nm thick with areas of approximately 

10μm2. Structures of such extreme aspect ratios are on the cutting edge of modern fin 

technologies [22].  

The FinMET devices are comprised of a Si fin [22],[23] with superconducting electrodes 

grown on both the surfaces of the fin, effectively forming a horizontal superconductor-

semiconductor-superconductor junction, as illustrated in Figure 7.3. The Si fin is formed by 

top-down etching of a commercial intrinsic Si substrate, which are commonly grown using 

float-zone technique and exhibit high resistance and low loss. To achieve atomically flat 

surfaces, we start with a Si(110) substrate and use anisotropic wet  etching to fabricate Si fins 

with smooth (111) surfaces. 

Figure 7.5 : Schematics of (a) self-aligned process and (b) planarization process with 

process A being followed in this work ( reproduced from [34] with permission from AIP 

publishing) 
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For the anisotropic wet etch, a SiNx hard mask is used. The SiNx layer is deposited using 

a low-pressure chemical vapor deposition technique which results in a high density,  low stress 

nitride layer on top of the silicon substrate. This mask is lithographically defined using electron 

beam lithography (EBL) and plasma based dry etching.  Alternatively, there exist methods 

based on SiNx deposited on step edges [24] that can form SiNx masks with similar dimensions 

using only photolithography. 

Before the wet etch to define the fin, the sample is cleaned under a C4F8/SF6/CF4 Si etching 

chemistry in a plasma based dry etcher for 30 seconds to remove the top damaged layer from 

the previous dry etch for the SiNx mask. This was found to considerably improve the 

cleanliness of the substrate and the uniformity of the wet etch. The wet etch is subsequently 

performed using potassium hydroxide (KOH) at 87°C. Figure 7.4 shows fin structures defined 

on a Si(110) substrate. Fin mask widths were varied from 100nm to 1um for test samples. The 

undercutting from the wet etch is considerable (~50-80nm). The thinnest fins that were reliably 

fabricated without much optimization of process parameters were approximately 80nm (with 

a length and height of 100um and 3um respectively).  

 Further thinning of the fins can then be achieved, if necessary, by timing an additional wet 

etch and/or subsequent atomic-layer-digital-etching (ALE). The ALE process is typically 

achieved by oxidizing the Si(111) surface using O2 plasma at room temperature to form an 

oxide layer that is approximately 5-7nm thick. This oxide can then be etched away using HF 

and the process repeated to achieve the desired fin thickness. The second envisioned process 

to thin the fin involves using atomic layer etching with a O2, HF, and Al(CH3)3 chemistry [25]. 

A final wet etch in KOH can then be used to regain the smooth Si(111) surface followed by a 

HF dip to remove any oxides, prior to Al metal deposition. 
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By using the intrinsically parallel crystallographic {111}-faces that are exposed by the 

anisotropic etch, the tunnel junction can be expected to have well-defined, homogeneous 

tunneling currents. In addition, the low-tunnel-barrier-height material can be much thicker than 

standard junction material and thus mass-fabricated with better margins. 

Fin Metallization: Metallization of the fins can be accomplished by cleaning the exposed 

Si{111}-faces and then epitaxially growing a superconducting metal, such as Al. Prior to Al 

growth, a buffered HF etch followed by  high temperature annealing of the Si fin is expected 

to result in a pristine interface, thus optimizing coherence.  Additionally, since the bottom edge 

is surrounded by low-loss substrate a reduced participation of the Al-air exposed interface is 

expected. 

Two different process flows can be followed, either self-aligned or planarized, as illustrated 

in Figure 7.5. Both processes start by etching Si fins as described previously, using a SiNx  

hard mask and a combination of dry and wet etches.    

 The first process flow involves retention of the SiNx hard mask that was initially used to 

etch down the Si fins. Using the overhang in the SiNx on top of the fin, an angled deposition 

of aluminum can lead to a break in the metal layer at the top of the fin. This shadow-

evaporation technique therefore enables direct creation of a fin capacitor using a self-aligned 

process. This eliminates the need to etch off Al from the top of the fin to electrically disconnect 

the pads on either side of the fin (Figure 7.5b). Contact pads can then be patterned using optical 

lithography.  

 

The second possible process flow, planarization, (Figure 7.5b) involves removing the SiNx 

hard mask and then depositing a layer of aluminum onto the fins. Back-etching of a subsequent 
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resist layer, either by dry etching or chemical mechanical polishing (CMP), can thereafter be 

used to expose the metal at the top of the fin and a wet or dry etch is used to remove the top 

aluminum. Contact pads would then be patterned in a way similar to the previous process flow. 

Figure 7.6 shows fin structures coated with Al, as described below.  

Figure 7.6: Metallized  fin structure illustrating the self-aligned process and growth of Al 

on the Si{111} surfaces with a SiNx hard mask. (a) side view of the  fin, (b) shows zoomed 

in area of (a) with the SiNx hard mask on top of the  fin, extending out to the left, (c) 

shows a zoomed in area of (b) with the area where the Al is shadowed.(d) High angle dark  

field scanning transmission electron microscopy image of a fin cross-section with SiNx 

hard mask and shadow deposited Al. (e) and (f) shows energy-dispersive x-ray scans 

highlighting the Al and Si areas respectively ( reproduced from [34] with permission from 

AIP publishing) 
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 In this work, we employed the first, self-aligned method. Fins were fabricated according 

the the above recipe and the Al was shadow deposited with an effusion cell in a molecular 

beam epitaxy chamber. The substrate temperature was maintained close to 0°C. Smoother Al 

films can be grown by performing the deposition in a cryogenic cold stage maintained at -196 

°C following a process similar to Ref [26]–[29]. Connection to other parts of the circuit, for 

example superconducting resonators and wiring, can be accomplished using the Al pads on the 

sides of the fins using standard processing techniques. 

 

Microwave measurements  : Lumped element (LE) resonators were made using fin capacitors 

having widths greater than 200nm, meander inductors, and interdigitated capacitors (IDCs). 

These LE resonators were used to demonstrate feasibility of integration of fins in 

superconducting circuits and to characterize fabricated fins in the capacitive regime. The 

concept of the LE design is depicted in Figure 7.7. The design consists of eight LE resonators 

inductively coupled to a single 50 Ohm coplanar waveguide feedline in a standard ‘hanger’ 

arrangement [30]. 

To characterize the fin capacitors and minimize uncertainties due to capacitance of 

metallized leads, fins are incrementally added between the fingers of the IDC as shown in 

Figure 7.7. The meander inductor and other IDC parameters are kept the same while the 

number of fins in each LE resonator is varied. In this way, the resonant frequencies of the LE 

resonators are separated, and capacitance of the fins may be determined experimentally. 
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3𝜇m tall fins having lengths of 120um and patterned widths of 300nm and 400nm were 

fabricated on a 50.8mm diameter Si(110) wafer using the process outlined in this work. The 

fin capacitor height and width are set during fin formation while the fin capacitor length is 

lithographically defined in the metallization (superconductor) layer using optical lithography. 

Figure 7.7: (a) Mask layout for frequency multiplexed lumped element resonator 

design. (b) SEM illustrating how fins are incorporated into the interdigitated 

capacitor (IDC) with a meander inductor. (c-d) Optical micrographs of resonators 

with zero and 7 fins . (e) shows aluminum patterned around 100 𝛍𝐦 long fins( 

reproduced from [34] with permission from AIP publishing)  
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Following fin formation, the wafer was etched in 6:1 BHF for 2 minutes to remove surface 

oxide and immediately loaded into high vacuum for Al deposition. 30nm of Al was deposited 

using e-beam evaporation on each side of the fins using deposition angles of +/-250 to obtain 

a uniform Al coating on each side of the fins with a self-aligned break in the Al near the top of 

the fin due to the overhang of the silicon nitride mask. Following Al deposition, the test 

resonator circuits were defined using direct-write photolithography and wet etching. The wafer 

was diced into 7.5mm x 9.5mm die which were then packaged and cooled to 35mK for 

microwave measurements in a dilution refrigerator. 

Figure 7.8 (a) shows resonant frequency dependance on the number of fins included 

between the IDC fingers in each LE resonator. Three different dies were measured where each 

die incorporates nominally identical fins and where the fin dimensions are varied between dies. 

Figure 7.8(b) shows Cn/C0 plotted vs number of fins incorporated in the IDCs for each of the 

three dies measured. Here Cn is the capacitance of a LE resonator with n fins, and C0 is the 

capacitance of the LE resonator with no fins. The linear trend in the data shown in Figure 7.8 

(b) is consistent with the expectation that each fin adds a set capacitance to the resonator, with 

the interpolated slope equal to ΔC/C0, where ΔC is the added capacitance from a single fin and 

C0 is the capacitance of the LE resonator without any fins added.  

We also simulated the capacitor part of the LE resonator with COMSOL® Electrostatics 

[31]. In these simulations, fin dimensions were chosen based on SEM micrographs. The 

simulation results were found to be in good agreement with experiment and are included in 

Figure 7.8 (b). The fin dimensions found to result in the best fit are indicated in Fig.7.8. For 

these fits, the fin capacitor length was kept constant at 100 μm (or 50 μm) , the fin height was 

kept constant at 3.55 μm and the thickness was extracted from least square fitting (319 nm for 
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nominally 400nm thick fin and 219nm for nominally 300 nm thick fin).  For these dimensions, 

the fin capacitance per unit length along the fin was found to be ~1.3 fF/μm for 319 nm wide 

fin and 1.8 fF/μm for the 219 nm wide fins. These values are in close agreement with the 

estimates obtained from a parallel plate geometry. In addition, the single-photon internal 

quality factors of one- and six-fins combined with the IDCs as shown in Figure 7.7 are 

determined to be 8.4 x 104 and 1.8 x 105 respectively. Following Ref.[32] and based on 

simulations of capacitance of the combined IDC-fin capacitors, we estimate the single-fin loss 

to be on the order of ~3 x 10-7. This is a promising demonstration of Si fins as an improvement 

over traditional thin-film capacitors  and its potential development into FinMETs . 

 

Figure 7.8: (a) Measured resonant frequency vs the number of fins in each interdigitated 

capacitor. (b) Capacitance ratio vs the number of fins (circles) along with fits (straight 

lines) from COMSOL simulations. Fits in (b) are for 219 and 319 nm thicknesses for 

nominally 300 and 400 nm thick fins, respectively( reproduced from [34] with permission 

from AIP publishing) 
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VII E. Discussion and Summary : 

The use of amorphous-AlOx Josephson junctions for quantum computing transmon 

applications is challenged by frequency allocation, frequency stability, spurious two-level 

states (TLS) and loss issues. In addition, the large size of shunt capacitors required to dilute 

the TLS losses at surfaces and interfaces severely limits the scalability.  

In order to transition to a robust and more scalable technology, a significant effort on the 

front-end is required in order to bootstrap a completely new junction fabrication process and 

device design. To this end, we have proposed and demonstrated one of the necessary elements 

of a new FinMET technology. These include the fin structures needed to develop a more 

scalable system and reduce footprint. Although the fin thicknesses used in this work are not 

low enough to demonstrate tunneling, working low-loss fin capacitors integrated with 

superconductor resonator circuitry have been demonstrated and characterized. Next steps 

include integration of these capacitors with tunnel junctions to form qubits with reduced 

footprint and demonstration of tunnel junctions in the fins to form the proposed FinMET 

device.  

To achieve tunneling through the silicon fins the fin thicknesses need to be approximately 

5-10 nm. Structures of such extreme aspect ratios are on the cutting edge of modern fin 

technologies [22]. Thinning of the fins can then be achieved, by timing an additional wet etch 

and/or subsequent digital etching. The digital etching process is typically achieved by 

oxidizing the Si(111) surface using O2 plasma at room temperature to form an oxide layer that 

is approximately 5-7nm thick. This oxide can then be etched away using HF and the process 
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repeated to achieve the desired fin thickness. The second envisioned process to thin the fin 

involves using atomic layer etching (ALE) with a O2, HF, and Al(CH3)3 chemistry [25]. A final 

wet etch in KOH can then be used to regain the smooth Si(111) surface followed by a HF dip 

to remove any oxides, prior to Al metal deposition. 

The entire process can be also performed using photolithography by using SiNx deposited 

on step edges[24] that can form SiNx masks with similar dimensions. This can result in a more 

reliable wafer-scale fabrication of fin-based qubit devices. 

To deposit the side superconductors, in addition to the process demonstrated, the second 

proposed process flow uses planarization (Fig. 7.5 (b)). This involves removing the SiNx hard 

mask and then depositing a layer of aluminum onto the fins. Back-etching of a subsequent 

resist layer, either by dry etching or chemical mechanical polishing (CMP), can thereafter be 

used to expose the metal at the top of the fin and a wet or dry etch is used to remove the top 

aluminum. Contact pads would then be patterned in a way similar to the previous process flow. 

While this is feasible to demonstrate at the small scale, the importance of these 

developments is that it should be possible to scale up significantly by decreasing the yield 

variation and material defects, based on existing Si-fin infrastructure and expertise in the field. 

In conclusion, in this work, we first propose and outline a new geometry to define Si fin 

based self-aligned superconductor/Si/superconductor trilayer structures to form fin merged 

element transmons (FinMETs). Following this, we successfully fabricate, and measure low-

loss resonators consisting of Al/Si/Al fin capacitors. This also establishes the compatibility of 

this technology with conventional qubit or novel [33] qubit fabrication platforms. Further 

thinning of the Si barrier layer will enable the subsequent realization of FinMET devices. 
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VIII.  Summary and Future Directions 

Semiconductor nanostructures constitute an important path forward to fabricate the 

next generation of electronic, optical and quantum devices. For example, the high aspect ratios 

of such nanostructures can enable scaling, high-density packing and improved electrostatic 

control of electronic transistors, resulting in smaller and more power-efficient devices [1]–[5]. 

The optical and electronic confinement in these nanostructures can also be harnessed for 

efficient light trapping, compact light sources and detectors for integrated photonic devices[6]–

[8] . Finally, semiconductor nanostructures exhibit one-dimensional electron transport [9]–

[11], and can form quantum light sources [12] - thus finding wide applications in building 

quantum nano-electronic devices. 

The wide-scale potential applications of semiconductor nanostructures are primarily 

limited by the ability to fabricate these nanostructures with high enough material qualities, that 

can meet the required benchmarks in terms of electrical and optical performances. To this end, 

this dissertation explored both bottom-up and top-down techniques to fabricate scalable defect-

free nanostructures for a wide variety of applications in low-power electronics and quantum 

devices. Here, by harnessing the advantages of selective area bottom-up growth as well as top-

down lithography, nanostructures of the desired shape, size, electrical and optical properties 

were demonstrated, to satisfy the application in hand. In this regard, going beyond silicon as 

the material of choice is sometimes important since other materials (for example III-V 

semiconductors) can offer vastly superior performances for the desired applications. However, 

this brings in challenges of integration and cost-effectiveness for large-scale production, which 
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remain outstanding problems in the field. Despite this, nanostructures can deliver a clear 

advantage for the next generation of device technologies. In the following paragraphs, both the 

work performed in this thesis as well as some of the outstanding challenges and future 

directions for each project in this dissertation have been summarized.  

A. Project 1 : Confined epitaxial lateral overgrowth (CELO) 

Summary of work done:  The first work in this thesis uses selective area growth (SAG) 

and confined epitaxial lateral overgrowth (CELO) as the primary techniques to build 

nanostructures at pre-defined positions on the sample. For this, primarily III-V semiconductors 

such as indium phosphide (InP), indium arsenide (InAs), indium gallium arsenide (InGaAs) 

and gallium arsenide (GaAs) were explored. Using transmission electron microscopic 

techniques, the facets and defects in horizontal InP CELO nanostructures were first studied. 

Growth conditions (specifically growth temperature, group V/III ratios and template 

orientations) that result in defect-free nanostructures were identified. Subsequently, 

heterostructures and ultra-thin lateral quantum-wells were demonstrated in this geometry and 

low-temperature magneto-transport measurements were performed to extract material 

parameters in these growths. This work provided a comprehensive study of the optimum 

growth conditions and fabrication processes, required to scalable-y build high-quality CELO 

nanostructures. In the future, this can be used for fabricating heterostructure tunnel-junction 

based low-power electronic devices.  

Future directions:  The future work using CELO can have several different directions. 

One of the current major applications of CELO is to aid in the integration of III-V electronic 

and optical devices on silicon [13]–[20]. CELO  has also been explored as an effective tool for 

building integrated photonic devices[17], [19], [20]. To this end, creating defect-free materials 
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is of utmost importance since defects can lower mobilities and also act as recombination 

centers, thus degrading both electronic and optical device performances respectively. Although 

significant progress has been made in this direction, controlling crystal phases (zincblende and 

wurtzite), eliminating dislocations and antiphase defects in small nanostructures remain as 

open challenges for a wide range of III-V materials.  Apart from the challenges in defect and 

crystal facet control, currently the yield of CELO grown devices on a chip still remains low. 

Typically, considerable amount of variations are observed in the template geometries, junction 

lengths and defect densities, which lead to a spread in device performaces. A methodical 

comprehensive study is required to improve this yield, such that densely integrated circuits of 

such CELO devices can be fabricated, networks of such in-plane devices can be grown, and 

basic III-V circuits integrated on silicon can be demonstrated. This is critical to improving the 

usability of CELO for future scalable processes. Finally, one of the most exciting future 

directions in CELO, is to explore other nonconventional materials beyond III-V materials. 

Although there have been efforts to use templates fabricated from non-dielectric materials such 

as tungsten, very few reports of CELO grown non III-V nanostructures exist. Growing oxides, 

Heusler materials or even 2D materials using CELO can lead to very interesting results. The 

greatest advantage in these is that, it significantly reduces the number of post processing steps 

needed to fabricate devices out of the grown materials and that might prove particularly useful 

for materials that are prone to damage from etching processes. 

B. Project 2 : Selective area growth of in-plane nanowires 

Summary of work done:  In the second part of this dissertation , selective area growth of 

in-plane semiconductor nanowires was studied. Such nanowires, in conjunction with s-wave 

superconductors are particularly attractive to study a wide range of one-dimensional electronic 
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transport effects at cryogenic temperatures, with potential applications in fabricating 

topological quantum hardware. First, the reliable growth of such nanostructures using chemical 

beam epitaxy was explored primarily for InP, InAs and InGaAs. The effects of including a 

buffer layer were studied and InP/InGaAs/InP quantum wells in nanowires were demonstrated. 

In addition, in-situ superconductor deposition techniques were developed using shadow 

template fabrication that resulted in high quality interfaces between the semiconductor and 

superconductor. This is crucial to achieving improved proximitized superconducting gaps in 

the semiconductor nanowire and probing the presence of topological quasiparticles in such 

hybrid nanowires. In summary, improvements in the qualities of SAG grown nanowire-

superconductor hybrid nanostructures were demonstrated which can prove critical to exploring 

the physics of low-dimensional and low-temperature behaviors of electrons for future quantum 

hardware.  

Future directions:  Selective area grown in-plane nanowires using  III-V materials have 

been explored widely for quantum electronic devices and optical components such as in-plane 

lasers. However, heterostructures in nanowires with widths in the range of 50-500nm have not 

been extensively explored. The work in this thesis, dealing with heterostructures demonstrates 

that carefully designing multi-layer quantum-wells can vastly improve the electronic and 

optical qualities of these SAG nanowires. More work in growing heterostructures in such 

nanowires is required. In addition, similar to CELO, identifying growth conditions and 

template geometries particularly aimed to improve nucleation, faceting and lowering defects 

in these structures are critical for future heterogeneously integrated SAG devices.  
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C. Project 3 : Superconducting capacitors and transmon devices based on high aspect        

ratio silicon fins 

Summary of work done:  The final part of this thesis explored a top-down lithographical 

approach to fabricate extreme aspect-ratio capacitors using silicon fins and aluminum 

electrodes. Such capacitors can be particularly useful for building high coherence 

superconducting qubits, due to its ability to use low-loss bulk float-zone grown silicon as the 

dielectric material – which can lower the dielectric losses in a qubit. Resonator measurements 

using microwave excitations at millikelvin temperatures were demonstrated that exhibit 

expected capacitor like behaviors from these fins and also a higher quality-factor compared to 

the current planar qubits. TEM measurements also demonstrated the high quality of the 

nanostructures and the successful self-shadowed superconductor deposition technique. 

Future directions:  The future work in this project will involve two parts. First, single fin 

capacitors coupled to a conventional Al/AlOx/Al junction needs to be demonstrated. If these 

devices exhibit a higher coherence time, it will serve as a direct proof to validate the usefulness 

of the improved capacitor design with a lower loss dielectric material. Second, approaches to 

reliably make the fins thinner and approach the tunneling regime need to be explored. In this 

respect digital etching using repeated oxidation and etching of the oxides or atomic layer 

etching techniques can be studied. These two immediate efforts can potentially enable both the 

improving of the coherence times of current superconducting qubits as well as the 

demonstration of the actual fin merged element transmon (FinMET) qubit, that has been 
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proposed in this dissertation. In the future, such approaches to use nanostructured capacitors 

can also be explored for materials beyond silicon. 
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IX. Appendix 

 

IX A. Scanning electron microscopy  

Scanning electron microscopy (SEM) projects and scans a focused beam of electrons 

over a surface. The electron interaction with the sample generally produces  secondary 

electrons, backscattered electrons and X-rays. Secondary electrons (SE) are produced from 

inelastic interactions, when an incident electron excites an electron in the sample and loses 

some of its energy in the process. Back-scattered electrons (BSE) are generated when the 

electrons are elastically scattered and reflected back. BSE signals are dependent on the atomic 

weight of the element and provides Z contrast. These signals are collected by multiple detectors 

and reconstructed to form a real space image of the sample. The interaction volume depends 

on the energy of the electron beam used. Therefore, a higher energy beam penetrates more into 

the sample and images inner depths of the sample. The resolution achievable is usually in the 

range of 10nm with very careful alignment.   

IX B. X-ray diffraction  

X-ray diffraction is ana analytical tool that helps image the reciprocal lattice of a 

crystalline compound and is an invaluable feedback tool for epitaxial growth. The reciprocal 

lattice is very simply the Fourier transform of the real space lattice. The technique of XRD 

involves shooting a beam of X-rays (typically Cu K-alpha wavelength) at a sample and 

measuring the reflection from the elastically scattered beams that constructively or 

destructively interfere. The detectable reciprocal points depend on the structure factor of the 

compound, and the angle of incidence of the X-ray beam for a fixed wavelength and can be 

calculated theoretically through an Ewald sphere construction. One of the most common uses 



 

 198 

for XRD is to determine the lattice parameters of a crystalline (or polycrystalline) compound. 

For ternary or quaternary element this directly provides an insight into the chemical 

composition of the compound and thus acts as a feedback for epitaxial growth. 

IX C. Transmission electron microscopy (TEM) 

 A standard transmission electron micrscopy measurement involves passing an 

accelerated beam of electrons through a very thin sample and measuring the transmitted 

electrons using various detector configurations. In general the a TEM consists of an electron 

gun where the generated electrons are accelerated typically in the range 100-300keV. The two 

most commonly used electron sources are  

(1) Thermionic electron gun : thermionic emission from W or LaB6 crystal when 

heated with an electric current. 

(2) Field emission gun (FEG) where the electrons are extracted from the sharp tip of a 

W needle by applying an electric field. Typically produces electron beams with 

higher coherence. 

Post generation, the electrons are focused by a condenser system that contains a series of 

magnetic lenses and apertures. The beam can be made parallel (for TEM mode) or convergent 

(for scanning TEM) by changing the lens settings. The electron beam then passes through the 

sample which sits in high vacuum in a goniometer stage with precise control of X,Y,Z 

movements along with rotation. Below the sample an objective lens generates the image (of 

both the specimen and the diffraction pattern depending on where it is focused). The image 

can be switched between a bright field and a dark field image by selecting either the central 

beam on the optic axis or particular diffraction beams by using an aperture in the back focal 
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plane of the objective lens. The final image can be viewed on a phosphor viewing screen 

directly or through a CCD camera (and imaged). 

  

Figure 9.1: The optics column of a standard TEM (left) and schematic of ray paths 

(right) (reprinted with permission from [1]).  

Figure 9.2. Schematic diagram of HAADF detector setup along with other detectors 

(image adapted from [2]). 
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For Scanning TEM or STEM, the convergent beam interacts with the sample and generates 

signals which are recorded for each spot and reconstructed into an image. The Bright Field 

(BF) detector detects the beam along the microscope optic axis. The annular dark field (ADF) 

detector is a ring shape detector with collection angles in the range of 10-50 mrad and detects 

electrons scattered into small angles. The high angle annular dark field (HAADF) detector is 

similar to the ADF but detects electrons scattered at higher angles (>50mrad). The HAADF 

detector detects electrons that are mostly from incoherent scattering events and the contrast 

heavily depends on the atomic number (Z) .   

 

 

Figure 9.3 Schematic showing the most important electron-matter interactions 

arising during the interaction of an electron beam with a specimen. If the sample 

thickness is small enough to allow at least a part of the electrons to pass through, 

then certain signals below the sample are observable (image reprinted with 

permission from [1]) 
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When interacting with a thin sample, the convergent electron beam generates a multitude 

of signals. Elastic interactions (no energy loss from electrons into sample) contribute to the 

direct beam with minimal deviation from its path. When an electron interacts strongly with the 

nucleus of the sample atoms, they are scattered much more dramatically. Electrons that scatter 

into the direction from which they arrived are labelled as back scattered electrons. This 

scattering is strongly dependent on the nuclear charge and as a result is dependent on the atomic 

number Z (i.e. heavier elements generate more signal {∝ Z2} and appear brighter as a rule of 

thumb also known as Z contrast). In amorphous compounds with no clear order, incoherent 

scattering occurs. If a crystalline lattice is probed, coherent scattering takes place and Bragg 

diffraction results from constructive or destructive interference from diffracted beams. 

IX D. Energy Dispersive X-ray spectroscopy  

Energy dispersive X-ray spectroscopy (EDX or EDS) is an analytical technique to 

determine elemental composition of a compound. When electron beams interact with a sample 

they produce bremsstrahlung (breaking) radiation and characteristic X-rays. The 

bremsstrahlung process is caused by deceleration of the electrons by the nucleus and the 

subsequent emission of the electron energy as X-rays.  This forms a skewed bell shaped 

background in the detector (low energy X-rays are absorbed in the sample). The characteristic 

X-rays are formed when the incoming electron removes an electron from the inner shell of the 

sample atoms. The vacancy is quickly filled by a higher energy electron from the outer shell 

by emitting X-rays or Auger electrons (by transferring the energy to emit another electron from 

the outer shell). The X-ray emitted has a wavelength that is determined by the energy spacings 

between the shells of the atom and is therefore dependent on the atomic number of the element. 

A crystal spectrometer is used to separate the X-rays into their different wavelengths and the 
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intensities measured by gas proportional counter (or a Si /Ge chip that generates electron-hole 

pairs when the X-rays hit the chip). Thus, a signal intensity vs wavelength plot can be generated 

that contains the ratios of the individual elements of the sample.  A more comprehensive 

discussion can be found on [3]. 

 

IX E. Chemical beam epitaxy (CBE) manipulator maintenance  

The substrate heater for the CBE manipulator shorted resulting in inadequate and  uneven 

heating of the sample block and the inability to reach temepratures above 250-300 C.  

Therefore the manipulator needed to be taken out of the system. The CBE uses PH3 and AsH3 

precursors which are highly toxic compounds. In addition, due to the use of cracked 

phosphorus in the chamber, the cryo-shield and chamber walls are coated with phosphorus, 

  

   

       

     
      

         

       
     

               

Figure 9.4 : (A) the CBE manipulator (B) the ceramic shielding on the heater wire (C) 

shielding around the heater wire (D) The wire heater that buckled and shorted (E)  

Ceramic on top of the heater wire. 
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which is inflammable in contact with oxygen. To vent the system safely, the chamber was 

baked to about 130°C for over a week to get most of the deposition out of the walls. During 

chamber vents, a gas mask needs to be worn which is maintained at a high positive pressure 

with air being pumped through gas lines from an external room. During the vent, the chamber 

is first vented with nitrogen and kept vented for a few hours. Thereafter the manipulator was 

taken out, and the ports blanked. The exact point of the short was not clearly understood but a 

new Ta wire was coiled against a  jig to make a new heater and installed carefully. Extra 

ceramic shieldings were installed to ensure lower chances of shorting. Then the manipulator 

was reassembled and put back into the chamber. The chamber was thereafter baked for almost 

two weeks till it reached a low base pressure.   

9f. Reflection high energy electron diffraction (RHEED) 

RHEED refers to reflection high energy electron diffraction. In MBE or CBE, RHEED can 

be used as a real time monitoring for the growth. It involves a high energy beam of electrons 

in the range 5-40keV reflecting off the surface of the growing sample at glancing incidence (1-

3°). The de Broglie wavelength of these electrons is in the range 0.17-0.06A and the beam only 

samples the first few atomic layers of the sample. Using kinematic diffraction analysis of the 

Figure 9.5 : (A) the CBE system (B) CBE gas cabinet (left) and control electronics racks 

(right) 
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incident beam and its interaction with the sample reciprocal space one can map the surface unit 

cell of the sample.  

Kinematic theory of diffraction can be described as follows. Since the absolute magnitude 

of atomic amplitudes of scattering of electrons is very small, the intensities of the scattered 

beam will, in the presence of a limited number of scattering centers (atoms), be small compared 

with the intensity of the primary beam. Thus, it is possible to ignore the loss of energy of the 

primary beam in the course of its "expenditure" in the formation of coherently scattered 

radiation. One may also ignore the coherent scattering of secondary beams, which, acting in 

their tum as primary beams, give rise to new diffracted beams, and so on. As the volume of 

coherent scattering increases, i.e., the number of scattering centers increases, the intensities of 

the secondary beams will increase, and the description of the processes taking place must be 

based on the dynamical theory of scattering. In this theory, energy interrelationships are taken 

into account and, generally speaking, all beams are taken as qualitatively equivalent to the 

primary beam and to one another [4].  

For a lattice with real space lattices of sizes a,b, c, the reciprocal space is defined by vectoes 

𝑎∗ =
2𝜋ℎ

𝑎
 , 𝑏∗ =

2𝜋ℎ

𝑏
 and 𝑐∗ =

2𝜋ℎ

𝑐
. Each point in the reciprocal space is characterized by a 

vector 
2

2𝜋
= 𝐺 = ℎ𝑎∗ + 𝑘𝑏∗ + 𝑙𝑐∗ having its origin at the point (0,0,0). For orthogonal unit 

cells, the condition for diffraction by a crystal are given by 𝑠 = 2𝜋𝐺 ; 𝑘 = 𝑘0 + 𝑠 = 𝑘0 + 2𝜋𝐺. 

For any given position of the crystal, the intersection of these points on the reciprocal space 

with the Ewald sphere (incident beam in reciprocal space) gives rise to a detectable reciprocal 

space point. The Ewald sphere has a radius of 
1

𝜆
.  

X-ray diffraction has a wavelength (Cu K-𝛼) of approximately 1-2A, which is comparable 

to unit cell distances (5-10A). Therefore, the Ewald sphere only cuts a few of the reciprocal 
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space points and a limited number of peaks are visible. In electron diffraction, the wavelengths 

are in the order of 0.05A. Therefore, in the reciprocal space, the Ewald sphere radius is large 

and appears almost flat with respect to the unit cell reciprocal space points. As a result most 

points become visible and the resulting pattern is almost a section of the reciprocal lattice. The 

following are some examples of the unit cell and their reciprocal lattices.  

Using the Bragg equation, the distance between the  sample and the RHEED screen and 

the crystal structure, one can calculate the atom periodicities in the solid surface region by 

measuring the diffraction spot spacings.  

For diffraction on smooth surfaces, RHEED patterns usually consist of streaks. When the 

uppermost crystal layer is considered as the layer that the electron beam interacts with, it is 

essentially a 2D layer where the reciprocal space is represented by rods in a direction normal 

to the surface. Th intersection of the Ewald sphere and the rods happen along their length, 

resulting in streaks instead of dots. Thus, RHEED gives a direct insight into solid surfaces. 

The surface of a solid is always different  from the bulk material due to rearrangements of 

atoms on the surface. Surfaces can rearrange into symmetric patterns. A (m x n) reconstruction 

for a crystalline material for example GaAs (100) typically refers to a unit mesh that is m x n 

times larger than the underlying bulk structure. Such surfaces may be centered referred to as 

c(m x n) (such as c(2x8)) or rotated with respect to the principal axes of the underlying bulk 

and then indicated by the rotation angle such as (√19𝑥√19)𝑅23.4°.  
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