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Unsupervised Anomaly Detection in Daily WAN
Traffic Patterns

Scott Campbell, Mariam Kiran, and Fatema Bannat Wala

Energy Sciences Network (ESnet),
Lawrence Berkeley National Laboratory,
Berkeley, CA, USA

(scottc,mkiran,fatemabw)@es.net

Abstract. Growth in large-scale experiments using high capacity re-
liable networking as part of their design is creating a need for better
monitoring and analysis of observed traffic. Network providers need in-
telligent solutions that can help quickly identify and understand anoma-
lous behaviors at the network edge, allowing reactions to unexpected
traffic or attacks on facilities and their peerings. However, due to lack
of labeled data in network traffic analysis and user diversity, we intro-
duce novel methods that process very large network datasets quickly for
outlier identification.

In this paper, we leverage artificial intelligence (AI), network research,
and edge computing to collect and train unsupervised classification algo-
rithms using streaming data pipelines from multiple months of network
flow records. Once trained, individual classifiers quickly observe and flag
alerts in hourly behaviors. Our work describes building the data pipeline
as well as addressing issues of false positives and workflow integration.

Keywords: network anomaly detection, NetFlow Data, unsupervised
clustering methods, K-means, Gaussian Mixture Models

1 Introduction

Large experimental facilities, with their high-speed networks and traffic produc-
tion rates, face enormous data movement challenges in supporting distributed
science workflows. In these wide area networks (WANSs), service providers need
reliable solutions that can help quickly identify and understand anomalous be-
haviors at the network edge in near real-time, raising alarms and identifying
unexpected attacks [3]. Many traditional approaches used in the security com-
munity for quickly identifying anomalous behaviors in a large wide area network
designed for big data flows, relies on either performance metrics collected from
tools like perfSONAR [9] or characterizing data volume observed in a particular
period [19]. There is a need to develop efficient ways in which anomalous behav-
iors can be recognized quickly in large data volumes in near real-time based on
the WAN network traffic patterns and high packet flow rates.
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Network traffic classification has been extensively studied over the years [23],
but classifying flows based on their behaviors, applications, and quality of ser-
vice is a formidable task. Machine learning solutions can automate some of these
efforts and find patterns to classify ‘normal’ versus ‘abnormal’ behaviors, pro-
viding some insight to security professionals in identifying potential network
threats. Most network intrusion detection systems (NIDS) use flow statistics
and features to build outlier detection algorithms, such as using random forest
trees [24], fingerprinting [17], and behavioral comparisons. These rely on an of-
fline analysis of large network traces (or network flow data) by using clustering
to group similar flows together. For example, in studying network traffic entropy
[20] found varying patterns of inbound and outbound traffic on weekdays versus
weekends on real internet service providers (ISPs). Similar characteristics could
be identified in common host connections, flow sizes, and topology used.

Identifying behavior patterns among hosts and how they connect to various
endpoints is a common preliminary approach for anomaly detection in network
communications [6]. Various dedicated solutions focus on identifying important
features such as packet payload, port numbers, protocols [8] [21], and classifi-
cation techniques to help identify potential threats [25]. However, the lack of
labeled data sets makes it difficult for one to cluster results without knowing
what each of the classes represents and measure the accuracy of classifiers where
minimal information is available [12].

In this paper, we propose to explore unsupervised network traffic classifica-
tion information, based on K-means and Gaussian methods, to address the issues
of unsupervised machine learning for WAN-security. We develop novel methods
to recognize anomalies in each method, by estimating how far the data point is
from each cluster and density information. Specifically, our major contributions
are as follows:

— We propose a novel anomaly finding approach that works with unsupervised
clusters to identify potential outliers. With K-means we calculate the furthest
data point from all clusters and in Gaussian models, we calculate the least
density of data points in each cluster.

— We provide a detailed analysis of two classification techniques - K-means
and Gaussian Mixture Models (GMM), used for the benefit of network traffic
classification. We observed that feature selection affects the anomalies found.

— Our analysis is done on 3 real WAN data centers from January to May 2020,
where we study weekend, weekday traffic patterns.

— We built an extremely efficient data pipeline by pre-processing data for
the machine learning algorithms to use, offline training of the clusters, and
online-anomaly detection.

The rest of the paper is organized as follows: Section 2 describes the back-
ground and literature review, Section 3 describes the key points and the moti-
vation for this work. Section 4 provides the details on the overall methodology
conducted, the data sets used, the feature extraction and the machine learning
approaches explored. Section 5 gives the details of the primary analysis con-
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ducted for data set visualization. Section 6 illustrates the findings and results.
Finally, Section 7 presents the discussion and conclusion of the research.

2 Related Work

Understanding network behavior patterns are crucial to network management
and security tasks. Network traffic classification research has developed many ap-
proaches using statistical, supervised, and unsupervised machine learning tech-
niques to categorize traffic patterns to understand activity across site endpoints,
hours, days, and months.

Understanding security incidents is a classical challenge in network research.
However, processing large amounts of network flow capture in meaningful time
is itself a formidable challenge. Researchers have provided some solutions such
as summary tools for identifying distributions of packet features (IP addresses
and ports) [14], detecting volume surges, or changes in origin-destination [13] to
help isolate anomalies or flow arrival time and packet types [17]. Techniques from
statistical or machine learning solutions have been extensively provided to help
summarize ‘normal’ and ‘abnormal’ traffic behaviors, but often are designed for
specific data sets and network environments [1]. With the growing complexity
of networks and devices themselves, network service providers need intelligent
solutions that can quickly identify and understand anomalous behaviors at the
network edge, raising alarms to prevent unexpected network attacks on their
sites or peerings.

Networks sample packets using monitoring tools, extracting features that
describe the behavior [16] [18]. Feature selection can play a significant role in
the anomalies identified [22] [10]. Most current work maps traffic profiles to
applications or protocols used [21]. Others have used machine learning to find
day and night patterns to identify potential DDOS attacks, but in all cases, lack
of labeled data makes it difficult to assess the accuracy of the results [7], [8],
[11].

Recent methods used Gaussian Mixture Models to characterize NetFlow data
into two categories elephant and mice flows [11], but showed that flow charac-
teristics differ across the sites involved. Deep learning approaches have achieved
accuracy of up to 96% for clustering [15], but require labeled data.

Compared to current solutions, this paper provides an end-to-end solution for
identifying anomalous traffic patterns from multiple sites and leverages unsuper-
vised machine learning algorithms to help raise alarms. Our work builds a data
pipeline from individual NetFlow recorders, processes these as quick Splunk data
summaries and runs machine learning code to identify potential anomalies. We
also perform offline training and online detection using techniques - K-means,
Gaussian Mixture Models - to show how the classifiers show different perfor-
mances.
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3 Key Points and Motivation

This section discusses our assumptions and study motivation.

3.1 Assumptions

Our goal is to build lightweight classifiers that will identify potential anomalies in
network traffic. We take one hour blocks of sampled NetFlow records and apply
statistical and counting measurements as summaries to feed to the classifiers.
Our work relies on the following assumptions:

— Building ‘normal’ behavior classifiers. Deviations from normal traffic
behaviors or stable measurements can be identified and are interesting to
both the network engineering and security groups because of their unusual
characteristics. These deviations are identified via testing against models
trained with traffic observed from normal situations. Examples of deviations
might be bursts of new addresses or ports (both in or out of a site) as well as
more subtle changes like the shape of data measurements. How we identify
these is to a large degree the motivation for this work. Due to the lack of
labeled data and a diverse set of users, we base our approaches on [14] where
using summarizing techniques we will create hourly patterns to train our
classifier as normal behaviors

— Hourly summaries can help identify morning and afternoon pat-
terns. This assumption relies on the hypothesis that network usage differs
during regular working hours when the users are expected to be more vig-
ilant versus hours in the evening. Since our data sets primarily consist of
the research-based WAN network traffic, the chances of observing distinct
patterns in the hourly summaries in our training data sets are low.

— Offline training for classifiers. We expect to be able to train the classifier
using unsupervised clustering methods (mainly K-means and GMM) using a
data set known to exhibit normal network traffic patterns. Hence, once the
classifier learns what the normal traffic behavior looks like, it can then decide
if a given test data set exhibits normal patterns or if it contains anomalous
behavior.

— Online access to the trained clusters to find patterns on the fly. We
expect that once the classifier is trained offline using the datasets known to
have normal traffic patterns, it can then be used in near real-time to detect
a given pattern exhibiting any abnormal behavior on-the-fly. The classifier
then assesses how far the given test pattern falls from the normal clusters
within a given threshold.

3.2 Intuition behind our methods

Research WANs versus Commodity WANSs. For the initial experiment,
we chose a dataset based on network traffic from the DOE Open Science HPC
Facilities. We illustrate our approach with real NetFlow traffic traces from a DOE
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research WAN (ESnet, www.es.net), across 3 data centers between the months
of January and May 2020. The expectation is that the traffic profile for these
facilities will have less interactive human activity (such as web browsing) which
exhibits a strong diurnal weekday pattern [2], and a far greater proportion of
long duration, high volume data transfers than would be expected in Commodity
traffic [4].

Network traffic monitoring tools. Traffic traces are collected via tools
such as Simple Network Management Protocol (SNMP), sflow, and Netflow.
Some (like SNMP) can be used to collect time-stamped information on CPU,
memory utilization, and interface counters at end-points. Sflow and NetFlow
records provide a local router view and provide details of fine-grained traffic
view including key features such as protocols (e.g. TCP, UDP, etc), interfaces,
source, and destination IP addresses and even flow speeds [5].

Unsupervised clustering methods for anomaly finding. ESnet has a
unique perspective with regard to the behavior of network traffic in and around
large multiuser facilities. Anomaly detection in data sets can be used for both
security as well as traffic engineering. The selection of data sources is dedicated
high-performance computing within three large scale office of science computing
sites named Site-1, Site-2, and Site-3 for paper anonymity.

3.3 Unsupervised clustering algorithms

In this section, we review the clustering algorithms we use to build our classi-
fiers for unlabelled traffic data. In particular, reviewing K-means and Gaussian
mixture models.

K-means Clustering technique. Given a set of data blobs, the K-means
algorithm can quickly label these into clusters such a way to closely match rel-
evant data points together. This is calculated based on iterations of distances
between the clusters to form circular shapes.

Why is this good? K-means is a good approach to explain how data sets
with seemingly unrelated features can be grouped, just based on their empirical
distances.

Gaussian Mixture Models (GMMs). Gaussian mixture models work to
find multi-dimensional Gaussian probability distributions that best fit training
data. Based on calculating density estimation and probability that a data point
belongs to a cluster, this method works well to generalize non-uniform data.

Why is this good? In K-means, there is no intrinsic probability measure or
uncertainty in the clusters. GMMs are better to characterize different shapes of
the data which do not exist as clear circles.

4 Methodology

We propose to develop an end-to-end traffic classification mechanism that will
work in three phases (Fig. 1): First, the Trace collection phase uses data pipelines
that create hourly summaries of NetFlow records for each site from the routers.
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Offline Learning phase

Feature Feature
Extraction Discretization

Clusters
formed

Splunk Data Hourly
Analysis construction

Trace collection phase

Classification
results

. (Anomaly
Anomalies  recognized)
Online Anomaly ~ listed

Prediction phase

Clustering
Predictor

Fig. 1: Overall methodology of recognizing anomalies in Netflow characteristics.

Second, an offline learning phase will use clustering methods to group similar
traffic flows together. To verify this behavior we will divide our data into training
and test data and compare the results found by the classifier. And lastly, we will
deploy these classifiers with the pipelines to perform online clustering as data is
collected. We use 3 data centers as we anticipate different traffic patterns.

4.1 Trace collection: Building Streaming Data Pipelines

Phase one consists of trace collection and data reduction. ESnet sees, in aggre-
gate, between 20-50 million net flow records per hour on average which follow
a classic weekday, diurnal pattern. As shown in Fig. 2, this data is gathered
through a set of flow collectors and sent to a splunk instance which indexes and
stores the records in a performant searchable format. Flow data at ESnet is sam-
pled at 1:1000 before being sent to a collection which plays an important role in
the type of analysis that is possible. Values that can be approximated by large
sample sets work well, but exact enumerations are not possible. For example,
looking at the exact number of packets to port 80/tcp, or if a specific IP has
been seen are not possible with sparsely sampled data, but estimating the ratio
of 80/tcp vs. 443 /tcp is possible.

To analyze the classification techniques we used data sets from three DOE
data center sites, we will be referencing them as Site 1, Site 2, and Site 3 in this
paper. For this, the raw data is filtered for site Autonomous System Number and
or network subnet to define a site or region of interest. In an effort to reduce the
effects of random scanning and background noise/radiation an additional filter
was imposed which removed records containing less than 64 bytes.

This filtering reduces the data volume down to around 1.3 million records
per hour. The data summary process walks through this data, breaks it into one-
hour blocks, and generates a set of summary statistics based on counting and
heuristics for each block. The reduction in data volume for the summary data
set (millions of flow records down to one set of statistical/count measurements)
lets us process large windows of data for the model building and comparison in
very little time.
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Fig. 2: Workflow for data analysis.
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Data summary consists of the one-hour measurement blocks, features con-
cerning byte counts, packet counts, unique server IP, and unique server port
are broken out into direction (inbound vs. outbound) as well as protocol (TCP,
UDP, and ICMP). The standard deviation for byte and packet counts are bro-
ken out similarly. Flow records are combined based on the heuristic that the
lowest port represents the service which is based on the classic fixed service port
and ephemeral client-side port. This is not always true in terms of dynamically
generated services and data transfers (for example Globus GridF'TP), but since
we are looking at aggregate behavior across a large number of sessions these
ephemeral services should average out.

A feature is a property of a data sample, where average, mean, median, and
standard deviation can also be features. Unsupervised feature extraction helps
identify patterns from features in trace data.

Type of feature Feature description

Byte Count (TCP, UDP, ICMP) Integer
Packet Count Inbound (TCP, UDP, ICMP) Integer
Packet Count Outbound (TCP, UDP, ICMP) Integer
Std Dev Bytes Inbound (TCP, UDP, ICMP) Float
Std Dev Bytes Outbound (TCP, UDP, ICMP) Float
Std Dev Packets Inbound (TCP, UDP, ICMP) Float
Std Dev Packets Outbound (TCP, UDP, ICMP) Float
Unique Server IP Inbound recorded this hour Integer
Unique Server IP Outbound recorded this hour Integer
Unique Server Port Inbound recorded this hour Integer
Unique Server Port Outbound recorded this hour Integer

Hour date-hour

Weekday date-wday

Table 1: Features unsupervised clustering from hourly NetFlow summaries.
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Fig. 3: Traffic Distribution across all sites in months Jan-May 2020.

Training and Test data. We use January and February 2020 data as training
data, and March-May 2020 as test data. The TCP, UDP, and ICMP patterns
are shown in Fig. 3 over the 5 months.

4.2 Offline Learning in Classifiers

For phase two, we use K-means and GMM methods to train our classifiers into
unsupervised clustering methods. Fig. 4 shows how the clusters are formed on
training data. The test data is then grouped into one of the clusters.

4.3 Online Anomaly Finding

In phase three, we use K-means and GMM models to perform anomaly findings.
Because of the lack of labeled data, we cannot specifically identify an anomaly
unless all anomalies are grouped in particular clusters. To counter this, we define
an anomaly that falls far from the ‘normal’ behavior in the training data sets.
This is calculated in each clustering technique separately as shown in Equations
1, 2. We calculate an anomaly based on how far the data point is from the cen-
troid and the density of the cluster. K-means assumes circular clusters, where we
calculate centroid and radius of the original clusters. In GMM, we use Gaussian
distribution to calculate the probability of each data point and list the least
probability as a possible anomaly.
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Training Data

GMM Clustered Data

Fig.4: Calculating anomalies based on how far the point is from the cluster.

In K-means, we can calculate the distance to each cluster by,

n

7=

j=11i=1

. 2
) (1)

where clusters of k£ groups can assign data points based on the euclidean
distance function. The higher the distance from all clusters, the higher the prob-
ability of the data point to be anomalous.

For calculating anomalies with GMMSs, we use the expectation and maxi-
mization method to calculate the probabilities of a data point belonging to a
cluster. This probability can be defined as,

W0 9i(@)e; 9
! Zf_l gl(x)ﬁbl ( )

where g;(x) represents the multivariate Gaussian of each cluster and ¢; rep-
resents the prior probabilities. These can be printed out to denote an average
probability that they belong to a cluster. We use a threshold of -0.5 to denote
that this is a very low probability that the data point belongs to a cluster and
label these as anomalies.

5 Preliminary Analysis

We visualize the data using PCA (Principal Component Analysis) and t-SNE
(t-Distributed Stochastic Neighbor Embedding) to represent a high-dimensional
dataset (38 features, shown in Table 1) in a low-dimensional space of 2,3 dimen-
sions. Fig. 5 shows the Site-1, Site-2 and Site-3 divided into training and test
visuals. The sub-figures show different behaviors in the months, particularly in
test data, impacted with COVID-19 work changes.
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In contrast to PCA which simply maximizes the variance, t-SNE creates
a reduced feature space where similar samples are modeled by nearby points
and dissimilar samples are modeled by distant points with high probability. We
got optimum results and the KL divergence was minimum for the 3 dimensions
reduction (n=3) of the original data set with t-SNE algorithm with perplexity
= 40 and 300 iterations. For Site-3 we see a tight clustering for weekdays, but
from March-May’20, it shows a diverse traffic profile in Fig. 5, showing that the
profile does change and would be picked up as anomalous.

ne-3d-three
N U
ne-3d-three

-4 5

ne-3d-three

]

(c) Site-3

Fig.5: TSNE visualization of Training vs Test Data of all Sites.

6 Experimental Results and Discussions

6.1 Silhouette analysis for Optimal Clustering

We perform a silhouette analysis to study the optimal number of clusters in
the training and test data sets. This informs the unsupervised clustering results.
Fig. 6 shows these measures of how close each point is in one cluster to points
in neighboring clusters with the maximum value gives the optimum number of
clusters. We find that optimal clusters in Site-1 are 3, Site-2 and Site-3 is 2 for
training. We also performed a similar analysis for test data, showing that there

is considerable variability in characteristics.
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Fig. 6: Silhouette analysis to gain optimal clusters in the data.

6.2 Clustering Weekdays and Weekends in Training Data
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Fig. 7: Listing weekdays recognized in each cluster in Site-1
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(a) K-means on Training Data. (b) GMM on Training Data.

Fig. 8: Listing weekdays recognized in each cluster in Site-2

We listed how the days were being recognized in each of the clusters. Fig. 7
shows that K-means and GMM both cluster data differently and there are no
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Fig. 9: Listing weekdays recognized in each cluster in Site-3.

distinct patterns between the weekdays. Comparatively in Fig.s 8 and 9, we do
find that there are individual clusters that can identify specific days of the week
such as Tuesdays in Cluster 0 in Site-2, and Saturdays in Cluster 1 in Site-3.
However, since these also appear in other clusters, it is difficult to run test data
and measure this assumption. This shows that the clusters selected in training
data are insufficient to recognize individual days in the test data across all sites.

6.3 Identifying Outliers in Test Data

Fig. 10 shows the representation of the test data sets with the training data
clusters based on K-means and GMM results. In Fig. 10b, we witness that some
behaviors in April and May are recognized as anomalies. As GMM calculates
anomalies based on ellipsoid density, it recognizes lesser anomalies that K-means
which uses only centroids and cluster density to calculate anomaly boundaries.
In Fig. 10d, most of the March and May data sets are recognized as anomalous
behaviors, in Fig. 10f, nearly all March and May are recognized as anomalies.

The results are summarized in Fig. 11 which shows total anomalies in each
site’s behavior. GMM is able to recognize fewer anomalies and we know from
background information that there were no anomalies recorded in the real dataset.
This is an unsupervised technique that lists how many records fall outside the
common clusters formed in the training data sets, and because the behavior
patterns changed in the months of March onwards these fall outside the clusters
formed.

6.4 Impact of Selected Feature Discretization using Domain
Knowledge

Feature discretization takes a subset of features (knowledge-informed) in the
data summary object for training and testing rather than the entire object. This
not only gives a much better focus on the type of anomaly to look for, but also
allows the analyst to better understand what specifically has changed in testing.

Specific feature selection is typically driven by the combination of fields that
contain data related to the characteristic to measure and are informed by feed-
back from a domain expert. Individual fields are defined in Table 1 and can
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be categorized into data volume (bytes and packets), connections (host, port,
direction), and descriptive statistics of the data volume. An example would be
the count of unique outbound network addresses. This can be captured by the
features: ‘ServIPOut’ (for TCP, UDP, ICMP). A more complex example might
have many more fields. Training and test groups are generated using the same
ratios as for K-means and GMM.

Train Data @ Train Centroid
0.6
Test Data & Test Centroid

= TrainOutliers & Test Outliers

0.4

0.2

PCA2

Fig. 12: Feature discritization sample showing training (blue), test (orange) data.

Training data is normalized via MinMax to prevent biases in clustering from
large values, then data dimensionality is further reduced via PCA. After running
through GMM we end up with a set of matrices that hold (amongst other things)
labels for cluster assignment as well as predict the posterior probability of each
data point. Since cluster assignment is driven by the probability that a data
point belongs to a cluster, a simple threshold test can be used to identify low
likelihood events.

Outlier detection. Represented graphically, a 2D view of train and test
clusters can be seen in Fig. 12. Here training data is in blue diamonds and test
data in orange circles. The usual color per cluster is not used here since we are
looking at the probability of assignment to any cluster rather than the actual
cluster membership. Outliers for test data are in red triangles and for complete-
ness outliers in the training data, are in green squares. As mentioned above,
outliers identify when the assignment probability returned by GMM clustering
is below a threshold. More detailed information about Fig. 12 will be found in
the next section.

Addressing Field decomposition. Knowing that there are outlier ele-
ments in the test data can be informative - in this case, we can identify the
outliers as outgoing IP services since both the x-axis (PCA-1) and y-axis (PCA-
2) are composed of these features. To get greater details it is necessary to examine
the PCA eigenvectors in more detail.
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index: [‘ServIPOut: 1’, ‘ServIPOut: 6, ‘ServIPOut: 17°]

X: eigenvalue: 0.035 percent: 0.5484 coeff: [-0.979 -0.188 -0

Y: eigenvalue: 0.022 percent: 0.3407 coeff: [-0.085 0.047 O
residual percent: 0.11081

Here ‘ServIPOut: 17, ‘ServIPOut: 6, ‘ServIPOut: 17’ represent the count of
unique external destination addresses during the 1 hour sample window. In terms
of how they relate to the coordinate PCA axis seen in Fig. 12 we look at the set
of weights or coefficients assigned to each component eigenvector in the figure.
The text above defines the various weights assigned for each of the values, so in
this case we can see that the singular majority of the x-axis (first component) is
ICMP (-0.979) and the y-axis is UDP (0.995).

The outlier test data centroid around x=0.85 is an interesting artifact worth
understanding. The outlier test data represents two individual UDP scans that
happened in the same week in late April directed at Site-1. Examining the orig-
inal flow data we see two reasons why this ended up in the data. First, the byte
sizes for the per packet scanning was above the threshold which defined back-
ground radiation described in Section 4.1 . Second, the number of addresses and
destination ports covered in the scan was 2-3x larger than what is typically seen
in scanning during the training period.

In order to automate the analysis of traffic data, we look at the set of assign-
ment probabilities returned from the training model. Looking at average and
variance for the set provides a naive measurement of how good the model fits
the test data in a general sense, while skewness and kurtosis provide a measure
of asymmetry and the presence of outliers from a normal distribution.

7 Conclusions

In this paper, we analyzed traffic profiles and used these to predict anomalous
traffic patterns. In security research, we assume that daily patterns are enough
to recognize anomalous behaviors as we classify based on the hour of the day.
However, with the changes in COVID working patterns, this assumption did not
hold as most behaviors in the test data were labeled as anomalies, even when
they were not.

Further our unsupervised clustering technique proved useful to find outliers
in unlabelled data sets. GMM was able to provide better results than K-means
which assumed a more uniform circular pattern of characteristic profiles, finding
more false anomalies.

In the future, we will be deploying additional online classifiers to collect
anomalies at each site’s edge. Further, these techniques will be adapted to work
with lower-level granular data. For example to find the reasons why certain data
points are considered outliers such as a new site appearing or a unique transfer
size which has never been done before. Our results show the potential to be
deployed across many other ESnet network peerings and points of presence in
DOE.
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