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Abstract: 

Several aspects of the photoinduced electron transfer (ET) reaction between 

coumarin 314 (C314) and N,N-dimethylaniline  (DMA) at the water/DMA interface are 

investigated by molecular dynamics simulations. New DMA and water/DMA potential 

energy surfaces are developed and used to characterize the neat water/DMA interface. 

The adsorption free energy, the rotational dynamics and the solvation dynamics of C314 

at the liquid/liquid interface are investigated and are generally in reasonable agreement 

with available experimental data. The solvent free energy curves for the ET reaction 

between excited C314 and DMA molecules are calculated and compared with those 

calculated for a simple point charge model of the solute. It is found that the 

reorganization free energy is very small when the full molecular description of the solute 

is taken into account. An estimate of the ET rate constant is in reasonable agreement with 

experiment. Our calculations suggest that the polarity of the surface “reported” by the 

solute, as reflected by solvation dynamics and the reorganization free energy, is strongly 

solute-dependent. 

Keywords: molecular dynamics simulations, reorganization free energy, solvation 

dynamics 
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I. INTRODUCTION 

Understanding electron transfer (ET) at the interface between two immiscible 

electrolyte solutions (IES) is of fundamental importance in electrochemistry,1-7 solar 

energy conversion and ”artificial photosynthesis,”8-9 and phase transfer catalysis,10-12 and 

may also be relevant to understanding biological processes at membrane interfaces and in 

DNA environments.13 The experimental study of ET at IES has a long history,2 but up 

until recently, measurements of electron transfer rates have mainly utilized conventional 

electrochemical methods, where the interface was under potentiostatic control.2, 14 These 

measurements suffer from several drawbacks, including an inability to clearly distinguish 

between electron and ion transfer, a narrow potential window, distortion due to charging 

current, and large resistivity of the organic phase. These drawbacks limit the number of 

experimental systems that can be studied, and thus very few reliable rate constants have 

been reported. In recent years, there has been a surge in experimental activity due to the 

employment of new methods in which the above drawbacks can be minimized or 

controlled. This includes scanning electrochemical microscopy (SECM),15-26 thin-layer 

cyclic voltammetry,27-28  and spectro-electrochemical methods (some utilizing recent 

advances in non-linear optics).5-6, 29-44  
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In the SECM technique, the ability to widen the potential window significantly 

(because there is typically no need for supporting electrolytes in the two phases) 

increases the range of the driving force (−ΔGrxn) for the ET at IES and has thus recently 

enabled the observation of the Marcus inverted region and a reliable determination of the 

reorganization free energy.16, 19, 25, 45-46  

Spectroelectrochemical methods have been used in recent years to study fast 

photoinduced electron transfer (PET) at the liquid/liquid (L/L) interface.32-36, 47 Of 

particular importance is extending to the L/L interface the idea of using a solvent, such as 

N,N-dimethylaniline  (DMA) as an electron donor.37, 48-51 The advantage of this approach 

is that complications due to ion transfer across the interface and to diffusion are removed. 

Recently, several studies of PET between coumarin dyes and electron-donating solvents 

in micelles, reverse micelles, at the surface of proteins and in nanocavities have 

demonstrated ultrafast electron transfer that is faster than solvation due to the close 

proximity of the redox pair. These experiments have provided additional examples of the 

existence of the Marcus inverted region at liquid interfacial systems.38-44, 52 

There have only been a few theoretical studies of ET at L/L interfaces. Most have 

utilized continuum electrostatic models to compute the reorganization free energy and the 

activation free energy.1, 53-54 A theory of the rate constant for ET in the case when one 

reactant is in the aqueous phase and the other in the organic phase was developed by 

Marcus55-56 and applied to the reaction between the Fe(CN)

€ 

6
4− / 3−  couple in water and the 

Lu(PC)

€ 

2
+ / 2+ (hexacyanoferrate-lutetium biphthalocyanine) couple in 1,2-dichloroethane 

(DCE). The theory has also been applied to ET at the solution-semiconductor interface.57-

58 Tavernier et al used a continuum electrostatic model to calculate the reorganization free 
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energy and the reaction free energy for a redox pair at the surface of model spherical 

micelles.59 Recently, a phenomenological thermodynamic approach based on partial 

desolvation of ions at interfaces has been used to estimate the activation free energy for 

two different reactions, assuming either a sharp boundary model60 or a diffuse model for 

the interface structure.61 

 We used molecular dynamics simulations and the umbrella biasing technique 

developed by Warshel62 to calculate the reorganization free energy for ET at a model L/L 

interface63 and at the water/DCE interface64 in order to assess the accuracy of the 

continuum electrostatic model. While the agreement was found to be reasonable, the 

continuum model is quite sensitive to the value of the ion cavity size and the location of 

the redox couple at the interface, neither of which is typically known. 

In this paper we examine theoretically several aspects of the photoinduced 

electron transfer reaction at the water/DMA interface studied by Eisenthal and coworkers 

using pump-(non-linear response) probe experiments.37, 51 In the experiment schematically 

described in Fig. 1,  a 423 nm photon excites coumarin 314 (C314) adsorbed at the 

water/DMA interface. The electron transfer from an interfacial DMA molecule to the 

excited state coumarin (C314*) produces an interfacial radical ion pair (

€ 

DMA+• /C314−• ), 

which may recombine to form the ground state molecules by a back electron transfer 

(BET) or remain as a contact or solvent-separated ion pair. The ET reaction was first 

monitored37 by following the Second Harmonic Generation (SHG) probe signal resonant 

with the C314 

€ 

S0 →S1 transition giving a forward ET time constant of 14 ± 2 ps, or by 

following the SHG signal resonant with an electronic transition in the DMA radical 

cation giving a time constant of 16 ± 3 ps. More recently51, an experiment using a Sum 
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Frequency Generation (SFG) probe resonant with the C=O vibrational frequency in C314 

gave a similar time constant of 16 ±2 ps. This time constant represents ET rate that is 

(surprisingly) twice as fast as the reaction of C153 in bulk DMA (expected to be similar 

to that of the rate for C314). This was attributed51 to the water/DMA interface being less 

polar than bulk DMA, because the reorganization free energy and, correspondingly, the 

activation free energy should be smaller in a less polar medium. The lower polarity of the 

interface relative to bulk DMA was suggested by the observation that the surface SHG 

spectrum of C314 is shifted to the blue relative to the UV spectrum of C314 in bulk 

DMA and in bulk water.51 This is a counterintuitive result, as typically the polarity of the 

interface tends to lie between the polarity of two bulk phases.65-66 
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Figure 1. A schematic representation of the states involved in the electron transfer (ET) 

and back electron transfer (BET) processes. A 423 nm photon excites coumarin 314 

(C314) adsorbed at the water/ N,N-dimethylaniline  (DMA) interface. The electron 
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transfer produces the interfacial ion pair, which may recombine to give the ground state 

molecules. λ is the reorganization free energy for the reactants' state. 

 

 
This experiment raises several important questions that have yet to be addressed for ET at 

liquids interfaces. To facilitate this discussion, it is useful to have in mind the following 

simple expression for the ET rate constant, which is an effective first-order formula 

applicable to the photoinduced experiment that measures the recovery of the SHG signal 

(or the fluorescence decay rate in the bulk experiments):67-70 

 
kET =

kNA

1+κ
,   kNA = 2π


Vel

2

4πλskBT
e−ΔG

* kBT ,    κ = 4πVel
2τ L

λs

  ,        (1) 

 

where kNA is the non-adiabatic rate constant, κ is the adiabaticity parameter, Vel the 

electronic coupling between the donor and acceptor, τL the solvent longitudinal relaxation 

time,71 λs the solvent reorganization free energy, T the temperature, ΔG* the activation 

free energy, kB the Boltzmann constant and   

€ 

 Planck constant. When the adiabaticity 

parameter is much less than 1 (weak coupling), the ET is non-adiabatic, and when κ >> 1, 

the ET is adiabatic and the rate is inversely proportional to the solvent relaxation time:  

 

kET(adiabatic) ≈
λs

16π kBT
1
τ L

e−ΔG*/kBT  .           (2) 
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i. Role of surface structure. Experiments72-73 and a large body of computer simulations74-77 

suggest that the L/L interface is rough and that this roughness increases in the presence of 

adsorbed ionic species.78-80 On the other hand, the electronic coupling is strongly 

dependent on the distance between the donor and acceptor and on their relative 

orientation. For example, in a detailed study of Vel for electron transfer between C152 and 

DMA in bulk DMA, values ranging from 1 cm−1 to 800 cm−1 were found even among 

DMA molecules within the first hydration shell of the solute.49  Clearly the adiabaticity 

parameter κ in Eq. 1 will depend on the relative location, orientation and conformation of 

the donors and acceptor molecules. These suggest that at the L/L interface, κ will depend 

on the local interface fluctuations.  

ii. Role of surface polarity. In the SFG experiment by Rao et. al51, the faster ET rate at the 

interface than in Bulk DMA was correlated with lower polarity of the interface. In most 

water/liquid interfaces, surface polarity is close to the average of the two bulk phases and 

higher than that of the bulk organic phase.65, 81 In the case of the water/octanol interface, 

the lower polarity of the interface than of bulk octanol was attributed to a hydrocarbon 

layer produced by a monolayer of octanol molecules oriented at the interface.82 What is 

the molecular basis for the low polarity of the water/DMA interface?  

iii. Reorganization free energy when the solvent is the electron donor. The continuum 

models and the molecular dynamics calculations of λs reported to date involve donor and 

acceptor solute molecules at the interface between two liquids. In the experiments of 

Eisenthal and coworkers, the donor molecule is one of the organic solvent molecules, 

while the acceptor is a coumarin dye at the interface. Clearly the computational 
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methodology needs to be modified to take into account that solvent polarization 

fluctuations around a number of potential donors (that also act as part of the solvent) 

must be analyzed. This also presents a challenge in the molecular interpretation of λs. 

iv. Solvation dynamics. Solvation dynamics play an important role in fast ET reactions, 

and it could also be the controlling factor. In the experiments mentioned above by 

Eisenthal and coworkers, the fast sub-picosecond component of the SHG or SFG signal 

recovery was attributed to the solvation dynamics of the excited state dye at the interface. 

In addition, important contributions from solvation dynamics may affect the fate of the 

ion-pair following the ET process. While solvation dynamics at the liquid/liquid interface 

have been studied by us in general for some model L/L interfaces,83 an analysis of the 

above experiment is necessary.  

It should be noted that although DMA’s solubility in water is quite small, some 

small fraction of interfacial DMA molecules may be protonated. Our model does not take 

this into consideration. However, using DMA’s pKa value of 5.15, we estimate a 

negligible concentration of DMA+OH− relative to the C314 surface concentration. 

 Below, we describe a detailed molecular model of the system that enables us to 

address, to some degree, the above issues. 

   
II. SYSTEMS AND METHODS 

1. Systems and Potentials  
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Fig.2. The chemical structures of DMA and coumarin 314 molecules. 

 

The main system under study includes a single coumarin  (C314) molecule 

adsorbed at the water/DMA liquid/liquid interface. The simulation box has a cross 

section of 33.6Å × 33.6Å and includes 950 water and 252 DMA molecules. Additional 

benchmark calculations for testing and comparisons were done with the C314 in the bulk 

of the two liquids and for a model diatomic solute located at the water/DMA interface 

and in the bulk of the two liquids. To investigate the different processes described in Fig. 

1 we require potential energy surfaces for DMA, DMA+, C314, C314* and C314−. For 

simplicity, we model all these molecules using a fully flexible all-atoms intramolecular 

potential with stretching, bending, torsion and improper torsion parameters taken from 

the OPLS all-atoms forcefield.84 However, for the water intramolecular potential we use a 

power series function fitted to spectroscopic data.85 The intermolecular part of the 

potential energy is represented by a sum of atom-based Lennard-Jones plus Coulomb 

terms for all the molecules in the system: 
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where “i” and “j” denote atoms (not in the same molecule) separated by a distance r. The 

Lennard-Jones parameters 

€ 

σij  and εij  for the interaction between atom types “i” and “j” 

are determined from the “self” terms using the standard (Lorentz-Berthelot) mixing 

rules86: 

€ 

σ ij = σ ii +σ jj( ) 2,  εij = εiiε jj( )
1 2

.  For simplicity, we choose the Lennard-Jones 

parameters σ ii  and εii  for atom type “i” to be independent of the electronic state of the 

molecules. Thus, only the atomic charge distribution distinguishes between the different 

electronic states. The values of the Lennard-Jones parameters and partial charges for 

water are those of the simple point charge model (SPC)87, and for C314 and C314*, the 

parameters are taken from the work of Pantano and Laria.88 The Lennard-Jones 

parameters for DMA are taken from the OPLS force field. The charge distributions on 

DMA, DMA+ and C314- were determined using Gaussian09.89 For C314-, the structure 

was optimized with B3LYP/6-31++G(d,p).  DMA and DMA+ were optimized with 

MP2/6-31+G(d,p).  Single point calculations for DMA/DMA+ and C314/C314- were 

performed with the B2PLYP90 functional and the cc-pvtz and 6-311++(3df,2p) basis set, 

respectively.  Atomic charges were calculated with ChelpG.91 All these parameters are 

given in the supplemental information.  

It is well known that properties of the interface region reported by a probe may 

depend on the probe size, charge distribution and other structural motifs.66 In order to 



 11 

determine the effect of the probe charge distribution on the polarity of the interface and 

the reorganization free energy, charge transfer test calculations with the C314*/DMA pair 

replaced by a pair of neural atoms (DA) and the C314-/DMA+ pair replaced by the 

charged pair (D+A-) were also carried out. In these calculations, the atom pair was held at 

the fixed distance of 2, 3 and 4Å, and the Lennard Jones parameters were selected to be 

equal: εA = εD = 0.2 kcal/mol; σ A =σ B = 3Å . 

 

2. Methodology and simulation details 

The following calculations have been carried out: 

a) Characterization of the structure of the neat water/DMA interface. This is 

accomplished with a fixed temperature 20 ns trajectory of the liquid/liquid interface with 

no solute molecules present. 

b) Orientational distribution, rotational dynamics and adsorption free energy of C314 at 

the interface. The free energy calculations are done by computing the center of mass 

distribution of the C314 in a series of overlapping 3Å-wide “windows” in the direction of 

the interface normal. In each window “n”, the free energy profile is determined from a 5 

ns trajectory according to A(z) = −RT lnPn (z) , and these are combined together92-94  to 

obtain the profile for transporting C314 from bulk water to bulk DMA. 

c) Equilibrium and non-equilibrium solvation dynamics calculations following the 

transition C314 → C314* in bulk solvents and at the water/DMA interface. At each 

nuclear configuration, we define the energy gap coordinate by ΔE(r) = Eex −Egr , where 
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Eex  and Egr  are the total excited and ground state energies of the system. The normalized 

equilibrium correlation function66, 95-97   

€ 

Cν (t) =
δE(t)δE(0)

ν

δE(0)δE(0)
ν

,    δE(t) = ΔE(t) − ΔE(t)
ν
 ,          (4) 

where 

€ 

ν
 denotes the equilibrium ensemble averages with the dynamics governed by 

the Hamiltonian Hν (n = gr or ex), is computed using a 20 ns trajectory, where the C314 

or the C314* are located either in bulk solvents or at the interface. Non-equilibrium 

calculations use an ensemble of 480 independent configurations, where the solvents are 

equilibrated to ground state C314. The charge distribution is switched to that of C314*, 

and each configuration is followed for 50 ps. The non-equilibrium correlation function is 

computed from:66, 95-97 

  S(t) = ΔE(t)−ΔE(∞)
ΔE(0)−ΔE(∞)

  ,            (5) 

where the bar represents the average over all the 480 configurations. 

d) Solvent free energy curves for the electron transfer.  

We focus here on the solvent fluctuations that drive the electron transfer reaction   DMA 

+ C314* → DMA+• +C314−• . We use the simplified labels D and A for the donor (DMA) 

and acceptor (C314*) molecules, respectively, and denote by UR(r) and UP(r) the total 

potential energy of the reactant state ψ R = DA  and the product state ψ P = D
+A− , 

respectively.  As usual, we define the reaction coordinate using the energy gap:62, 98-102   

 

 

€ 

X(r) =UP (r) −UR (r)   .             (6) 
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The solvent free energy associated with the solvent fluctuations when the system is in the 

electronic state ν =ψR  or ψP  is given by:62, 98 99 

 

 Aν (x) = −RT ln δ[X(r)− x]
ν   .          (7)  

    

The reorganization free energy for the system in state ν is given by the free energy 

required to change the solvent polarization from the equilibrium value of one state to that 

of the second state, e.g.: 

λR = AR (xP )− AR (xR ),     xν = X(r)
ν
,    ν = R,  P         (8) 

Marcus’ assumption of linear response is equivalent to taking AR(x) and AP(x) to be 

paraboli with identical curvatures, which means that λR = λP = λs. In recent years, several 

authors have examined the validity of this assumption62, 100 and proposed approaches to 

extend Marcus’ theory for the case when this assumption does not hold.102-103 

 The activation free energy ΔG* is obtained from the intersection of AR(x) and 

AP(x), which depends on these functions, as well as on the reaction free energy 

ΔGrxn = ΔG(R→ P) = −RT ln e−βX
P

. Because xR and xP are typically very different, 

equilibrium simulations in the states R and P are not sufficient and an umbrella sampling 

procedure is required. We use the approach developed by King and Warshel62  by 

considering a set of intermediate virtual electronic states, νm, m = 1, 2,…, (corresponding 

to the transfer of a fixed fraction of the full electronic charge) and calculate the free 
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energy function for each individual state. These functions are then “stitched” together to 

reconstruct the desired full functions AR and AP.62-63, 104  

 The calculations are done by constraining one of the DMA molecules to be at the 

fixed equilibrium distance from the C314 molecule. This distance is determined so as to 

minimize the interaction energy between the two molecules at an orientation where the 

two molecular planes were perpendicular to each other. At this orientation, the overlap 

between the DMA HOMO and C314 LUMO orbitals calculated by us is most favorable. 

The additional test calculations where the donor DMA and C314 molecules are each 

replaced by a point charge inside a spherical cavity held at several fixed distances from 

each other and using the same methodology are also performed. 

All calculations were done at T = 298K using a combination of the Andersen 

stochastic method and the Nose-Hoover thermostat.105  The integration time-step is 0.5 fs 

using the velocity version of the Verlet algorithm.106 System size effects are minimized 

by using a molecule-centered gradual switching of the forces at the maximum possible 

switching distance consistent with the boundary conditions, using a switching function 

with continuous derivatives at the boundaries.  

 

III. RESULTS AND DISCUSSION 

1. The neat interface 

 A 5 ns constant temperature (T = 298K) trajectory is used to characterize the neat 

water/DMA interface, by calculating a number of standard properties. We find that these 

properties are not fundamentally different from those of other interfaces between water 
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and immiscible weakly polar organic liquids. We briefly summarize these results since 

this is the first theoretical study of this system. 

Fig. 3 depicts the density profiles of water and DMA along the distance Z normal 

to the interface. Z = 0 is the location of the Gibbs surface, defined with respect to the 

water density. It is approximately the plane where the water density is 50% of the bulk 

value.107 The surface tension is computed using the Kirkwood-Buff formula generalized 

to molecular liquids108, with the long-range correction of Blokhuis et. al109. The value 

obtained at 298K is γ = 24 ± 2 dyne/cm2. Capillary wave theory predicts that the interface 

width σ (square root of mean fluctuations) is given by107  σ = kBT
4πγ

ln(A /ξb
2 ) , where A 

is the simulation box surface area and ξb is the inverse of an upper limit on the value of 

the wave number of the capillary fluctuations. This is a quantity on the scale of a 

molecular diameter and typically is set equal to the bulk liquid correlation length (defined 

as the distance where the bulk liquid radial distribution function’s asymptotic value is 

equal to 1) in the case of the liquid/vapor interface. At the liquid/liquid interface one can 

use some average of the two bulk liquids, however, the expression for σ given above is 

not sensitive to the exact choice of ξb. Using the computed value of the surface tension 

and our simulation box surface area, and taking ξb = 3.7Å, we obtain σ = 2.5 Å. The 

value we obtain from the density profile in Fig. 3 is 2.8Å. 
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Fig. 3. Averages (relative to the bulk) density profiles of water and DMA along the 

surface normal (values depicted on the left axis). The free energy profile of C314 with 

values given on the right axis is given by the dotted line.  

 

Water molecules’ orientation and hydrogen bonding are data that can be 

compared to experiments once the SFG spectra of the neat system are available. Our 

results are similar to those of other interfaces between water and weakly polar solvents. 

The top panel in Fig. 4 shows the probability distribution of the angle between the water 

dipole and the normal to the interface in several lamellas parallel to the liquid/liquid 

interface. As one approaches the Gibbs surface (Z = 0) from the water side of the 

interface (Z < 0), the water dipole lies approximately parallel to the interface (broad peak 

at cosθ ≈ 0). As one crosses the Gibbs surface, the water molecules on the DMA side of 

the interface have their dipole points on average in the direction toward the DMA. This 

orientational preference is consistent with having dangling (“free”) OH bonds at the 

interface, which should be observed by the SFG techniques similar to other water-

nonpolar solvents like CCl4.  
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Complementary information about the structure of the water at the interface can 

be obtained by examining the hydrogen bonding statistics of water molecules. For our 

purpose here, two water molecules are defined as hydrogen-bonded if their mutual 

interaction energy is more negative than 10 kJ/mol.110-112  However, a geometric 

criterion113-115  based on the O-O distance being less than 3.5Å (the location of the first 

minimum of the bulk water oxygen-oxygen radial distribution function) with the OHO 

angle deviating by no more than 30 degrees from linearity gives essentially the same 

results. (For a more detailed discussion of hydrogen bond definitions and a systematic 

approach for developing H-bond criteria using a geometric cutoff see reference 116). The 

bottom panel of Fig. 4 shows on the left axis the number of hydrogen bonds per water 

molecule NHb and on the right the ratio of this number to the local coordination number, 

which gives PHb – the conditional probability for any given hydrogen bond to exist. 

These are calculated by averaging the statistics of water molecules in lamellas of 

thickness 2Å parallel to the interface. In bulk water, each water molecule is hydrogen-

bonded by an average of 3.6 hydrogen bonds to other water molecules. Given that the 

coordination number of water in the bulk is about 4, this shows that the probability for 

any given hydrogen bond to exist is about 0.9. At the water/DMA interface, the number 

of hydrogen bonds per water molecule decreases to an average of 2.5 at the Gibbs 

surface. However, the coordination number also decreases to a value of about 2.6 

(reflecting the existence of dangling hydrogen bonds). Thus, the probability that any of 

the water molecules in the first coordination shell is hydrogen-bonded is a higher value 

(0.96) at the interface than in the bulk. The same qualitative picture emerges in several 

water interfacial systems.117-120  
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Fig. 4. Top panel: The probability distribution of the cosine angle between the 

water dipole and the normal to the water/DMA interface. Bottom panel: The number of 

hydrogen bonds per water molecule (blue line, left axis) and the probability of any 

hydrogen bond being formed (red line, right axis) vs. the distance along the interface 

normal. 
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Turning next to the issue of the interfacial orientation of the DMA molecule, we 

note that due to its low polarity (dipole moment = 1.7 Debye) and relatively diffuse 

charge distribution, the molecule does not experience strong electrostatic anisotropic 

forces at the interface. The DMA orientation is monitored by computing the probability 

distribution of the cosine angle between the interface normal and the vector pointing from 

the nitrogen atom to the para carbon atom of the aromatic ring. The results are shown in 

Fig. 5 as a function of the distance along the interface normal. The distribution is 

completely random up to just a couple of angstroms from the Gibbs surface on the 

organic side of the interface. DMA molecules near the Gibbs surface and those that 

protrude into the aqueous phase are oriented with the amine group pointing toward the 

water, but the preference is not dramatic: P(cosθ  = 1) / P(cosθ = −1) ≈ 2. As a result, 

despite the low polarity of the benzene ring’s part of the molecule, the weak orientational 

preference at the interface does not lead to the creation of an oriented monolayer of DMA 

molecules (in contrast with the case of the water/octanol interface121), and thus, does not 

support the supposition that the neat interface has a region whose polarity is significantly 

less than that of the bulk organic phase. Thus our conclusion is that the experimental 

observation of low surface polarity must be due to the specific solute-solvent interactions 

and is not an inherent property of the neat interface. This will be discussed further below. 
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Fig. 5. The probability distribution of the cosine angle between the DMA N-pC vector 

and the normal to the water/DMA interface. 

 

2. Coumarin adsorption at the water/DMA interface 

 The 5 ns equilibrium calculations in each 3Å-wide lamella, as explained above, 

provide a reasonably convergent free energy profile of transporting C314 across the 

water/DMA interface. This is plotted vs. the center of mass of this molecule along the 

interface normal and is superimposed on the density profiles of the two solvents in Fig. 3. 

The significant relatively deep minimum (observed about 3Å from the Gibbs surface on 

the water side of the interface) is consistent with the experimentally observed monolayer 

formation at the water/DMA interface.  

 A longer (20 ns) equilibrium trajectory is used in the window centered at the 

location of the free energy minimum to obtain relatively accurate orientation and 
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rotational dynamics of the C314 at the interface. The top panel of Fig. 6 shows the 

probability distribution of the cosine angle between the normal to the rings plane of C314 

and the normal to the interface. There is a clear preference for the rings plane to be 

parallel to the interface, but the free energy required to tilt the molecule by 90 degrees is 

only equal to about kT ln 0.1 0.035( ) ≈ kT per molecule. This effective potential 

(resulting from the C314-solvents’ intermolecular interactions) and the large moment of 

inertia are responsible for the slow reorientation of the molecule. The reorientation 

dynamics are computed by following the time correlation function: 

Cθ (t) =
cosθ(t)cosθ(0)
cos2θ(t)

  .            (9) 

This function is shown in the bottom panel of Fig. 6 for the reorientation of the vector 

normal to the molecule rings plane (solid blue line) and for the reorientation of the vector 

that lies along the molecule’s ground state electric dipole (dashed red line). Each 

correlation function exhibits a small initial rapid decay corresponding to inertial 

dynamics (with a time constant of 3-4 ps), followed by a much slower tail representing 

rotational diffusion. The rotational relaxation times (as determined from a fit of the tail to 

an  exponential) are 280 ± 30 ps and 365 ± 40 ps for the normal vector and for the dipole 

vector, respectively. A direct experimental probe of the reorientation dynamics of C314 

at the water/DMA interface is complicated by the fact that the SFG signal is determined 

by both the electronic state population and orientation of C314 and the fact that the time 

scale of the rotational dynamics of C314 seems to overlaps with the dynamics of the back 

electron transfer reaction.51 Measurement of the rotational dynamics of C314 at the 

interface between water and benzonitrille (a liquid with similar structure and viscosity as 
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DMA) in order to separate the back electron transfer from the rotational dynamics of 

C314 yields a rotation time of 245 ± 20 ps. This is in fair agreement with our 

calculations. 
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 Fig. 6. Coumarin 314 at the water/DMA interface. Top: Orientational probability 

distribution. Bottom: Rotational dynamics with  solid blue line depict the reorientation of 

the vector normal to the C314 plane and dashed red line for the vector along the ground 

state dipole. 
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3. Solvation dynamics 

An important dynamical process which, according to analysis of the experimental 

data,37, 51 overlaps with the electron transfer is the solvation dynamics of the excited state 

C314. Thus, it is important to verify that our model potential energy functions provide a 

reasonable description of this process. The fact that C314 is strongly adsorbed at the 

interface allows us to calculate the solvation dynamics following excitation of C314 

without using a restraining potential to keep it at the interface. The calculations are done 

as explained in section II, and both the equilibrium correlation function (Eq. 4), and the 

non-equilibrium correlation function (Eq. 5), which is more directly related to 

experimental observations, are discussed next. 

The top panel of Fig. 7 shows the non-equilibrium correlation function S(t) 

following excitation of C314 in bulk water and at the water/DMA interface. We also 

show the results at the water liquid/vapor interface, since experimental data on this 

system are also available122-123 providing an additional check on our model.  Generally, 

our calculations show that the solvation dynamics take place on the picosecond time scale 

and are relatively insensitive to the environment. A fit to a bi-exponential function shows 

that each dynamic is characterized by a fast ≈100 fs component accounting for about 40% 

of the total relaxation followed by a slower 0.9−1.4 ps tail, with bulk water showing the 

fastest relaxation, (0.9 ps) and the liquid/vapor the slowest (1.4 ps). These are in 

reasonable agreement with the experimentally measured time constants (2.2 ±0.3 ps at the 

liquid/vapor interface123, similar to that at the water/DMA interface51 and 0.9 ps in bulk 

water.124). Our calculations at the water liquid/vapor interface are also in reasonable 

agreement with the calculations reported by Laria and coworkers.125 The fact that the 
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interface relaxation is closer to that of bulk water reflects the fact that most of the 

solvation energy at the interface is provided by the water, which is consistent with other 

computational studies of interfacial solvation dynamics.66 
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Fig. 7. Solvation dynamics of C314 in different environments. Top panel: The non-

equilibrium correlation function (Eq. 5) calculated when the C314 is in bulk water (blue 

line labeled W), at the water liquid/vapor interface (red line labeled V), and at the 
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water/DMA interface (unlabeled black line). Bottom panel: The equilibrium correlation 

functions (Eq. 4) in bulk water (blue line labeled W), water liquid/vapor interface (red 

line labeled V), at the water/DMA liquid-liquid interface (black dotted line labeled LL) 

and in bulk DMA (green line labeled D). 

The bottom panel of Fig. 7 depicts the equilibrium correlation function C(t) as 

determined from the energy gap fluctuations when the C314 charge distribution is that of 

the excited state. Under the linear response assumption95-97, C(t) ≈ S(t). Our calculations 

show that linear response, while not perfect, is quite accurate in bulk water and a little 

less so at the liquid/liquid and liquid/vapor interfaces. (Note the different time scale 

between the top and bottom graphs). In the bottom panel, we also show the result in bulk 

DMA. In this case, the equilibrium correlation function decays significantly more slowly 

(τ = 5.6 ps) due to the significantly slower motion of the solvent molecules.  

The solvent contribution ΔE to the energy gap between the excited and ground 

state coumarin provides a possible explanation of the experimental observation of low 

surface polarity. In Fig. 8, we show the probability distribution P(ΔE) for coumarin at the 

water/DMA interface and in bulk DMA. Ignoring vibrational contributions, these plots 

essentially give the bulk vs. interfacial absorption spectra relative to the gas phase value. 

The slight red shift when C314 is in bulk DMA relative to the interface is consistent with 

a lower polarity of the interface, although our calculations suggest a smaller effect than 

what was observed experimentally. This could be due to the simplified nature of our 

solute charge distribution, as well as the neglect of the many-body polarizability 

contribution to the solvation energy of the C314 excited state from the polarizable DMA 

molecules.66, 126 Nevertheless, these calculations suggest that the low polarity of the 
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interface region is due to the nature of the solvent-solute interactions and not to an 

inherent property of the neat interface. 
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Fig. 8.  Probability distribution (area normalized) of the solvent contribution to the 

excited-ground state energy gap of C314 in bulk DMA and at the water/DMA interface. 

The insert defines the energies involved. 

 

4. Electron transfer 

The solvent free energy curves for the reactants state (DMA + C314*) and for the 

products state (DMA+• +C314−• ) are shown in Fig. 9. As discussed in section II.2.d, these 

curves are calculated by direct sampling of the ET energy gap coordinate. The 

equilibrium value of this coordinate when the system is in the reactants or products state 

is normalized to −1 and 0, respectively. These curves show that the reorganization free 

energy for this reaction is remarkably small: λ = 1.60 kcal/mol for the reactants state, and 

λ = 1.58 kcal/mol for the products state. The near equality of these two values of λ is 
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consistent with the linear response assumption, namely, that the reorganization free 

energy be independent of the electronic state.  
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Fig. 9. The solvent free energy curves for the reactants state (DMA + C314*, red line) and 

for the products state (DMA+• +C314−• , green line) calculated by direct sampling of the 

energy gap solvent coordinate. The solvent coordinate values are normalized as explained 

in the text. The curves are shifted by the value of ΔGrxn estimated independently, as 

explained in the text. 

 

 

In order to obtain the activation free energy for the reaction, one requires the 

reaction free energy ΔGrxn. This can be estimated using the Rehm-Weller equation, which 

requires excitation energy and redox potentials and assumes spherical ions in a 

continuum electrostatic model.127 (As an example for using this approach see59). As will 

be demonstrated below, the assumption of spherical ions in a continuum electrostatic 
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solvent is quite poor here. Within our molecular model, we can determine the reaction 

free energy using: 

ΔGrxn = ΔG(R→ P) = −RT ln e−βX
P

          (10) 

The energy gap X defined in Eq. 6 can be written in more detail as follow: 

 

X(r) =UP (r)−UR(r) = ΔuS (r)+ uIP +δE0  ,        (11) 

where ΔuS(r) = uPS(r)− uRS(r). The terms uPS and uRS are the total interaction energies 

between all the solvent molecules (water and DMA molecules, excluding the one DMA 

molecule selected to be the electron donnor) and the product (P) molecules and reactant 

(R) molecules, respectively; uIP is the interaction between the ion pairs DMA+/C314- held 

at a fixed separation R (this quantity is estimated to be −1/εR, with ε being the dielectric 

constant of the medium in the Rhem-Weller expression); and δE0 is the gas phase energy 

difference equal to the difference between the ionization potential of the donor and the 

electron affinity of the acceptor, minus the energy corresponding to the wavelength 

where the emission and absorption spectra cross.59, 127 From Eq. 10 and 11 we obtain: 

 ΔGrxn = −RT ln e−βΔu
P
+ uIP +δE0  .          (12) 

The direct sampling of the energy gap in the first term on the right side of Eq. 12 

gives for this term the value of −0.3 kcal/mol. Unfortunately, the other two terms are 

much larger, with opposite signs and uncertainties that are larger than 0.3 kcal/mol but of 

the same order of magnitude. If we assume δE0 ≈ −uIP, we find that the activation free 

energy for the forward reaction is predicted by our model to be only 0.39 kcal/mol. (This 
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is also reflected in the drawing of Fig. 9). Using these values and the estimated τL = 0.4ps 

for the solvation dynamics time constant, our rate is estimated to be 

kET ≈
λs

16π kBT
1
τ L

e−ΔG*/kBT = 0.3 ps−1 compared with the experimental value of 0.07±0.01 

ps-1. Our faster rate could be due to slight deviation from adiabaticity (see discussion 

below), neglect of the intramolecular contribution to the reorganization free energy128, as 

well as uncertainties regarding the potential energy functions and the value of the 

reaction free energy. 

The small value of the reorganization free energy is surprising given the much 

larger values predicted from a simple point-charge-in-a-spherical-cavity model of each of 

the two charge transfer centers. The results of these calculations are shown in Fig. 10. 

The full umbrella sampling calculations show that a linear response is only a borderline 

reasonable approximation (about a 15-20% difference between the values of the product 

and reactant states’ reorganization free energies). The increase in λ as the distance 

between the two spheres is increased (going from top to bottom panels) is consistent with 

general ET theory and continuum models.54, 56 The fact that the reorganization free energy 

at the interface is larger than in the bulk (by about a factor of 2.5) for this simple 

spherical charge transfer state is also consistent with continuum models54 and suggests 

that the polarity of the interface is larger than that of bulk DMA, as was also reflected in 

the solvation dynamics calculations. We conclude that the significant difference in the 

reorganization free energy between these two ET models is due to the fact that the local 

electric field (and the polarity) sensed by the point charge probes at the interface is 
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significantly different than what is sensed by the quite diffuse charge distribution of the 

DMA and C314 molecules. This is similar to the previously reported examples of the 

dependence of interfacial polarity on the nature of the molecular probe.66, 129 

 

 

 

 

  

 

 

 

 

 

 

 

 

   

Fig. 10. The solvent free energy curves for the reactants state (DA red line) and for the 

products state (D+A− , green line) calculated by umbrella sampling of the energy gap 

solvent coordinate. The solvent coordinate values are normalized, as explained in the 

text. The panels on the left and right are for the atomic pair in bulk DMA (labeled B) and 

at the water/DMA interface (labeled I), respectively. The top. Middle and bottom panels 
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are for the atomic pair to be at a distance of 2Å, 3Å and 4Å, respectively. Note the 

different free energy scales of the various panels. 

 As pointed out in the introduction, the faster (by a factor of 2) rate at the interface 

than in bulk DMA was attributed to the lower polarity and thus lower reorganization free 

energy. Our calculations show that while the interface polarity (as determined by the shift 

in the solvent contribution shown in Fig. 8) is somewhat smaller than in the bulk, the 

difference is probably too small to account for the rate enhancement. Indeed, our 

calculation of the reorganization free energy in bulk DMA (not shown) gives identical 

results to the calculations at the water/DMA interface. If we repeat the analysis described 

above for the calculation of the reaction free energy (using the same assumptions), we 

find that our model predicts that the activation free energy in bulk DMA and at the 

water/DMA interface are both very small. Thus, this is not likely the reason for the 

different rates observed experimentally. It is more likely that the slower rate in bulk 

DMA is due to the slower solvation dynamics. Our calculation of the solvation dynamics 

in bulk DMA (bottom panel of Fig. 7) suggests a surface rate that is a factor of 5.6/0.4 = 

14 larger. However, the ET rate enhancement at the interface is likely much less than a 

factor of 14 due to the fact that there are less favorable C314/DMA contacts at the 

interface than in the bulk, and that the adiabaticity parameter is less than 1. (See next 

section). Another factor that may affect the measured rate at the interface is possible 

C314-C314 interaction due to aggregation. From the surface tension measurements, it 

was concluded that the surface density of C314 is 1013 molecules/cm2.37 This gives a 

surface area per molecule of about 1000Å and thus an average C314-C314 distance of 

about 31Å, suggesting that chromophore-chromophore interactions are not a major 
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concern. However, it would be interesting to conduct the ET experiments at different 

bulk C314 concentrations. 

We conclude by examining the conditions under which the reaction can be 

considered to be in the adiabatic regime at the interface, thus justifying the use of the 

above expression for the rate constant. The electronic coupling constant for the ET 

between excited state C314 and DMA has not been calculated, but calculations on similar 

coumarin molecules suggest that the coupling is very sensitive to the orientation of the 

donor/acceptor pair and could be quite large.49 Here we discuss the question: Assuming 

that in bulk DMA the C314 has sufficient opportunity to arrive at the correct orientation 

so the molecular orbitals achieve sufficient overlap and the electron transfer can be 

regarded as adiabatic, does the reaction remain adiabatic at the interface? With the aid of 

unrestricted molecular dynamics simulations of C314 in bulk DMA and at the 

water/DMA interface, we can provide a partial answer to this question as follows. 

We assume that the electronic coupling constant Vel introduced in Eq. 1 varies 

with the distance R between the two molecules’ centers of mass and the angle θ between 

the two vectors normal to the molecular planes according to: 

Vel =V0e
−α (R−R0 ),α =α 0e

−γθ 2  .           (13) 

Substituting in the expression for the adiabaticity constant κ (Eq. 1), we obain: 

 
 
κ = 4πVel

2τ L

λ
= 4πV0

2e2αR0τ L

λ
e−2αR  .          (14) 
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Fluctuations in the distance between the ET pair give rise to corresponding fluctuations in 

the value of κ. The distribution of possible values of κ is given  in terms of the 

DMA/C314 radial distribution function g(R): 

 ρκ (κ )dκ = 4πρDMAR
2g(R)dR   .          (15) 

Combining Eq. 14 and 15 gives: 

 ρκ (κ ) =
4πρDMAR

2g(R)
dκ / dR

= 2πρDMAR
2g(R)

ακ
          (16) 

If we take α = 1Å−1, all the other constants in Eq. 14 except V0 are known. One can then 

determine κ vs. R and thus, using Eq. 16, plot ρκ vs. κ for different choices of V0 from the 

knowledge of g(R) in bulk DMA and at the interface (Fig. 11). The results are shown in 

Fig. 12. 

  

Fig. 11. The C314*/DMA center of mass radial distribution functions in bulk DMA and 

at the water/DMA interface. 
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Fig. 12. The probability density of the adiabaticity parameter κ (Eq. 16) for different 

choices of the electronic coupling constant V0 for C314 in bulk DMA and at the 

water/DMA interface. 

 

 

As expected, the probability for observing a large value of κ decreases with increasing 

value of κ, and it is also quite senstive to the value of V0. If we take κ > 10 as indicative 

of an adaibatic ET, there is a significant probability for the ET pair to be at distances that 

give rise to this value of κ in the bulk. The bottom panel shows that the probability of 

being in the adaiabatic regime at the water/DMA interface is smaller than that in the bulk 

(due to the significantly fewer DMA/C314 contacts) and thus will likely contribute to 

reducing the value of the rate constant. However, the probability for the ET to be in the 

adiabatic regime is not negligble and could be significant if the electronic coupling is 

large.  
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IV. CONCLUSIONS 

  Our detailed molecular dynamic study of a photoinduced electron transfer 

reaction at a liquid/liquid interface sheds light on several molecular processes that are 

central to the understanding of this reaction. Our calculations are in general agreement 

with experimental data on solute rotation, solvation dynamics and the rate of the electron 

transfer. These calculations demonstrate the importance of molecular-level detail for 

understanding interfacial phenomena. In particular, a simple representation of the charge 

transfer centers as point charges in spherical cavities significantly overestimates the 

reorganization free energy of the electron transfer. Surface structural fluctuations are 

shown to be important for elucidating solvation dynamics responses. A simple analysis 

also shows that the adibaticity of interfacial ET reactions is sensitive to local interface 

structural fluctuations. The rate enhancement at the interface relative to the bulk is likely 

due to several competing factors: Faster solvation dynamics at the interface will increase 

the rate, but more intermolecular contact and an adiabaticity parameter closer to 1 in the 

bulk will counteract this. 
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