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ABSTRACT OF THE DISSERTATION

Source Free Domain Adaptive Machine Learning and Unlearning

by

Sk Miraj Ahmed

Doctor of Philosophy, Graduate Program in Electrical Engineering
University of California, Riverside, June 2024
Dr. Amit K. Roy-Chowdhury, Chairperson

Deep neural networks have demonstrated remarkable efficacy across a wide range of tasks,

yet they face a significant limitation in their ability to adapt to distributional shifts. In

contrast, humans possess inherent adaptability, effortlessly adjusting to changes in data dis-

tributions and modifying task strategies to accommodate environmental variations without

any external supervision. This adaptability has inspired the field of unsupervised domain

adaptation (UDA). Most existing UDA methods rely on access to the source data on which

the model was initially trained during the adaptation phase. However, a more practical sce-

nario involves situations where only the trained model is available, rather than the source

data. This approach mirrors human learning more closely, as humans do not use previous

data directly; instead, their brains are pre-trained on source data and apply this knowledge

to new situations.

Based on this observation, the field of source-free domain adaptation has emerged.

In source-free domain adaptation, only the pre-trained source models and new target data

are used during adaptation to a new environment. This dissertation encompasses five sig-

x



nificant contributions to this emerging field. First, we explore a scenario where we leverage

multiple pretrained source models, each trained on different domains, during the adaptation

phase without using source data. We develop an algorithm that effectively combines these

models such that the most correlated source model with respect to the target data receives

the highest weight, while the least correlated one receives the lowest weight. This approach

ensures maximum knowledge transfer from all sources, resulting in final adaptation perfor-

mance that surpasses any individual source model. This algorithm is designed for a static

target distribution, where all target data are available during adaptation and do not change

over time.

Expanding on this approach, we next consider a scenario where the target data is

time-varying and arrives in a streaming fashion. This dynamic setting requires continual

adaptation as new data becomes available, presenting unique challenges compared to the

static scenario. We then explore two applications of these approaches:(i) adapting to target

data from a modality different than the sources, and (ii) adding a new source model to the

ensemble of source models with reliance on only a few labeled target data points. Finally,

we focus on another emerging field of research called unlearning, where the trained model

must forget certain data it has seen during training to meet user privacy concerns. Unlike

existing approaches that require access to all training data during the unlearning process,

we address this in a source-free manner, needing only the data to be forgotten during the

unlearning procedure.

xi



Contents

List of Figures xvi

List of Tables xxi

1 Introduction 1

2 Multi-Source Free UDA 6
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Related works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.3.1 Weighted Information Maximization . . . . . . . . . . . . . . . . . . 12
2.3.2 Weighted Pseudo-labeling . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.3 Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.4 Theoretical Insights . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.5 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.5.1 Implementation details . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.5.2 Digit recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.5.3 Object recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.5.4 Ablation study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.7 Appendix-1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.7.1 Proof of Lemma 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.7.2 Detailed steps of combination rule under source distribution unifor-

mity assumption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.7.3 Additional Experiments . . . . . . . . . . . . . . . . . . . . . . . . . 31

3 Multi source Test Time Adaptation 35
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 CONTRAST Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.2.1 Problem Setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2.2 Overall Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.2.3 Learning the combination weights . . . . . . . . . . . . . . . . . . . 41

xii



3.2.4 Theoretical insights regarding combination weights . . . . . . . . . . 45
3.2.5 Theoretical insights regarding model update . . . . . . . . . . . . . . 45

3.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.5 Appendix-2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.5.1 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.5.2 Proof and discussion of Theorem 1 and 2 . . . . . . . . . . . . . . . 53
3.5.3 Results on Digits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.5.4 Results on Office-Home . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.5.5 Results on CIFAR-10C . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.6 Ablation Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.6.1 Initialization and Learning Rate . . . . . . . . . . . . . . . . . . . . 61
3.6.2 Model Update Policy . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.6.3 Combination Weight Visualization . . . . . . . . . . . . . . . . . . . 66
3.6.4 Comparison with MSDA . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.6.5 Comparison with Model Soups . . . . . . . . . . . . . . . . . . . . . 67
3.6.6 Implementation Details . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.6.7 Stationary Target . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.6.8 Dynamic Target . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.6.9 Semantic Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.6.10 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.6.11 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.6.12 Visualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.6.13 Additional discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.6.14 KL divergence between two univariate Gaussians . . . . . . . . . . . 75
3.6.15 Optimal step size in approximate Newton’s method . . . . . . . . . 77

4 Source Free Cross Modal Transfer 79
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.2 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.3 Problem setup and notation . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.4 Cross-Modal Feature Alignment . . . . . . . . . . . . . . . . . . . . . . . . . 88

4.4.1 Task-irrelevant feature matching . . . . . . . . . . . . . . . . . . . . 88
4.4.2 Task-relevant distribution matching . . . . . . . . . . . . . . . . . . 89
4.4.3 Overall optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

4.5 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.5.1 Datasets, baselines and experimental details . . . . . . . . . . . . . . 94
4.5.2 Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.5.3 Cross Modal vs Cross Domain . . . . . . . . . . . . . . . . . . . . . 100
4.5.4 Ablation and sensitivity analysis . . . . . . . . . . . . . . . . . . . . 101

4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.7 Appendix-3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

4.7.1 Dataset example images . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.7.2 Calculation of pseudo-labels . . . . . . . . . . . . . . . . . . . . . . . 103
4.7.3 More details about datasets . . . . . . . . . . . . . . . . . . . . . . . 107

xiii



4.7.4 Effect of regularization parameters . . . . . . . . . . . . . . . . . . . 108
4.7.5 Network architectures . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.7.6 Training source models . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.7.7 Knowledge transfer details . . . . . . . . . . . . . . . . . . . . . . . . 109
4.7.8 Modification of our algorithm in presence of TI unpaired data . . . . 109
4.7.9 Future work, limitations and potential negative impact . . . . . . . . 111

5 Camera Insertion in a Re-Id Network 113
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

5.1.1 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
5.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
5.4 Discussion and Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.5 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

5.5.1 On-boarding a Single New Camera . . . . . . . . . . . . . . . . . . . 129
5.5.2 On-boarding Multiple New Cameras . . . . . . . . . . . . . . . . . . 131
5.5.3 Different Labeled Data in New Cameras . . . . . . . . . . . . . . . . 133
5.5.4 Finetuning with Deep Features . . . . . . . . . . . . . . . . . . . . . 133
5.5.5 Parameter Sensitivity . . . . . . . . . . . . . . . . . . . . . . . . . . 135

5.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
5.7 Appendix-4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

5.7.1 Dataset Descriptions . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
5.7.2 Detailed Description of the Optimization Steps . . . . . . . . . . . . 137
5.7.3 Proof of the Theorems . . . . . . . . . . . . . . . . . . . . . . . . . . 141
5.7.4 Finding lipschitz constant for our loss . . . . . . . . . . . . . . . . . 144
5.7.5 On-boarding a Single New Camera . . . . . . . . . . . . . . . . . . . 145
5.7.6 On-boarding Multiple New Cameras . . . . . . . . . . . . . . . . . . 147
5.7.7 Additional Experiments . . . . . . . . . . . . . . . . . . . . . . . . . 149
5.7.8 Finetuning with Deep Features . . . . . . . . . . . . . . . . . . . . . 150

6 Source Free Machine Unlearning 154
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
6.2 Related works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
6.3 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

6.3.1 Parameter Indistinguishability . . . . . . . . . . . . . . . . . . . . . 160
6.3.2 Unlearning of Linear Classifier . . . . . . . . . . . . . . . . . . . . . 160

6.4 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
6.4.1 Method for general convex losses (Method-1) . . . . . . . . . . . . . 161
6.4.2 Special Case: Method for quadratic loss function (Method-2) . . . . 165

6.5 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
6.5.1 Comparison of baseline metrics on different datasets . . . . . . . . . 168
6.5.2 Effects of percentage of the forget data size . . . . . . . . . . . . . . 169
6.5.3 Effects of the number of perturbations . . . . . . . . . . . . . . . . . 171
6.5.4 Effects of the L2 regularization . . . . . . . . . . . . . . . . . . . . . 172
6.5.5 Experiments on quadratic loss function using Method-2 . . . . . . . 172

xiv



6.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
6.7 Appendix-5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

6.7.1 Proof for Lemma 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
6.7.2 Proof of Theorem 7 . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

7 Conclusions 179

Bibliography 184

xv



List of Figures

2.1 Problem setup. Standard unsupervised multi-source domain adaptation
(UDA) utilizes the source data, along with the models trained on the source,
to perform adaptation on a target domain. In contrast, we introduce a setting
which adapts multiple models without requiring access to the source data. . 7

2.2 Overall framework of our approach: We freeze the final classification
layers of all the sources and jointly optimize for the source feature encoders
along with it’s corresponding weights to get the target predictor by combining
those. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.3 Weights as model selection proxy. The weights learnt by our framework
on Office-Home correlates positively with the unadapted source model per-
formance. (Left axis corresponds to the red plot and right to the blue plot,
best viewed in color.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.4 Weights as model selection proxy. The weights learnt by our framework
on Office-31 correlates positively with the unadapted source model perfor-
mance. (Left axis corresponds to the red plot and right to the blue plot, best
viewed in color.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.5 Effect of λ. The variations in classification as the weight on Lpl is varied.
(Best viewed in color) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.1 Problem setup. Consider several source models trained using data from
different weather conditions. During the deployment of these models, they
may encounter varying weather conditions that could be a combination of
multiple conditions in varying proportions (represented by the pie charts on
top). Our goal is to infer on the test data using the ensemble of models
by automatically figuring out proper combination weights and adapting the
appropriate models on the fly. . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.2 Overall Framework. During test time, we aim to adapt multiple source
models in a manner such that it optimally blends the sources with suitable
weights based on the current test distribution. Additionally, we update the
parameters of only one model that exhibits the strongest correlation with the
test distribution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

xvi



3.3 Comparison with baselines in terms of source knowledge forget-
ting. Maintaining the same setting as in Table 3.1, we demonstrate that by
integrating single-source methods with CONTRAST, the source knowledge
is better preserved during dynamic adaptation. Unlike all these single-source
methods, our algorithm demonstrates virtually no forgetting throughout the
entire adaptation process. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.4 Visual Comparison of CONTRAST with Baselines for Semantic
Segmentation Task. Each row in the figure corresponds to a different
weather condition (rain, snow, fog, and night from top to bottom). It is
evident that CONTRAST outperforms the baselines in terms of segmentation
results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.1 SOCKET: We describe the problem of single/multi-source cross-modality
knowledge transfer using no data used to train the source models. To effec-
tively perform knowledge transfer, we minimize the modality gap by enforcing
consistency of cross modal features on task-irrelevant paired data in feature
space, and by matching the distributions of the unlabeled task-relevant
features and the source features . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.2 SOCKET description: Our framework can be split into two parts: (i)
Before Knowledge Transfer (left): We freeze the source models and pass
the task-irrelevant (TI) source data through the source feature encoders to
extract the TI source features. As task-relevant (TR) source feature maps
are not available, we extract the stored moments of its distribution from
the BN layers. (ii) During Knowledge Transfer (right): We freeze only the
classification layers and feed the TI and unlabeled TR target data through
the models to get batch-wise TI target features and the TR target moments,
respectively, which we match with pre-extracted source features and moments
to jointly train all the feature encoders along with the mixing weights, ζk’s.
The final target model is the optimal linear combination of the updated
source models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.3 SUN RGB-D TR samples. We show some example images of the four
domains of SUN RGB-D. Both modalities from 4 out of 17 TR classes are
shown here. We discard the RGB source data after training four source
models and we do not use any label information for the target depth data. . 104

4.4 SUN RGB-D TI samples. We show some example images of the TI data
from SUN RGB-D dataset. Six classes, each with paired example of RGB
and depth are shown here. The TR and TI classes are completely disjoint. . 105

4.5 RGB-NIR scene samples. We show some example images of the of RGB-
NIR scene dataset. Both modalities of all 6 TR classes are shown here. We
discard the source data after training the source model and we do not use
any label information for the target data. . . . . . . . . . . . . . . . . . . . 105

4.6 RGB-NIR scene samples We show some example images of the TI data
from RGB-NIR scene dataset. Three classes, each with paired example of
RGB and NIR are shown here. The TR and TI classes are completely disjoint.106

xvii



5.1 Consider a three camera (C1, C2 and C3) network, where we have only three
pairwise distance metrics (M12,M23 andM13) available for matching persons,
and no access to the labeled data due to privacy concerns. A new camera,
C4, needs to be added into the system quickly, thus, allowing us to have only
very limited labeled data across the new camera and the existing ones. Our
goal in this chapter is to learn the pairwise distance metrics (M41, M42 and
M43) between the newly inserted camera(s) and the existing cameras, using
the learned source metrics from the existing network and a small amount of
labeled data available after installing the new camera(s). . . . . . . . . . . . 115

5.2 CMC curves averaged over all target camera combinations, introduced one at
a time. (a) WARD with 3 cameras, (b) RAiD with 4 cameras, (c) Market1501
with 6 cameras and (d) MSMT17 with 15 cameras. Best viewed in color. . . 127

5.3 CMC curves averaged over all the target camera combinations, introduced
one at a time, on the WARD dataset. Note that both old and new source
data are used for calculation of GFK. Best viewed in color. . . . . . . . . . 131

5.4 CMC curves averaged across target cameras on Market1501 dataset. (a)
and (b) show results while adding two and three cameras in parallel, (c)
show result while adding three cameras sequentially one after another. Best
viewed in color. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

5.5 (a) Effect of different percentage of target labelling on WARD dataset for
justifying Theorem 2, (b) Analysis of our method with deep features trained
on source camera data in Market1501 dataset with 6th camera as target,
(c) Sensitivity of λ on the Rank-1 performance tested using deep features in
Market1501 with 6th camera as target. Best viewed in color. . . . . . . . . 134

5.6 A total of 48 Sample images from the 4 datasets used in our experimentation.
In each row 4 different persons are shown whereas for each column 3 different
views of the same person from 3 different cameras are shown. We can see
the that across cameras, the viewpoint of the same person is very diverse
because of change in illumination condition or occlusion. . . . . . . . . . . . 137

xviii



5.7 CMC curves for WARD[115] with 3 cameras. In this experiment each camera
is shown as target while other two cameras served as source. The percentage
label of new persons between the new target camera and the existing source
cameras is taken to be 20% in this case. The most competitive method
here is Adapt-GFK which is outperformed by our method in nAUC with
margins 6%, 3.5% and 2.79% for camera 1,2 and 3 as target (plot a, b and
c) respectively. In this case Adapt-GFK is calculated using the GFK matrix
calculated by only using the limited labelled target data after the installation
of new camera. Moreover for camera 1 as target (plot (a)) our method
outperforms Adapt-GFK by a large rank-1 margin of almost 16%. Notable
thing in this case is that there is only one source metric available for this
dataset which is also handled by our multiple source metric transfer algorithm
efficiently. Our method significantly outperform the semisupervised method
CAMEL for all the plots which shows the strength of our method when a
little target labeled data availabe. Also, our method outperforms Avg-Source
for all the plots which is a proof of implication of Theorem 1. . . . . . . . 146

5.8 The setting in this case is exactly same as the setting of Figure 5.7. However
this experiment is done only to compare our method with GFK methods in
the original settings [133] where the assumption was of the availability of
source data. In this case GFK is calculated using the old source data as
well as new limited target data. Our method significantly outperforms all
the GFK based methods in this case also. It proves that even if our method
does not use source data, it still outperforms the doamin adaptation methods
which uses source data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

5.9 In this single camera insertion experiment Market1501 [232] dataset is used. 148
5.10 In this figure we used Market1501 dataset to show the effect of parallel on-

boarding of multiple cameras (In this case 2 cameras). We effectively set
camera 4 and 5 as target and compute 6 source metrics from the remain-
ing cameras to transfer knowledge from. Accuracy is shown between camera
4 and camera (1,2,3,6) (plot(a)) and also between camera 5 and camera
(1,2,3,6) (plot(b)) separately. We can see that our method significantly out-
perform other methods both in rank-1 and nAUC. . . . . . . . . . . . . . . 148

5.11 In this figure we used Market1501 dataset to show the effect of parallel on-
boarding of multiple cameras (In this case 3 cameras). We effectively set
camera 1,3 and 4 as target and compute 3 source metrics from the remaining
cameras to transfer knowledge from. Accuracy is shown between camera
1 and camera (2,5,6) (plot(a)),camera 3 and camera (2,5,6) (plot(b)) and
also between camera 4 and camera (2,5,6) (plot(c)) separately. We can see
that our method significantly outperform other methods both in rank-1 and
nAUC. This shows the effectiveness of our method for adaptation of multiple
cameras in the network added in parallel. Best viewed in color. . . . . . . . 149

xix



5.12 In this figure we used Market1501 dataset to show the effect of sequential
on-boarding of multiple cameras (In this case 3 cameras). Source cameras
are camera 3,4 and 5 which has three source metrics between them. First
camera 1 is added to the network and adapted. Accuracy for camera 1 as
target is computed between camera 1 and camera (3,4,5) (plot(a)). Then
camera 2 is added and adapted. For calculation of camera 2 adaptation
accuracy we calculate matching score between camera 2 and camera (1,3,4,5)
(plot(b)). In same fashion camera 6 is added afterwards and accuracy is
calculated between camera 6 and camera (1,2,3,4,5) (plot(c)). We can see
that our method significantly outperform other methods both in rank-1 and
nAUC. This shows the effectiveness of our method for adaptation of multiple
cameras in the network added sequentially. . . . . . . . . . . . . . . . . . . 152

5.13 These plots show cmc curves for camera 6 of Market1501 dataset with dif-
ferent percentage labels in the target. We can clearly see that our method
outperforms all the other (That is direct euclidean, direct metric learning and
even fine tuning with target data). When the percentage label increase then
our method with non-finetuned features merges with the direct fine tuning,
whereas if we use our method with the finetuned features, it exceeds all the
accuracy. This shows the strength of our method even in the presence of
deep learned source model. . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

6.1 Performance comparison of the proposed methods across different datasets:
CIFAR-10 and CIFAR-100. We randomly select 10% of the entire training
data as forget samples. Each figure illustrates the effectiveness of the opti-
mization strategies in handling the forgetting of samples, as evidenced by the
close performance of models Unlearned(+) and Unlearned(-). . . . . . . . . 169

xx



List of Tables

2.1 Results on digit recognition. MT, MM, UP, SV, SY are abbreviations of
MNIST, MNIST-M, USPS, SVHN and Synthetic Digits respectively. Mul-
tiple and Single denotes the methods which uses multiple and single sources
respectively for domain adaptation, while (w) and (w/o) are abbreviations of
with source data and without source data respectively. Source is the accuracy
with the unadapted models, whereas -best and -worst refer to the best and
worst sources. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.2 Results on Office: A,D and W are abbreviations of Amazon, DSLR and
Webcam. For single source methods, Source-best and Source-worst denote
the best and worst unadapted source models, whereas SHOT-best, SHOT-
worst are the best and worst accuracies of adapted source models. . . . . . 21

2.3 Results on Office-Home.: AR,CL,RW and PR are abbreviations of Art,
Clipart,Real-world and Product. We see that our method outperforms all
the baselines including the best source accuracy as well as ensemble method.
The abbreviations under the column SOURCE and METHOD are same as
described in Table 3.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.4 Results on Office-Caltech Dataset:A,D,C and W are abbreviations of
Amazon, DSLR, Caltech-256 and Webcam. Our method consistently out-
perform all the baselines across all the domains as target.The abbreviations
under the column SOURCE and METHOD are same as described in Table 3.2. 23

2.5 Loss-wise ablation. Contribution of each component in adaptation on the
Office dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.6 Performance on freezing backbone network on Office-Home. DECISION-
weight is optimized solely over the source weights and consistently performs
better than uniform weighting. . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.7 Results on DomainNet:Q,C,P,I,S and R are abbreviations of quickdraw,
clipart, painting, infograph, sketch and real. . . . . . . . . . . . . . . . . . . 33

2.8 Distillation results on object recognition tasks. Performance remains
consistent across all datasets despite distilling into a single target model. . . 34

xxi



3.1 Results on CIFAR-100C. We take four source models trained on Clear,
Snow, Fog, and Frost. We employ these models for adaptation on 15 sequen-
tial test domains. This table illustrates that even in the dynamic environment
X+ CONTRAST performs better than X-Best, which is the direct conse-
quence of optimal aggregation of source models as well as better preservation
of source knowledge. (Results in error rate ↓ (in %)) . . . . . . . . . . . . . 50

3.2 Results on Digits dataset. We train the source models using four digit
datasets to perform inference on the remaining dataset. The column abbre-
viations correspond to the datasets as follows: ‘MM’ for MNIST-M, ‘MT’ for
MNIST, ‘UP’ for USPS, ‘SV’ for SVHN, and ‘SY’ for Synthetic Digits.. The
table (reporting % error rate(↓)) shows that X+CONTRAST outperforms
all of the baselines (X-Best) consistently . . . . . . . . . . . . . . . . . . . . 57

3.3 Results on Office-Home. We train three source models using three do-
mains in this dataset and use them for inference on the remaining domain
under the TTA setting. Our results demonstrate that X+CONTRAST con-
sistently outperforms all of the baselines (X) (% error). . . . . . . . . . . . 59

3.4 Results on CIFAR-10C. We take four source models trained on Clear,
Snow, Fog and Frost. We employ these models for adaptation on 15 sequential
test domains. This table illustrates that even in the dynamic environment
X+CONTRAST performs better than X, which is the direct consequence of
better retaining source knowledge. (Results in error rate ↓ (in %)) . . . . . 60

3.5 Effect of initialization and step size choice. Error rate on Office-Home
under different choices of initialization and step sizes. . . . . . . . . . . . . . 61

3.6 Initialization based on Entropy. The table shows the results of entropy
based initialization. (Results in error-rate % ↓) . . . . . . . . . . . . . . . . 62

3.7 Choice of model update (MeTA+CoTTA). In our experiments using
CoTTA as the model update method on CIFAR100-C, we tested four scenar-
ios: updating all models, updating only the least correlated model, updating
subset of model, and updating only the most correlated model. Our results
indicate that our model selection approach produces the most favorable out-
come. (Results in error rate ↓ (in %)) . . . . . . . . . . . . . . . . . . . . . 63

3.8 Choice of model update (CONTRAST+Tent). In our experiments
using Tent as the model update method on CIFAR100-C, we tested four
scenarios: updating all models, updating only the least correlated model,
updating subset of model, and updating only the most correlated model.
Our results indicate that our model selection approach produces the most
favorable outcome. (Results in error rate ↓ (in %)) . . . . . . . . . . . . . . 63

3.9 Model Update according to Weight. The table shows results of updating
model according to their respective weights. (Results in error-rate % ↓) . . 65

3.10 Comparison with MSDA. The table compares the performance of our
method with MSDA approach DECISION. (Results in error-rate % ↓) . . . 67

3.11 Comparison with Model Soups. The table compares the performance
our method against model soups. (Results in error-rate % ↓) . . . . . . . . 67

xxii



3.12 Result on Cityscape to ACDC: In this experiment, we test our method
on the test data from individual weather conditions (static test distribution)
of ACDC. The source models are trained on the train set of Cityscape and its
noisy variants. Our method clearly outperforms baseline adaptation method.
(Results in % mIoU) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.13 Result on Cityscapes to ACDC for dynamic test distribution: This
table illustrates that over a prolonged cycle of repetitive test distributions,
our model can retain performance better than baseline Tent. ((Results in %
mIoU)) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.1 We compare the proposed work SOCKET with existing problem settings
in literature for knowledge transfer across different domains and modalities.
The competitive settings described in this table are: (1) UDA (Unsupervised
Domain Adaptation), DT (Domain Translation) [67, 177, 137, 65, 40, 31,
8] [C1], (2) MSDA (Multi-source domain adaptation) [139] [C2], (3) SFDA
(Source free single source DA) [102, 212, 211, 209, 2, 103] [C3], (4) MSFDA
(Source free multi-source DA) [6] [C4], (5) CMKD (Cross modal knowledge
distillation) [57, 172, 26, 45] [C5], and (6) ZDDA (Zero shot DA) [138] [C6],
respectively. We group citations into [C1] to [C6] based on problem settings.
Only SOCKET allows cross-modal knowledge transfer from multiple sources
without any access to relevant source training data for an unlabeled target
dataset of a different modality . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.2 Datasets statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.3 Results on the SUN RGB-D dataset [163] for the task of single-

source cross-modal knowledge transfer from RGB to depth modal-
ity without access to task relevant source data. The rows represent
RGB domains on which the source models are trained. The columns repre-
sent the knowledge transfer results on the depth domains for three methods
– Unadapted shows results with unadapted source, SHOT[102] and SOCKET. 97

4.4 Results on the SUN RGB-D dataset [163] for the task of multi-
ple cross-modal knowledge transfer from RGB to depth modality
without access to task relevant source data. The rows show the six
combinations of two trained source models on RGB data from four different
domains. The columns represent the knowledge transfer results on the do-
main specific depth data for DECISION [6], the current SOTA for multiple
source adaptation without source data, and SOCKET . . . . . . . . . . . . 98

4.5 Classification accuracy (%) on DIML dataset with different TI data . . . . 99
4.6 Results on RGB-NIR dataset [14] for the task of single-source cross-modal

knowledge transfer from RGB to NIR and vice versa without task-relevant
source data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

4.7 Cross modal vs cross domain knowledge transfer for SUN RGB-D
dataset scene classification using SHOT[102]: (1) The first columm
shows the accuracies for RGB to depth transfer within the same domain. (2)
The second column is generated by transferring knowledge from one RGB
domain to other three RGB domains taking the average of the accuracies . 100

xxiii



4.8 Ablation of contribution of our proposed novel loss components.
The first accuracy column (a) corresponds to single source adaptation from
RGB to depth on kv2 domain, whereas the second column (b) shows the
multi-source adaptation result from kv1+xtion to kv1 domain of SUN RGB-D
dataset. We show the accuracy gain over using Lma only inside the parentheses101

4.9 Left: Effect of number of TI data. We perform knowledge transfer
from Kinect v1 RGB to unlabeled depth data. We use six random TI classes
and vary the number of TI images per class from 0 to 60 in steps of 20.
Right: Effect of regularization hyper-parameters. We perform Kinect
v1 and Kinect v2 RGB to Kinect v1 depth transfer with varying (λTI , λd)
and tabulate the accuracy of SOCKET . . . . . . . . . . . . . . . . . . . . . 102

4.10 Effect of our proposed adversarial loss component. The accuracy
column corresponds to single source adaptation from RGB to depth on kv2
domain of SUN RGB-D dataset. We show the accuracy gain over using Lma

only inside the parentheses . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

6.1 The effect of the proportion of randomly selected data from the CIFAR-10
training dataset for forgetting. It’s evident that as the number of forget data
samples increases, the difference in performance between the Retrained and
Unlearned(-) models also increases. Note that the second column is denoted
to show the percentage of the selected forgetting data. . . . . . . . . . . . . 170

6.2 The effect of the number of perturbations randomly selected from Gaussian
distribution for the CIFAR10 dataset. The second column is the number
of perturbations used to approximate the hessian using our method. As we
can see that increasing the number of perturbations positively influence the
unlearning performance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

6.3 We demonstrate the impact of the regularization parameter λ on our unlearn-
ing algorithm. It’s evident that increasing the value of λ leads to improved
unlearning performance, consistent with our claim of Theorem 7. . . . . . . 172

6.4 Performance comparison between Method-1 and Method-2 to illustrate
that under quadratic loss, the performance of Method-2 remains indepen-
dent of the number of forget data samples, unlike Method-1, which is de-
signed for any general convex loss function. We use 20% of the data as
our forget data and observe a significant increase in the performance gap
between the unlearned and retrained models for Method-1. However, the
performance gap for Method 2 remains considerably low even in the case
of 20% forget data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

xxiv



Chapter 1

Introduction

Deep neural networks have demonstrated remarkable proficiency in a wide range

of computer vision tasks. However, they consistently struggle with adapting to shifts in

visual distributions. In contrast, human recognition remains robust in the face of such

shifts, allowing us to read text in a new font or recognize new objects of the same class in

entirely unfamiliar environments. Instilling this kind of robustness to distributional shifts

in deep models is crucial for their practical application.

A substantial body of existing work aims to address this issue by transferring

knowledge from labeled source datasets to unlabeled target datasets, which may exhibit

either static or continuously evolving distributional changes. In the static scenario, a notable

limitation of many current transfer learning methods is their reliance on a transductive

approach, where source data is required for knowledge transfer. In real-world settings,

source data may not be accessible due to various concerns like privacy, security, and storage

constraints [102]. Furthermore, in numerous application scenarios, multiple labeled source
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domains are available, and efficiently leveraging them can yield more optimal solutions than

simply relying on a single source [229].

Our research explores these two challenges concurrently by developing efficient al-

gorithms that can function with multiple source domains and without access to source data.

These algorithms are designed to work with various data scenarios, including those with

few labeled samples, completely unlabeled data, or data from entirely different modalities

or data from a dynamic distribution, across computer vision tasks such as classification,

semantic segmentation, and object detection. We also explore a scenario where we forget

some data using Machine Unlearning (MU) in a setting where no source data is available.

In Chapter 2, we focus on the problem of multiple source UDA with no access

to the source data and make the following contributions: We propose a novel UDA al-

gorithm, termed Data frEe multi-sourCe unsupervISed domain adaptatiON (DECISION),

which operates without requiring access to the source data. To solve the problem, we de-

ploy Information Maximization (IM) loss [102] on the weighted combination of target soft

labels from all the source models. This approach enhances the confidence and diversity of

predictions across all classes. Additionally, we utilize a pseudo-label strategy inspired by

the deep cluster method [16], alongside the IM loss, to minimize noisy cluster assignment

of the features. The overall optimization process jointly adapts the feature encoders from

the sources and the corresponding source weights, resulting in the final target model. Our

algorithm automatically identifies the optimal blend of source models to generate the target

model by optimizing a carefully designed unsupervised loss. Under intuitive assumptions,

we establish theoretical guarantees on the performance of the target model, showing that
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it is consistently at least as good as deploying the single best source model, thus mini-

mizing negative transfer. We validate our claims with extensive numerical experiments,

demonstrating the practical benefits of our approach.

In Chapter 3, we introduce a framework for multi-source adaptation to dynamic

distribution shifts from streaming test data without access to the source data. Our de-

velop an algorithm, CONTRAST, that can merge the source models using appropriate

combination weights during test time, enabling it to perform as well as, or even better

than, the best-performing source model. Additionally, our framework effectively mitigates

catastrophic forgetting when faced with long-term, fluctuating test distributions. We pro-

vide theoretical insights into CONTRAST, illustrating how it addresses domain shift by

optimally combining source models and prioritizing updates to the model least prone to

forgetting. To demonstrate the real-world advantages of our methodology, we perform ex-

periments on a diverse range of benchmark datasets.

In Chapter 4, we formulate a novel problem for knowledge transfer from a model

trained for a source modality to a different target modality without any access to task-

relevant source data and when the target data is unlabeled. To bridge the gap between

modalities, we propose a novel framework, SOCKET, for cross-modal knowledge transfer

without access to source data by using an external task-irrelevant paired dataset and by

matching the moments obtained from the normalization layers in the source models with

the moments computed on the unlabeled target data. Extensive experiments on multiple

datasets, both for knowledge transfer from RGB to depth and from RGB to IR, and both for

single-source and multi-source cases, show that SOCKET is effective in reducing the modal-
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ity gap in the feature space, producing significantly better performance, with improvements

of up to 12% in some cases, over existing source-free domain adaptation baselines that do

not account for the modality difference between the source and target modalities. We also

show empirically that for the datasets of interest, the problem of knowledge transfer between

modalities like RGB and depth is harder than domain shifts within the same modality, such

as sensor changes and viewpoint shifts, considered previously in the literature.

In Chapter 5, we address the problem of swiftly on-boarding new camera(s) into an

existing person re-identification network without having access to the source camera data

and relying on only a small amount of labeled target data in the transient phase, i.e., after

adding the new cameras. Towards solving this problem, we make the following contributions.

We propose a robust and efficient multiple metric hypothesis transfer learning algorithm to

adapt a newly introduced camera to an existing person re-id framework without access to the

source data. We theoretically analyze the properties of our algorithm, demonstrating that

it minimizes the risk of negative transfer and performs closely to the fully supervised case

even with a small amount of labeled data. Additionally, we conduct rigorous experiments

on multiple benchmark datasets to show the effectiveness of our proposed approach over

existing alternatives.

In Chapter 6, we propose a Machine Unlearning (MU) algorithm in a source-free

setting, where unlearning is performed without access to the original training data. We

only have the source model and the data to be forgotten during the unlearning process.

Our main contributions in this work can be summarized as follows: To the best of our

knowledge, this work proposes the first source-free unlearning method for linear classifiers
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that can effectively forget random instances of data from all classes while also providing

robust theoretical guarantees regarding data removal and privacy. Since we cannot compute

the Hessian directly from the remaining data, we propose two novel methods for estimating

the Hessian: (i) for any general convex loss, and (ii) for the specialized case of quadratic

mean squared error (MSE) loss. The first approach can approximately unlearn (i.e., with

bounded error) for any convex loss functions, while the second is tailored specifically for

quadratic loss and enables exact unlearning. We provide theoretical guarantees for our

unlearning mechanism through extensive proofs and validate our claims with experiments

and ablations on linear classifiers using multiple benchmark datasets.

Finally, in Chapter 7 we summarize the findings of this thesis and discuss possible

extensions and future avenues for further research.
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Chapter 2

Multi-Source Free UDA

2.1 Introduction

Deep neural networks have achieved proficiency in a multiple array of vision tasks

[58, 109, 83, 148], however, these models have consistently fallen short in adapting to visual

distributional shifts [111]. Human recognition, on the other hand, is robust to such shifts,

such as reading text in a new font or recognizing objects in unseen environments. Imparting

such robustness towards distributional shifts to deep models is fundamental in applying

these models to practical scenarios.

Unsupervised domain adaptation (UDA) [10, 153] seeks to bridge this performance

gap due to domain shift via adaptation of the model on small amounts of unsupervised

data from the target domain. The majority of current approaches [44, 65] optimize a two-

fold objective: (i) minimize the empirical risk on the source data, (ii) make the target

and source features indistinguishable from each other. Minimizing distribution divergence

between domains by matching the distribution statistical moments at different orders have
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Figure 2.1: Problem setup. Standard unsupervised multi-source domain adaptation

(UDA) utilizes the source data, along with the models trained on the source, to perform

adaptation on a target domain. In contrast, we introduce a setting which adapts multiple

models without requiring access to the source data.

also been explored extensively [165, 139].

A shortcoming of all the above approaches is the transductive scenario in which

they operate, i.e., the source data is required for adaptation purposes. In a real-world set-

ting, source data may not be available for a variety of reasons. Privacy and security are the

primary concern, with the data possibly containing sensitive information. Another crucial

reason is storage issues, i.e., source datasets may contain videos or high-resolution images

and it might not be practical to transfer or store on different platforms. Consequently, it

is imperative to develop unsupervised adaptation approaches which can adapt the source

models to the target domain without access to the source data.

Recent works [97, 102] attempt this by adapting a single source model to a target

domain without accessing the source data. However, an underlying assumption of these
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methods is that the most correlated source model is provided by an oracle for adaptation

purposes. A more challenging and practical scenario entails adaptation from a bag of source

models - each of these source domains are correlated to the target by different amounts and

adaptation involves not only incorporating the combined prior knowledge from multiple

models, but simultaneously preventing the possibility of negative transfer. In this chapter,

we introduce the problem of unsupervised multi-source adaptation without access to source

data. We develop an algorithm based on the principles of pseudo-labeling and information

maximization and provide intuitive theoretical insights to show that our framework guaran-

tees performance better than the best available source and minimize the effect of negative

transfer.

To solve this problem of multiple source model adaptation without accessing the

source data, we deploy Information Maximization (IM) loss [102] on the weighted combina-

tion of target soft labels from all the source models. We also use the pseudo-label strategy

inspired from deep cluster method [16], along with the IM loss to minimize noisy cluster as-

signment of the features. The overall optimization jointly adapts the feature encoders from

sources as well as the corresponding source weights, combining which the target model is

obtained.

Main Contributions. We address the problem of multiple source UDA, with no access

to the source data. Towards solving the problem, we make the following contributions:

• We propose a novel UDA algorithm which operates without requiring access to

the source data. We term it as Data frEe multi-sourCe unsupervISed domain adaptatiON

8



(DECISION). Our algorithm automatically identifies the optimal blend of source models to

generate the target model by optimizing a carefully designed unsupervised loss.

• Under intuitive assumptions, we establish theoretical guarantees on the performance of

the target model which shows that it is consistently at least as good as deploying the single

best source model, thus, minimizing negative transfer.

• We validate our claim by extensive numerical experiments, demonstrating the practical

benefits of our approach.

2.2 Related works

In this section we present a brief overview of the literature in the area of unsu-

pervised domain adaptation in both the single and multiple sources scenario, as well as the

closely related setting of hypothesis transfer learning.

Unsupervised domain adaptation. UDA methods have been used for a variety of tasks,

including image classification [177], semantic segmentation [137] and object detection [67].

Besides the feature space adaptation methods based on the paradigms of moment matching

[165, 139] and adversarial learning [44, 177], recent works have explored pixel space adapta-

tion via image translation [65]. All existing UDA methods require access to labeled source

data, which may not be available in many applications.

Hypothesis transfer learning. Similar to our objective, hypothesis transfer learning

(HTL) [161, 142, 4] aims to transfer learnt source hypotheses to a target domain without

access to source data. However, data is assumed to be labeled in the target domain in

contrast to our scenario, limiting its applicability to real-world settings. Recently, [97, 102]

9



extend the standard HTL setting to unsupervised target data (U-HTL) by adapting single

source hypotheses via pseudo-labeling. Our thesis takes this one step further by introduc-

ing multiple source models, which may or may not be positively correlated with the target

domain.

Multi-source domain adaptation. Multi-source domain adaptation (MSDA) extends

the standard UDA setting by incorporating knowledge from multiple source models. Latent

space transformation methods [231] aim to align the features of different domains by opti-

mizing a discrepancy measure or an adversarial loss. Discrepancy based methods seek to

align the domains by minimizing measures such as maximum mean discrepancy [56, 231] and

Rényi-divergence [64]. Adversarial methods aim to make features from multiple domains

indistinguishable to a domain discriminator by optimizing GAN loss [205], H−divergence

[229] and Wasserstein distance [185, 101]. Domain generative methods [152, 106] use some

form of domain translation, such as the CycleGAN [236], to perform adaptation at the pixel

level. All these methods assume access to the source data during adaptation.

2.3 Methodology

Problem setting. We address the problem of jointly adapting multiple models, trained

on a variety of domains, to a new target domain with access to only samples without anno-

tations from the target. In this work, we will be considering the adaptation of classification

models with K categories and the input space being X . Formally, let us consider we have

a set of source models {θjS}nj=1, where the jth model θjS : X → RK , is a classification

model learned using the source dataset Dj
S = {xiSj

, yiSj
}Nj

i=1, with Nj data points, where
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Figure 2.2: Overall framework of our approach: We freeze the final classification

layers of all the sources and jointly optimize for the source feature encoders along with it’s

corresponding weights to get the target predictor by combining those.

xiSj
and yiSj

denote the i-th source image and the corresponding label respectively. Now,

given a target unlabeled dataset DT = {xiT }NT
i=1, the problem is to learn a classification

model θT : X → RK , using only the learned source models, without any access to the

source datasets. Note that this is different from multi-source domain adaptation methods

in literature, which also utilize the source data while learning the target model θT .

Overall Framework. We can decompose each of the source models into two modules:

the feature extractor ϕiS : X → Rdi and the classifier ψi
S : Rdi → RK . Here, di refers to

the feature dimension of the i-th model while K refers to the number of categories. We

aim to estimate the target model θT by combining knowledge only from the given source

models in a manner that automatically rejects poor source models, i.e., those which are
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irrelevant for the target domain. At the core of our framework lies a model aggregation

scheme [113, 64], wherein we learn a set of weights {αi}ni=1 corresponding to each of the

source models, such that, αk ≥ 0 and
∑n

k=1 αk = 1. These weights represent a probability

mass function over the source domains, with a higher value implying higher transferability

from that particular domain, and are used to combine the source hypotheses accordingly.

However, unlike previous works, we jointly adapt each individual model and simultaneously

learn these weights by utilizing solely the unlabeled target instances. In what follows, we

describe our training strategy used to achieve this in detail.

2.3.1 Weighted Information Maximization

As we do not have access to the labeled source or target data, we propose to

fix the source classifiers,{ψi
S}ni=1, since it contains the class distribution information of the

source domain and adapt solely the feature maps {ϕiS}ni=1 via the principle of information

maximization [13, 85, 129, 102]. Our motivation behind the adaptation process stems

from the cluster assumption [19] in semi-supervised learning, which hypothesizes that the

discriminative model’s decision boundaries should be located in regions of the input space

which are not densely populated. To achieve this, we minimize a conditional entropy term

(i.e., for a given input example) [51] as follows:

Lent = −ExT∈DT

[ K∑
j=1

δj(θT (xT )) log(δj(θT (xT )))
]

(2.1)

where θT (xT ) =
∑n

j=1 αjθ
j
S(xT ), and δ(·) denotes the softmax operation with δj(v) =

exp(vj)∑K
i=1 exp(vi)

for v ∈ RK . Intuitively, if a source θjS has good transferability on the target

and consequently, has smaller value of the conditional entropy, optimizing the term (2.1)
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over
{
θjS , αj

}
, will result in higher value of αj than rest of the weights. While entropy

minimization effectively captures the cluster assumption when training with partial labels,

in an unsupervised setting, it may lead to degenerate solutions, such as, always predicting

a single class in an attempt to minimize conditional entropy. To control such degenerate

solutions, we incorporate the idea of class diversity: configurations in which class labels are

assigned evenly across the dataset are preferred. A simple way to encode our preference

towards class balance is to maximize the entropy of the empirical label distribution [13] as

follows,

Ldiv =
K∑
j=1

−p̄j log p̄j (2.2)

where p̄ = ExT∈DT
[δ(θT (xT ))]. Combining the terms (2.1) and (2.2), we arrive at,

LIM = Ldiv − Lent (2.3)

which is the empirical estimate of the mutual information between the target data and the

labels under the aggregate model θT . Although maximizing this loss makes the predictions

on the target data more confident and globally diverse, it may sometime still fail to restrict

erroneous label assignment. Inspired by [102], we propose a pseudo-labeling strategy in an

effort to contain this mislabeling.

2.3.2 Weighted Pseudo-labeling

As a result of domain shift, information maximization may result in some instances

being clubbed with the wrong class cluster. These wrong predictions get reinforced over

the course of training and lead to a phenomenon termed as confirmation bias [170]. Aiming

to contain this effect we adopt a self-supervised clustering strategy [102] inspired from the
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DeepCluster technique [16]. First, we calculate the cluster centroids induced by each source

model for the whole target dataset as follows,

µ
(0)
kj

=

∑
xT∈DT

δk(θ̂
j
S(xT ))ϕ̂

j
S(xT )∑

xT∈DT
δk(θ̂

j
S(xT ))

(2.4)

where the cluster centroid of class k obtained from source j at iteration i is denoted as µ
(i)
kj
,

and θ̂jS = (ψj
S ◦ ϕ̂jS) denotes the source from the previous iteration. These source-specific

centroids are combined in accordance to the current aggregation weights on each source

model as follows,

µ
(0)
k =

n∑
j=1

αjµ
(0)
kj

(2.5)

Next, we compute the pseudo-label of each sample by assigning it to its nearest cluster

centroid in the feature space,

ŷ
(0)
T = arg min

k
∥θ̂T (xT )− µ

(0)
k ∥22 (2.6)

We reiterate this process to get the updated centroids and pseudo-labels as follows,

µ
(1)
kj

=

∑
xT∈DT

1{ŷ(0)T = k}ϕ̂jS(xT )∑
xT∈DT

1(ŷt0 = k)
(2.7)

µ
(1)
k =

n∑
j=1

αjµ
(1)
kj

(2.8)

ŷ
(1)
T = arg min

k
∥θ̂T (xT )− µ

(1)
k ∥22 (2.9)

where 1(·) is an indicator function which gives a value of 1 when the argument is true.

While this alternating process of computing cluster centroids and pseudo-labeling can be

repeated multiple times to get stationary pseudo-labels, one round is sufficient for all prac-

tical purposes. We then obtain the cross-entropy loss w.r.t. these pseudo-labels as follows:

Lpl(QT , θT ) = −ExT∈DT

K∑
k=1

1{ŷT = k} log δk(θT (xT )). (2.10)
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Note that the pseudo-labels are updated regularly after a certain number of iterations as

discussed in Section 2.5.

2.3.3 Optimization

In summary, given n source hypothesis {θjS}nj=1 = {ψj
S ◦ ϕjS}nj=1 and target data

DT = {xiT }nT
i=1, we fix the classifier from each of the sources and optimize over the parameters

of {ϕjS}nj=1 and the aggregation weights {αj}nj=1. The final objective is given by,

Ltot = Lent − Ldiv + λLpl
(2.11)

The above objective is used to solve the following optimization problem,

minimize
{ϕjS}nj=1, {αj}nj=1

Ltot

subject to αj ≥ 0, ∀j ∈ {1, 2, . . . , n},
n∑

j=1

αj = 1

(2.12)

Once we obtain the optimal set of ϕj∗S and α∗
j , the optimal target hypothesis is

computed as θT =
∑n

j=1 α
∗
j (ψ

j
S ◦ ϕj∗S ). To solve the optimization (2.12) we follow the steps

of Algorithm (1) stated below.

2.4 Theoretical Insights

Theoretical motivation behind our approach. Our algorithm aims to find the optimal

weights {αj}nj=1 for each source and takes a convex combination of the source predictors to

obtain the target predictor. Here, we shall show that under intuitive assumptions on the

source and target distributions, there exists a simple choice of target predictor, which can
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Algorithm 1 Algorithm to Solve Eq. 2.12

1: Input: Trained source models {θjS}nj=1 = {ψj
S ◦ϕ

j
S}nj=1, unlabeled target data {xiT }NT

i=1,

weight parameters {αj}nj=1, max number of epochs E, regularization parameter λ, num-

ber of batches B

2: Output: Optimal feature encoders {ϕj∗S }nj=1, optimal source weights {α∗
j}nj=1

3: Initialization: Freeze final classification layers {ψj
S}nj=1, set αj = 1 for all j

4: for epoch = 1 to E do

5: Calculate pseudo-labels from equation (2.6)

6: Calculate the mean embedding p̄ from equation (2.2)

7: for iteration = 1 to B do

8: Sample a mini batch from target and pass it through each of the source models

9: Calculate all the losses from equation (2.1), (2.2) and (2.10)

10: Calculate total loss from equation (2.3)

11: Update the parameters in {ϕjS}nj=1 and {αj}nj=1 from optimization (2.12)

12: Make α positive by setting αj = 1/(1 + e−αj )

13: Normalize α by setting αj = αj/
∑n

i=1 αi

14: end for

15: end for
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perform better than or equal to the best source model being applied directly on the target

data. Formally, let L be a loss function which maps the pair of model-predicted label and

the ground-truth label to a scalar. Denote the expected loss over k-th source distribution

Qk
S using the source predictor θ via L(Qk

S , θ) = Ex[L(θ(x), y)] =
∫
x L(θ(x), y)Q

k
S(x)dx. Now

let θkS be the optimal source predictor given by θkS = arg min
θ

L(Qk
S , θ) ∀ 1 ≤ k ≤ n. Let us

also assume that the target distribution is in the span of source distributions. We formalize

this by expressing the target distribution as an affine combination of source distributions

i.e., QT (x) =
∑n

k=1 λkQ
k
S(x) : λk ≥ 0,

∑n
k=1 λk = 1. Under this assumption, if we express

our target predictor as θT (x) =
∑n

k=1
λkQ

k
S(x)∑n

j=1 λjQ
j
S(x)

θkS(x), then we establish our theoretical

claim stated in Lemma 6.

Lemma 1 Assume that the loss L(θ(x), y) is convex in its first argument and that there

exists a λ ∈ Rn where λ ≥ 0 and λ⊤1 = 1, such that the target distribution is exactly equal

to the mixture of source distributions, i.e., QT =
∑n

i=1 λiQ
i
S. Set the target predictor as the

following convex combination of the optimal source predictors

θT (x) =

n∑
k=1

λkQ
k
S(x)∑n

j=1 λjQ
j
S(x))

θkS(x).

Recall the pseudo-labeling loss (2.10). Then, for this target predictor, over the target distri-

bution, the unsupervised loss induced by the pseudo-labels and the supervised loss are both

less than or equal to the loss induced by the best source predictor. In particular,

L(QT , θT ) ≤ min
1≤j≤n

L(QT , θ
j
S).

Let α = argmin1≤j≤n L(QT , θ
j
S). Additionally, this inequality is strict if the entries of λ

are strictly positive and there exists a source i for which the strict inequality L(Qi
S , θ

i
S) <

L(Qi
S , θ

α
S) holds.
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Proof. See proof in the Appendix-1(2.7.1). Observe that the expected loss L defined in

Lemma 1 is the supervised loss where one does have the label information. Our proposed

target predictor θT achieves a supervised loss at least as good as the best individual source

model. Importantly, the inequality is strict under a natural mild condition: The best

individual source model β (for the target QT ) is strictly worse than some source model i

on the source distribution Qi
S . We also note the key differences between our algorithm and

the predictor in Lemma 1. In our algorithm’s combination rule, we fine-tune the feature

extractors of each source model unlike Lemma 1. However each source has an individual

weight which is agnostic to the source data, whereas Lemma 1 uses different weights per

input instance. Below we provide an intuitive justification for choosing this input-agnostic

weighting strategy.

Since we do not know the source distributions (due to the unavailability of source

data), let us consider the least informative of all the distributions i.e. uniform distribution

for sources by the Principle of Maximum Entropy [75]. This uniformity is assumed over

the target support set X . In what follows, we will consider the restrictions of the source

distributions to the target support X . Mathematically, our assumption is Qk
S(x) = ckU(x)

when restricted to the support set x ∈ X , where ck is a scaling factor which captures

the relative contribution of source k and U(x) has value 1. If we plug this value of the

distribution in the combination rule in Lemma 1, we get θT (x) =
∑n

k=1
λkck∑n
j=1 λjcj

θkS(x)

(see Appendix-1 (2.7.2) for more details). This term consisting of λk and ck essentially

becomes the weighting term αk in our algorithm. We put this value of θT to solve the

optimization (2.12) jointly with respect to this αk and ϕkS . Thus, our optimization will
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return us a favorable combination of source hypotheses, satisfying the bounds in Lemma 1,

under the uniformity assumption of source distributions.

2.5 Experiments

Datasets. To test the effectiveness of our algorithm, we experiment on various visual

benchmarks described as follows.

• Office [65]: In this benchmark DA dataset there are three domains under the office

environment namely Amazon (A), DSLR (D) and Webcam (W) with a total of 31 object

classes in each domain.

• Office-Caltech [49]: This is an extension of the Office dataset, with Caltech-256 (C) added

on top of the 3 existing domains by extracting 10 classes common to all domains.

• Office-Home [179]: Office-Home consists of four domains, namely, Art(Ar), Clipart(Cl),

Product(Pr) and Real-world(Re). Each of these domains contain 65 object classes.

• Digits: The Digits dataset is a benchmark for DA in digit recognition. Following [139],

we utilize five subsets, namely MNIST (MT), USPS (UP), SVHN (SV), MNIST-M (MM)

and Synthetic Digits (SY) for our experiments.

In all of our experiments, we take turns and fix one of the domains as the target

and the rest as the source domains. The source data is discarded after training the source

models.

Baseline Methods. We compare our method against a wide array of baselines. Similar

to our setting, SHOT [102] attempts unsupervised adaptation without source data. How-

ever, it adapts a single source at a time. We compare against a multi-source extension
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Source Method
mt,up,sv,sy

→ mm

mm,up,sv,sy

→ mt

mm,mt,sv,sy

→ up

mm,mt,up,sy

→ sv

mm,mt,up,sv

→ sy

Avg.

Multiple(w)

DAN[110] 63.7 96.31 94.2 62.5 85.4 80.4

DANN[43] 71.3 97.6 92.3 63.5 85.3 82.0

MCD[154] 72.5 96.21 95.3 78.9 87.5 86.1

CORAL[164] 62.5 97.2 93.4 64.4 82.7 80.1

ADDA[177] 71.6 97.9 92.8 75.5 86.5 84.8

M3SDA-β[139] 72.8 98.4 96.1 81.3 89.6 87.6

Single(w/o)

Source-best 60.7 98.2 74.5 89.5 89.4 82.5

Source-worst 21.3 64 29.3 7.4 25.7 29.5

SHOT[102]-best 94.0 98.7 97.9 83.5 97.5 94.3

SHOT[102]-worst 44.5 97.2 96.2 29.5 32.5 60.0

Multiple(w/o)
SHOT[102]-Ens 90.4 98.9 97.7 58.3 83.9 85.8

DECISION(Ours) 93.0 99.2 97.8 82.6 97.5 94.0

Table 2.1: Results on digit recognition. MT, MM, UP, SV, SY are abbreviations of

MNIST, MNIST-M, USPS, SVHN and Synthetic Digits respectively. Multiple and Single

denotes the methods which uses multiple and single sources respectively for domain adap-

tation, while (w) and (w/o) are abbreviations of with source data and without source data

respectively. Source is the accuracy with the unadapted models, whereas -best and -worst

refer to the best and worst sources.
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Source Method A,D → W A,W → D D,W → A Avg.

Single

Source-best 96.3 98.4 62.5 85.7

Source-worst 75.6 80.9 62.0 72.8

SHOT [102]-best 98.2 99.6 75.1 90.9

SHOT [102]-worst 90.6 94.2 72.9 85.9

Multiple
SHOT [102]-Ens 94.9 97.8 75.0 89.3

DECISION(Ours) 98.4 99.6 75.4 91.1

Table 2.2: Results on Office: A,D and W are abbreviations of Amazon, DSLR and

Webcam. For single source methods, Source-best and Source-worst denote the best and

worst unadapted source models, whereas SHOT-best, SHOT-worst are the best and worst

accuracies of adapted source models.

of SHOT via ensembling - we pass the target data through each of the adapted source

model and take an average of the soft prediction to obtain the test label. In our compar-

isons, we name this method SHOT-ens. We also compare against single source baselines,

namely SHOT-best and SHOT-worst, which refer to the best adapted source model and

the worst one respectively, learned using SHOT. Additionally, we run comparisons against

traditional multi-source adaptation methods M3SDA-β[139], DAN [110], DANN [43], MCD

[154], CORAL [164], ADDA [177], DCTN[205]. All these methods, except for SHOT, have

access to source data during adaptation.
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Source Method Ar,Cl,Pr → Rw Ar,Cl,Rw → Pr Ar,Pr,Rw → Cl Cl,Pr,Rw → Ar Avg.

Single(w/o)

Source-best 74.1 78.3 46.2 65.8 66.1

Source-worst 64.8 62.8 40.9 53.3 55.5

SHOT[102]-best 81.3 83.4 57.2 72.1 73.5

SHOT[102]-worst 80.8 77.9 53.8 66.6 69.8

Multiple(w/o)
SHOT[102]-Ens 82.9 82.8 59.3 72.2 74.3

DECISION(Ours) 83.6 84.4 59.4 74.5 75.5

Table 2.3: Results on Office-Home.: AR,CL,RW and PR are abbreviations of Art,

Clipart,Real-world and Product. We see that our method outperforms all the baselines

including the best source accuracy as well as ensemble method. The abbreviations under

the column SOURCE and METHOD are same as described in Table 3.2.

2.5.1 Implementation details

Network architecture. For the object recognition tasks, we use a pre-trained ResNet-50

[58] as the feature extractor backbone, similar to [139, 206]. Following [102, 43], we replace

the penultimate fully-connected layer with a bottleneck layer and a task specific classifier

layer. Batch normalization [72] is utilized after the bottleneck layer, along with weight

normalization [157] in the final layer. For the digit recognition task, we use a variant of the

LeNet [95] similar to [102].

Source model training. Following [102], we train the source models using smooth labels,

instead of the usual one-hot encoded labels. This increases the robustness of the model and

helps in the adaptation process by encouraging features to lie in tight, evenly separated

clusters [121]. The maximum number of epochs for Digits, Office, Office-Home and Office-

22



Source Method A,C,D → W A,C,W → D C,D,W → A A,D,W → C Avg.

Multiple(w)

ResNet-101[58] 99.1 98.2 88.7 85.4 92.9

DAN[110] 99.5 99.1 91.6 89.2 94.8

DCTN[205] 99.4 99.0 92.7 90.2 95.3

MCD[154] 99.5 99.1 92.1 91.5 95.6

M3SDA-β[139] 99.5 99.2 94.5 99.2 96.4

Single(w/o)

Source-best 98.9 99.3 94.8 86.5 94.9

Source-worst 86.7 89.8 89.6 83.2 87.4

SHOT-best 99.6 100 95.8 95.5 97.7

SHOT-worst 97.3 96.2 95.7 93.9 95.8

Multiple(w/o)
SHOT-Ens 99.6 96.8 95.7 95.8 97.0

DECISION(Ours) 99.6 100 95.9 95.9 98.0

Table 2.4: Results on Office-Caltech Dataset:A,D,C and W are abbreviations of Ama-

zon, DSLR, Caltech-256 and Webcam. Our method consistently outperform all the base-

lines across all the domains as target.The abbreviations under the column SOURCE and

METHOD are same as described in Table 3.2.
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Caltech is set to 30, 100, 50 and 100, respectively. Additionally, for our experiments on

digit recognition, we resize images from each domain to 32×32 and convert the gray-scale

images to RGB.

Hyper-parameters. The entire framework is trained in an end-to-end fashion via back-

propagation. Specifically, we utilize stochastic gradient descent with momentum value 0.9

and weight decay equalling 10−3. The learning rate is set at 10−2 for the bottleneck and

classifier layers, while the backbone is trained at a rate of 10−3. In addition, we use the

learning rate scheduling strategy from [43], where the initial rate is exponentially decayed

as learning progresses. The batch size is set to 32. We use λ = 0.3 for all the object

recognition tasks and λ = 0.1 for the digits benchmark. For adaptation, maximum number

of epochs is set to 15, with the pseudo-labels updated at the start of every epoch. We use

PyTorch [135] for all our experiments.

2.5.2 Digit recognition

The results on digit recognition are shown in Table 2.1. The digit benchmark is

characterised by the presence of very poor sources in some scenarios, notably when treating

MNIST-M, SVHN or Synthetic Digits as the target domain. For example, on SVHN as

the target, the best and worst source models adapted using SHOT [102] exhibit a perfor-

mance gap of more than 50%. Combining these models via uniform ensembling results in

a predictor which greatly underperforms the best adapted source. In contrast, our method

restricts this severe negative transfer via a joint adaptation over the models and the en-

sembling weights, and outperforms the baseline by 24.3%. The corresponding increase in

performance when using Synthetic Digits and MNISTM as the target are 13.5% and 2.6%
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respectively. Overall, we obtain an average increase of 8.2% across all the digit adapta-

tion tasks over SHOT-Ens. In spite of such disparities among the sources, our framework

also achieves performance at par with the best adapted source and actually outperforms

the latter on the MNIST transfer task. We also outperform the traditional multi-source

adaptation methods, which use source data, on all the tasks by an average of 6.4%.

2.5.3 Object recognition

Office. The results for the 3 adaptation tasks on the Office dataset are shown in Table

2.2. We achieve performance at par with the best adapted source models on all the tasks

and obtain an average increase of 5.2% over SHOT-Ens. In the task of adapting to the

Webcam (W) domain, negative transfer from the Amazon (A) model brings the ensemble

performance down - our model is able to prevent this, and not only outperforms the ensem-

ble by 3.5% but also achieves higher performance than the best adapted source.

Office-Home. On the Office-Home dataset, we outperform all baselines as shown in Table

2.3. Across all tasks, our method achieves a mean increase in accuracy of 2% over the

respective best adapted source models. This can be attributed to the relatively small per-

formance gap between the best and worst adapted sources in comparison to other datasets.

This suggests that, as the performance gap between the best and worst sources gets smaller,

or outlier sources are removed, our method can generalize even better to the target.

Office-Caltech. The results follow a similar trend on the Office-Caltech dataset, as shown

in Table 2.4. With a mean accuracy of 98% across all tasks, we outperform all baselines.
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Method A,D → W A,W → D D,W → A Avg.

Lpl 97.6 98.5 75.3 90.5

−Lent 96.6 99.0 68.5 88.0

−Lent + Ldiv 95.9 99.0 71.6 88.9

−Lent + Ldiv + λLpl 98.4 99.6 75.4 91.1

Table 2.5: Loss-wise ablation. Contribution of each component in adaptation on the

Office dataset.

2.5.4 Ablation study

Contribution of each loss. Our framework is trained using a combination of three dis-

tinct losses: Ldiv, Lent and Lpl. We study the contribution of each component of our

framework to the adaptation task in Table 2.5. First, we remove both the diversity loss and

the pseudo-labeling, and train using only Lent. Next, we add in Ldiv and perform weighted

information maximization. Finally, we also compare the results of solely using Lpl.

Analysis on the learned weights. Our framework jointly adapts the the source models

and learns the weights on each such source. To understand the impact of the weights,

we propose to freeze the feature extractors and optimize solely over the weights {αj}ni=1.

Naturally, this setup yields better performance compared to trivially assigning equal weights

to all source models, as shown in Table 2.6. More interestingly, the learned weights correctly

indicate which source model performs better on the target and could serve as a proxy

indicator in a model selection framework. See Figure 2.3.
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Method
Ar,Cl,Pr

→ Rw

Ar,Cl,Rw

→ Pr

Ar,Pr,Rw

→ Cl

Cl,Pr,Rw

→ Ar

Avg.

Source-Ens 67.6 51.4 77.7 80.1 69.2

DECISION-weights 68.8 52.3 79.2 80.4 70.2

Table 2.6: Performance on freezing backbone network on Office-Home.

DECISION-weight is optimized solely over the source weights and consistently performs

better than uniform weighting.

Figure 2.3: Weights as model selection proxy. The weights learnt by our framework

on Office-Home correlates positively with the unadapted source model performance. (Left

axis corresponds to the red plot and right to the blue plot, best viewed in color.)

Distillation into a single model. Since we are dealing with multiple source models,

inference time is of the order O(m), where m is the number of source models. If m is
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large, this can lead to inference being quite time consuming. To ameliorate this overhead,

we follow a knowledge distillation [60] strategy to obtain a single target model. Teacher

supervision is obtained by linearly combining the adapted models via the learned weights.

These annotations are subsequently used to train the single student model via vanilla cross-

entropy loss. Results obtained using this strategy are presented in the Appendix-1(2.7.3).

2.6 Conclusion

We developed a new UDA algorithm that can learn from and optimally combine

multiple source models without requiring source data. We provide theoretical intuitions for

our algorithm and verify its effectiveness in a variety of domain adaptation benchmarks.

There are multiple exciting directions to pursue including: First, we suspect that our algo-

rithm’s performance can be further boosted by incorporating data augmentation techniques

during training. Second, when there are too many source models to utilize, it would be in-

teresting to study whether we can automatically select an optimal subset of the source

models without requiring source data in an unsupervised fashion.

2.7 Appendix-1

2.7.1 Proof of Lemma 1

Lemma 2 Assume that the loss L(θ(x), y) is convex in its first argument and that there

exists a λ ∈ Rn where λ ≥ 0 and λ⊤1 = 1, such that the target distribution is exactly equal

to the mixture of source distributions, i.e QT =
∑n

i=1 λiQ
i
S. Set the target predictor as the
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following convex combination of the optimal source predictors

θT (x) =
n∑

k=1

λkQ
k
S(x)∑n

j=1 λjQ
j
S(x))

θkS(x).

Recall the pseudo-labeling loss (10). Then, for this target predictor, over the target distri-

bution, the unsupervised loss induced by the pseudo-labels and the supervised loss are both

less than or equal to the loss induced by the best source predictor. In particular,

L(QT , θT ) ≤ min
1≤j≤n

L(QT , θ
j
S).

Proof. We can see that the left hand-side of the inequality can be upper-bounded

by some loss as follows,

L(QT , θT ) =

∫
x
QT (x)L(θT (x), y) =

∫
x
QT (x)L

(
n∑

i=1

λiQ
i
S(x)∑n

j=1 λjQ
j
S(x))

θiS(x), y

)
dx

≤
∫
x
QT (x)

n∑
i=1

λiQ
i
S(x)∑n

j=1 λjQ
j
S(x))

L(θiS(x), y)dx (from Jensen’s inequality)

=

∫
x
QT (x)

n∑
i=1

λiQ
i
S(x)

QT (x)
L(θiS(x), y)dx (from distribution assumption)

=

n∑
i=1

λi

∫
x
Qi

S(x)L(θ
i
S(x), y)dx (changing the order of summation)

=
∑
i

λiL(Qi
S(x), θ

i
S)

(2.13)
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Now for the R.H.S. we can write this loss as follows,

L(QT , θ
j
S) =

∫
x
QT (x)L(θ

j
S(x), y)dx

=

∫
x

n∑
i=1

λiQ
i
S(x)L(θ

j
S(x), y)dx

=
n∑

i=1

λi

∫
x
Qi

SL(θ
j
S(x), y)dx

=
n∑

i=1

λiL(Qi
S(x), θ

j
S)

(2.14)

Now recall from main chapter 2 that,

θkS = argmin
θ

L(Qk
S , θ) for 1 ≤ k ≤ n.

. This means θiS is the best predictor for the source i, which has distribution Qi
S . Thus

we find that L(Qi
S , θ

i
S) ≤ L(Qi

S , θ
j
S) ∀j, which implies

∑
i λiL(Qi

S , θ
i
S) ≤ ∑

i λiL(Qi
S , θ

j
S).

This further implies that L(QT , θT ) ≤ L(QT , θ
j
S) ∀j, which in turn concludes the proof

L(QT , θT ) ≤ min
1≤j≤n

L(QT , θ
j
S). Finally, suppose the entries of λ are strictly positive and let

β = argminj L(QT , θ
j
S). Observe that, if there is a source i such that the strict inequality

L(Qi
S , θ

i
S) < L(Qi

S , θ
β
S) holds, then the main claim of the lemma also becomes strict as we

find

L(QT , θT ) ≤
∑
i

λiL(Qi
S , θ

i
S) <

∑
i

λiL(Qi
S , θ

β
S) ≤ min

j
L(QT , θ

j
S).

Verbally, this strict inequality has a natural meaning that the model j is strictly worse than

model i for the source data i.
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2.7.2 Detailed steps of combination rule under source distribution uni-

formity assumption

See the discussion after Lemma 1 in the main chapter 2 for reference.

θT (x) =
n∑

k=1

λkQ
k
S(x)∑n

j=1 λjQ
j
S(x)

θkS(x)

=

n∑
k=1

λkckU(x)∑n
j=1 λjcjU(x)

θkS(x)

=

n∑
k=1

λkck∑n
j=1 λjcj

θkS(x)

(2.15)

2.7.3 Additional Experiments

Figure 2.4: Weights as model selection proxy. The weights learnt by our framework

on Office-31 correlates positively with the unadapted source model performance. (Left axis

corresponds to the red plot and right to the blue plot, best viewed in color.)

From Figure 2.4, we can clearly see that for the model which gives higher accuracy

for the unadapted scenario, it is automatically given higher weightage by our algorithm.

As a result, we can easily infer about the quality of the source domain, in relation to the

target, from the weights learnt by our framework.

Effect of weight on pseudo-labeling. We investigate the effect of the weight λ on Lpl.

We perform experiments on the Office dataset by varying the value of λ and plot the results
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in Figure 2.5. As shown in the plot, the proposed method performs best at λ = 0.3
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Figure 2.5: Effect of λ. The variations in classification as the weight on Lpl is varied.

(Best viewed in color)

Effect of outlier source models. Our method is clearly robust to outlier source models.

In Table 2 of the main chapter 2, when MNIST-M is the target, transferring from only

USPS, leads to an extremely poor performance of 21.3% - here, USPS is a strong outlier.

Despite the presence of such a poor source, our framework is mostly able to correctly negate

the transfer from USPS, achieving a performance of 93%, close to the best source perfor-

mance of 94%. On removing USPS as a source, DECISION outperforms the best source

by achieving an accuracy of 94.5%. In the future, we plan to actively use the weights to

simultaneously remove poor sources while adaptation in order to boost the performance.

DomainNet [32]: This is a relatively new and large dataset where there are six domains

under the common object categories, namely quickdraw (Q), clipart (C), painting (P),

infograph (I), sketch (S) and real (R) with a total of 345 object classes in each domain.

Experimental results on this dataset are shown in Table 2.7. Our method consistently

outperforms the best adapted source baselines (SHOT-best) except for infograph as a target.

However the average performance over all the domains as target is slightly less than the
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Source Method
C,P,I,S,R

→ Q

Q,P,I,S,R

→ C

Q,C,I,S,R

→ P

Q,C,P,S,R

→ I

Q,C,P,I,R

→ S

Q,C,P,I,S

→ R

Avg.

Multiple(w)

DAN[25] 16.2 39.1 33.3 11.4 29.7 42.1 28.6

DCTN[46] 7.2 48.6 48.8 23.4 47.3 53.5 38.1

MCD[37] 7.6 54.3 45.7 22.1 43.5 58.4 38.6

M3SDA-β[32] 6.3 58.6 52.3 26 49.5 62.7 42.5

Single(w/o)

Source-best 11.9 49.9 47.5 20 41.1 57.7 38

Source-worst 2.3 12.2 2.2 1.1 8.7 4.8 5.2

SHOT[22]-best 18.7 58.3 53 22.7 48.4 65.9 44.5

SHOT[22]-worst 3.8 14.8 3.5 1 11.9 6.6 7

Multiple(w/o)
SHOT[22]-Ens 15.3 58.6 55.3 25.2 52.4 70.5 46.2

DECISION(Ours) 18.9 61.5 54.6 21.6 51 67.5 45.9

Table 2.7: Results on DomainNet:Q,C,P,I,S and R are abbreviations of quickdraw, cli-

part, painting, infograph, sketch and real.

SHOT-Ens. Note that for quickdraw and clipart as target, our method outperforms all the

state of the art methods including source free and with source data single and multi source

state-of-the-art DA methods.

Distillation. Our results on using the distillation strategy outlined in Section 5.4 of the

main chapter 2 are shown in Table 2.8. Despite the model compression, the performance

remains consistent.
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Method Office-home Office-Caltech Office

Rw Pr Cl Ar A C D W A D W

DECISION (original) 83.6 84.4 59.4 74.5 95.9 95.9 100 99.6 75.4 99.6 98.4

DECISION (distillation) 83.7 84.4 59.1 74.4 96.0 95.7 99.4 99.6 75.4 99.6 98.1

Table 2.8: Distillation results on object recognition tasks. Performance remains

consistent across all datasets despite distilling into a single target model.
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Chapter 3

Multi source Test Time Adaptation

3.1 Introduction

Deep neural networks have shown impressive performance on test inputs that

closely resemble the training distribution. However, their performance degrades significantly

when they encounter test inputs from a different data distribution. Unsupervised domain

adaptation (UDA) techniques [177, 175] aim to mitigate this performance drop. Addressing

the distribution shift in case of dynamic data distributions is even more challenging and

practically relevant - in many real-world applications like autonomous navigation, models

often encounter dynamically evolving distributions. Furthermore, test data is often accessed

in streaming batches rather than all at once, and source data may not always be available

due to privacy and storage concerns.

For domain adaptation to dynamically evolving environments, employing a model

ensemble can be beneficial, as it allows leveraging the learned knowledge of different models

to more effectively mitigate dynamic distribution shifts. Additionally, situations may arise
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Figure 3.1: Problem setup. Consider several source models trained using data from

different weather conditions. During the deployment of these models, they may encounter

varying weather conditions that could be a combination of multiple conditions in varying

proportions (represented by the pie charts on top). Our goal is to infer on the test data

using the ensemble of models by automatically figuring out proper combination weights and

adapting the appropriate models on the fly.

wherein the user has access to a diverse set of pre-trained models across distinct source

domains, and no access to source domain data corresponding to each model due to privacy,

storage or other constraints. Consequently, training a unified model using the combined

source data becomes unfeasible. In those scenarios, it is both reasonable and effective

to employ and adapt the entire available array of source models during testing, thereby

enhancing performance beyond the scope of single source model adaptation. Moreover,

employing a model ensemble provides the flexibility to effortlessly incorporate or exclude

models post-deployment, aligning with the user’s preferences and the needs of the given

task. This flexibility is not achievable with a single domain-generalized model trained on

combined source data.
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As an example, consider a scenario where a recognition model, initially trained on

clear weather conditions, faces data from mixed weather scenarios, like sunshine interspersed

with rain (see Figure 3.1). In such cases, employing multiple models - specifically those

trained on clear weather and rain — with appropriate weighting can potentially reduce the

test error as opposed to relying on a single source model. In this context, the models for

clear weather and rain would be assigned higher weights, while models for other weather

conditions would receive relatively lesser weightage.

The main challenge of developing such a model ensembling method is to learn

appropriate combination weights to optimally combine the source model ensemble during

the test phase as data is streaming in, such that it results in a test error equal or lower

than that of the best source model. To solve this, we propose CONtinual mulTi-souRce

Adaptation to dynamic diStribuTions (CONTRAST) that handles multiple source models

and optimally combines them to adapt to the test data.

The efficacy of using multiple source models also extends to preventing catastrophic

forgetting that may arise when adapting to dynamic distributions for a prolonged time.

Consider again the scenario of multiple source models, each trained on a different weather

condition. During inference, only the parameters of the models most closely related to

the weather encountered during test time will get updates, and the unrelated ones will

be left untouched. This ensures that the model parameters do not drift too far from the

initial state, since only those related to the test data are being updated. This mechanism

mitigates forgetting when the test data distribution varies over a long time scale, as is likely

to happen in most realistic conditions. Even if an entirely unrelated distribution appears
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during testing and there is no one source model to handle it, the presence of multiple sources

can significantly reduce the rate at which the forgetting occurs. This is again because

only the most closely related models (clear and rainy weather in the example above) are

updated, while others (e.g., snow) are left untouched. Our setting is closely related to Test

Time Adaptation methods (TTA) [182], and ours is the first work to consider dynamically

evolving multi-source adaptation at test time.

Main Contributions. Our proposed approach, CONTRAST, makes the following contri-

butions.

• We propose a framework for multi-source adaptation to dynamic distribution shifts

from streaming test data and without access to the source data. Our approach has

the ability to merge the source models using appropriate combination weights during

test time, enabling it to perform just as well as the best-performing source or even

surpass it.

• Our framework achieves performance on par with the best-performing source and also

effectively mitigates catastrophic forgetting when faced with long-term, fluctuating

test distributions.

• We provide theoretical insights on CONTRAST, illustrating how it addresses domain

shift by optimally combining source models and prioritizing updates to the model

least prone to forgetting.

• To demonstrate the real-world advantages of our methodology, we perform experi-

ments on a diverse range of benchmark datasets.
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3.2 CONTRAST Framework

3.2.1 Problem Setting

In this problem setting, we propose to combine multiple pre-trained models during

test time through the application of suitable combination weights, determined based on a

limited number of test samples. Specifically, we will focus on the classification task that

involves K categories. Consider the scenario where we have a collection of N source models,

denoted as {fjS}Nj=1, that we aim to deploy during test time. In this situation, we assume

that a sequence of test data {x(1)i }Bi=1 → {x(2)i }Bi=1 → . . . {x(t)i }Bi=1 → . . . are coming batch

by batch in an online fashion, where t is the index of time-stamp and B is the number of

samples in the test batch. We also denote the test distribution at time-stamp t as D(t)
T ,

which implies {x(t)i }Bi=1 ∼ D(t)
T . Motivated by [6], we model the test distribution in each

time-stamp t as a linear combination of source distributions where the combination weights

are denoted by {w(t)
j }Nj=1. Thus, our inference model on test batch t can be written as

f
(t)
T =

∑N
j=1w

(t)
j f

j(t)
S where f

j(t)
S is the adapted j-th source in time stamp t. Based on this

setup our objective is twofold:

1. We want to determine the optimal combination weights {w(t)
j }Nj=1 for the current test

batch such that the test error for the optimal inference model is lesser than or equal

to the test error of best source model. Mathematically we can write this as follows:

ϵ
(t)
test(f

(t)
T ) ≤ min

1≤j≤N
ϵ
(t)
test(f

j
S), (3.1)

where ϵ
(t)
test(·) evaluates the test error on t-th batch.

2. We also aim for the model to maintain consistent performance on source domains, as
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it progressively adapts to the changing test conditions. This is necessary to ensure

that the model has not catastrophically forgotten the original training distribution

of the source domain and maintains its original performance if the source data is

re-encountered in the future We would ideally want to have:

ϵsrc(f
j(t)
S ) ≈ ϵsrc(f

j
S) ∀j, t, (3.2)

where, ϵsrc(f
j
S) denote the test error of j-th source on its corresponding test data when

using the original source model fjS , whereas ϵsrc(f
j(t)
S ) represents the test error on the

same test data using the j-th source model adapted up to time step t, denoted as f
j(t)
S .

3.2.2 Overall Framework

Our framework undertakes two operations on each test batch. First, we learn the

combination weights for the current batch at time step t by freezing the model parameters.

Then, we update the model corresponding to the largest weight with existing state-of-the-

art TTA methods, which allows us to fine-tune the model and improve its performance.

This implies that the model parameters of source j might get updated up to p times at

time-step t, where 0 ≤ p ≤ (t− 1).

In other words, the states of the source models evolve over time depending on the

characteristics of the test batches up to the previous time step. To formalize this concept,

we define the state of the source model j at time-step t as f
j(t)
S . In the next section,

we will provide a detailed explanation of both aspects of our framework: (i) learning the

combination weights, and (ii) updating the model parameters. By doing so, we aim to

provide a comprehensive understanding of how our approach works in practice.
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Figure 3.2: Overall Framework. During test time, we aim to adapt multiple source

models in a manner such that it optimally blends the sources with suitable weights based

on the current test distribution. Additionally, we update the parameters of only one model

that exhibits the strongest correlation with the test distribution.

3.2.3 Learning the combination weights

For an unlabeled target sample x
(t)
i that arrives at time-stamp t, we denote its

pseudo-label, as predicted by source j, as ŷ
(t)
ij = f

j(t)
S (x

(t)
i ), where f

j(t)
S is the state of source

j at time-stamp t. Now we linearly combine these pseudo-labels by source combination

weights w = [w1 w2 . . .wN ]⊤ ∈ RN to get weighted pseudo-label ŷ
(t)
i =

∑N
j=1wj ŷ

(t)
ij . Using

these weighted pseudo-labels for all the samples in the t-th batch we calculate the expected

Shannon entropy as,

L(t)
w (w) = −ED(t)

T

K∑
c=1

ŷ
(t)
ic log(ŷ

(t)
ic ) (3.3)
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Based on this loss we solve the following optimization:

minimize
w

L(t)
w (w)

subject to wj ≥ 0,∀j ∈ {1, 2, . . . , N},
n∑

j=1

wj = 1

(3.4)

Suppose we get w⋆(t) to be the optimal combination weight vector by performing the opti-

mization in (3.4). In such case, the optimal inference model for test batch t can be expressed

as follows:

f
(t)
T =

N∑
j=1

w
⋆(t)
j f

j(t)
S (3.5)

Thus, by learning w in this step, we satisfy Eqn. (3.1).

Model parameter update. After obtaining w⋆(t), next we select the most relevant source

model k given by k = arg max
1≤j≤N

w
⋆(t)
j . This indicates that the distribution of the current

test batch is most correlated with the source model k. We then adapt model k to the

test batch t using any state-of-the-art single source method that adapts to dynamic target

distributions. Specifically, we employ three distinct adaptation approaches: (i) TENT [182],

(ii) CoTTA [188], and (iii) EaTA [126]. For a more in-depth discussion of these adaptation

methods, please consult the Appendix-2.

Optimization strategy for (3.4). Solving the optimization problem in Eq. 3.4 is a

prerequisite for inferring the current test batch. As inference speed is critical for test-time

adaptation, it is desirable to learn the weights quickly. To achieve this, we design two

strategies: (i) selecting an appropriate initialization for w, and (ii) determining an optimal

learning rate.

(i) Good initialization: Pre-trained models contain information about expected batch
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mean and variance in their Batch Norm (BN) layers based on the data they were trained on.

To leverage this information, we extract these stored values from each source model prior

to adaptation. Specifically, we denote the expected batch mean and standard deviation for

the l-th layer of the j-th source model as µjl and σjl , respectively.

During testing on the current batch t, we pass the data through each model and

extract its mean and standard deviation from each BN layer. We denote these values as µ
T (t)
l

and σ
T (t)
l , respectively. One useful metric for evaluating the degree of alignment between

the test data and each source is the distance between their respective batch statistics. A

smaller distance implies a stronger correlation between the test data and the corresponding

source. Assuming that the batch-mean statistic per node of the BN layers to be a univariate

Gaussian, we calculate the distance (KL divergence) between the j-th source (approximated

as N (µjl , (σ
j
l )

2)) and the t-th test batch (approximated as N (µ
T (t)
l , (σ

T (t)
l )2)) as follows

(derivation in Appendix-2 subsection 3.6.14):

θtj =
∑
l

DKL

[
N
(
µ
T (t)
l , (σ

T (t)
l )2

)
,N
(
µj
l , (σ

j
l )

2
)]

=

nj∑
l=1

dl
j∑

m=1

log

(
σj
lm

σ
T (t)
lm

)
+

(
σ
T (t)
lm

)2
+
(
µj
lm − µ

T (t)
lm

)2
2
(
σj
lm

)2 −1

2

where subscript lm denotes the m-th node of l-th layer. After obtaining the distances,

we use a softmax function denoted by δ(·) to normalize their negative values. The soft-

max function is defined as δj(a) =
exp(aj)∑N
i=1 exp(ai)

, where a ∈ RN , and j ∈ 1, 2, . . . , N . If

θt =
[
θt1, θ

t
2 . . . θ

t
N

]⊤ ∈ RN is the vectorized form of the distances from all the sources, we

set

w
(t)
init = δ(−θt) (3.6)
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where w
(t)
init is the initialization for w. As we shall see, this choice leads to a substantial

performance boost compared to random initialization.

(ii) Optimal step size: Since we would like to ensure rapid convergence of optimization

in Eqn. 3.4 , we select the optimal step size for gradient descent in the initial stage. Given

an initialization w
(t)
init and a step size α(t), we compute the second-order Taylor series ap-

proximation of the function L(t)
w at the updated point after one gradient step. Next, we

determine the best step size α
(t)
best by minimizing the approximation with respect to α(t).

This is essentially an approximate Newton’s method (details in Appendix section 3.6.15)

and has a closed-form solution given by

α
(t)
best =

[(
∇wL(t)

w

)⊤ (
∇wL(t)

w

)
/
(
∇wL(t)

w

)⊤
Hw

(
∇wL(t)

w

)] ∣∣∣∣∣
winit

. (3.7)

Here ∇wL(t)
w and Hw are the gradient and Hessian of L(t)

w with respect to w. Together

with w
(t)
init and α

(t)
best, optimization of ( 3.4) converges very quickly as demonstrated in the

experiments (in Table 3.5 of Appendix-2 ). Please note that, we calculate the Hessian for

only n scalar parameters, with n representing the number of source models. Typically, in

common application domains, addressing distribution shifts requires only a small number of

source models, making the computational overhead of calculating hessian negligible.

We provide a complete overview of CONTRAST in Algorithm 2 in the Appendix-2

(Subsection 3.5.1).
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3.2.4 Theoretical insights regarding combination weights

Theorem 3 (Convergence of Optimization 3.4.) The Optimization 3.4 converges ac-

cording to the rule as follows:

1

(k + 1)

k∑
j=0

∥∇ℵLw(w
(j))∥22 ≤

2(Lw(w
(0))− Lw(w

⋆))

α
(t)
best(k + 1)

(3.8)

where, ∇ℵ represents the gradient of the objective function over the set of n-simplex ℵ and

j represents the iteration number.

Proof. Please refer to the Appendix-2 for the proof.

Implication of Theorem 3 The theorem tells us that to make the optimization converge

faster with fewer iterations (small k), it is crucial to start with a good initialization close

to the best solution ((L(w(0)) − L(w⋆)) should be small). By using Eqn. (3.6), we ensure

this condition for quicker convergence. Also, please note that in Theorem 3, j denotes the

iteration number in the optimization process, and for simplicity, the batch number t has

been intentionally omitted from the notation.

3.2.5 Theoretical insights regarding model update

We now provide theoretical justification on how CONTRAST selects the best

source model by optimally trading off model accuracy and domain mismatch. At time t,

let f
(t)
S be the set of source models defined as

[
f
1(t)
S f

2(t)
S . . . f

N(t)
S

]
. CONTRAST aims

to learn a combination of these models by optimizing weights w on the target domain.

For simplicity of exposition, we consider convex combinations w ∈ ∆ where ∆ is the N -

dimensional simplex.
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To learn w ∈ ∆, CONTRAST runs empirical risk minimization on the target

task using a loss function ℓ(·) with pseudo-labels generated by w-weighted source models.

Let L(f) denote the target population/test risk of a model f (with respect to ground-

truth labels) and L⋆(t)
T represent the optimal population risk obtained by choosing the best

possible w ∈ ∆ (i.e. oracle risk). We introduce the functions: (1) Ψ which returns the

distance between two data distributions and (2) φ which returns the distance between two

label distributions. We note that, rather than problem-agnostic metrics like Wasserstein,

our Ψ, φ definitions are in terms of the loss landscape and source models f
(t)
S , hence tighter.

We have the following generalization bound at time step t. precise details in Appendix-2

Section.

Theorem 4 Consider the model f
(t)
T with combination weights w⋆(t) obtained via CON-

TRAST by minimizing the empirical risk over B IID target examples per Eqn. 3.5. Let

ŷ
(t)
w denote the pseudo-label variable of w-weighted source models and D(t)

w =
∑N

i=1w
(t)
i D(t)

Si

denote weighted source distribution. Under Lipschitz ℓ and bounded f
(t)
S , with probability at

least 1− 3e−τ over the target batch, test risk obeys

L(f(t)T )︸ ︷︷ ︸
CONTRAST

− L⋆(t)
T︸ ︷︷ ︸

Optimal

≤ min
w∈∆

{Ψ(D(t)
T ,D(t)

w )︸ ︷︷ ︸
shift

+φ(ŷ(t)w , y(t)w )︸ ︷︷ ︸
quality

}+
√
Õ((N + τ)/B).

Proof. Please refer to the Appendix-2 (Subsection 3.5.2) for the proof.

Discussion. In a nutshell, this result shows how CONTRAST strikes a balance between:

(1) choosing the domain that has the smallest shift from target, and (2) choosing a source

model that has high-quality pseudo-labels on its own distribution (i.e. ŷ
(t)
w matches y

(t)
w ).

From our analysis, it is evident that, rather than adapting the source models to the target
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distribution, if we simply optimize the combination weights to optimize pseudo-labels for

inference, the left side excess risk term (L(f(t)T )− L⋆(t)
T ) becomes upper bounded by a rela-

tively modest value. This is because the shift and quality terms on the right-hand side are

optimized with respect to w. We note that
√
N/B is the generalization risk due to finite

samples B and search dimension N .

To further refine this, our immediate objective is to tighten the upper bound. This

can be achieved by individually adapting each source model to the current test data, all

the while maintaining the optimized w constant. Yet, such an approach is not ideal since

our second goal is to preserve knowledge from the source during continual adaptation. To

attain our desired goal, we must relax the upper bound, reducing our search over w ∈ ∆̂.

Here, ∆̂ is the discrete counterpart of the simplex ∆. The elements of ∆̂ are one-hot vectors

that have all but one entry zero. The elements of ∆̂ essentially represent discrete model

selection. Examining the main terms on the right reveals that: (i) source-target distribution

shift and (ii) divergence between ground-truth and pseudo-labels are all minimized when

we select the source model with the highest correlation to target. This model, denoted by

f
⋆(t)
S , essentially corresponds to the largest entry of w⋆(t) and presents the most stringent

upper bound within the ∆̂ search space. Thus, to further minimize the right hand side,

the second stage of CONTRAST adapts f
⋆(t)
S with the current test data. Crucially, besides

minimizing the target risk, this step helps avoids forgetting the source because f
⋆(t)
S already

does a good job at the target task. Thus, during optimization on target data, f
⋆(t)
S will have

small gradient and will not move much, resulting in smaller forgetting. Please refer to the

Appendix-2 (Subsection 3.5.2) for more detailed discussion along with the proof.
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3.3 Experiments

Datasets. We demonstrate the efficacy of our approach using both static target dis-

tribution and dynamic target data distributions. For static case, we employ the

Digits and Office-Home datasets [179]. For the dynamic case, we utilize CIFAR-100C and

CIFAR-10C [59]. Detailed descriptions of these datasets and additional experiments on

Digits, Office-Home and CIFAR-10C along with results on segmentation task can be found

in the Appendix-2.

Baseline Methods. As our problem setting is most closely related to test time adapta-

tion, our baselines are some widely used state-of-the-art (SOTA) single source test time

adaptation methods: we specifically compare our algorithm with Tent [182], CoTTA [188]

and EaTA [126]. These methods deal with adaptation from small batches of streaming data

and without the source data, which is our setting, and hence we compare against these

as our baselines. To evaluate the adaptation performance, we follow the protocol similar

to [6], where we apply each source model to the test data from a particular test domain

individually, which yields X-Best and X-Worst where “X” is the name of the single source

adaptation method, representing the highest and lowest performances among the source

models adapted using method “X”, respectively. For our algorithm, we extend all of the

methods “X” in the multi source setting and call the multi-source counterpart of “X” as

“X+CONTRAST”.

Implementation Details. We use ResNet-18 [58] model for all our experiments. For

solving the optimization of Eq. (3.4), we first initialize the combination weights using Eq.

(3.6) and calculate the optimal learning rate using Eq. (3.7). After that, we use 5 iterations
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to update the combination weights using SGD optimizer and the optimal learning rate. For

all the experiments we use a batch size of 128, as used by Tent [182]. For more details on

implementation and experimental setting see Appendix-2.

Experiments on CIFAR-100C. We conduct a thorough experiment on this dataset to

investigate the performance of our model under dynamic test distribution. We consider 3

corruption noises out of 15 noises from CIFAR-100C, which are adversarial weather condi-

tions namely Snow, Fog and Frost. We add these noises for severity level 5 to the original

CIFAR-100 training set and train three source models, one for each noise. Along with these

models, we also add the model trained on clean training set of CIFAR-100. During test-

ing, we sequentially adapt the models across the 15 noisy domains, each with a severity of

5, from the CIFAR-100C dataset [188, 126]. We report the results for this experiment in

Table. 3.1. Moreover, we also conduct an experiment on CIFAR10-C with the exact same

experimental settings as with CIFAR100-C. CIFAR-10C results are in Table 3.4 of

Appendix-2 .

From the table, we can draw two key observations:

(i) As anticipated, X+CONTRAST consistently outperforms X-Best across each test distri-

bution, underscoring the validity of our algorithmic proposition. (ii) Given that the CoTTA

and EaTA methods are tailored to mitigate forgetting, the average error post-adaptation

across the 15 noises using these methods is significantly lower than that of Tent, which

is not designed for this specific challenge. For instance, in Table 3.1, Tent-Best error is

approximately 68.2%, while CoTTA and EaTA-Best are around 39.9% and 38.5%, respec-

tively. However, when these adaptation methods are incorporated into our framework, the
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Table 3.1: Results on CIFAR-100C. We take four source models trained on Clear, Snow,

Fog, and Frost. We employ these models for adaptation on 15 sequential test domains. This

table illustrates that even in the dynamic environment X+ CONTRAST performs better

than X-Best, which is the direct consequence of optimal aggregation of source models as

well as better preservation of source knowledge. (Results in error rate ↓ (in %))

GN SN IN DB GB MB ZB Snow Frost Fog Bright Contrast Elastic Pixel JPEG Mean

Source Worst 97.7 96.5 98.2 68.8 78.1 66.1 65.1 53.6 59.3 62.0 55.8 95.4 61.9 71.5 75.2 73.7

Source Best 90.5 89.0 94.5 50.7 48.1 51.9 44.5 30.0 29.5 28.2 39.0 81.9 44.0 38.5 57.1 54.5

Tent Worst 55.9 55.6 71.2 58.0 75.5 78.2 83.3 89.2 92.4 93.7 95.4 96.7 96.5 96.6 96.7 82.3

Tent Best 45.6 43.8 59.1 48.5 59.1 59.1 60.4 65.6 66.1 76.7 75.3 89.8 89.0 91.3 94.2 68.2

Tent + CONTRAST 42.2 40.6 55.3 28.6 40.7 31.9 29.6 31.7 32.4 30.9 28.6 41.5 38.5 34.8 49.9 37.1

EaTA Worst 57.7 54.0 66.5 40.6 53.2 41.4 36.8 44.0 43.5 45.4 34.8 45.4 45.7 39.9 55.7 47.0

EaTA Best 48.1 44.7 57.9 37.1 44.1 38.7 34.9 33.7 31.9 31.6 33.2 37.2 40.0 34.7 50.3 39.9

EaTA + CONTRAST 43.3 40.7 54.3 27.5 39.4 30.4 27.5 29.2 29.1 28.3 25.9 31.3 33.4 29.0 43.1 34.2

CoTTA Worst 59.2 57.4 68.0 40.1 52.7 42.1 40.5 47.0 46.6 47.2 39.4 43.6 44.5 41.4 47.4 47.8

CoTTA Best 49.8 46.6 58.6 34.0 40.7 36.5 34.2 34.2 32.8 33.0 32.8 34.8 35.3 33.6 41.1 38.5

CoTTA + CONTRAST 44.6 43.8 57.2 27.8 37.6 30.6 28.0 29.3 29.3 28.2 26.6 30.0 32.5 29.7 41.4 34.4

final errors are remarkably close: 37.1% for Tent, 34.2% for EaTA, and 36.9% for CoTTA.

This suggests that even though Tent is more lightweight and faster compared to the other

methods and is not inherently designed to handle forgetting, its performance within our

framework is on par with the results obtained when incorporating the other two methods

designed to prevent forgetting. This shows the generalizability of our approach to various

single-source methods.

Analysis of Forgetting. Here, we demonstrate the robustness of our method against

catastrophic forgetting by evaluating the classification accuracy on the source test set after

completing adaptation to each domain [126, 162, 18]. For CONTRAST, we use our en-

sembling method to adapt to the incoming domain. After adaptation, we infer each of the
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Figure 3.3: Comparison with baselines in terms of source knowledge forgetting.

Maintaining the same setting as in Table 3.1, we demonstrate that by integrating single-

source methods with CONTRAST, the source knowledge is better preserved during dynamic

adaptation. Unlike all these single-source methods, our algorithm demonstrates virtually

no forgetting throughout the entire adaptation process.

adapted source models on its corresponding source test set. For the baseline single-source

methods, every model is adapted individually to the incoming domain, followed by inference

on its corresponding source test set. The reported accuracy represents the average accuracy

obtained from each of these single-source adapted models.

From Figure 3.3, we note that our method consistently maintains its source accu-

racy during the adaptation process across the 15 sequential noises. In contrast, the accuracy

for each individual single-source method (X) declines on the source test set as the adaptation

process progresses. Specifically, Tent, not being crafted to alleviate forgetting, experiences

a sharp decline in accuracy. While CoTTA and EaTA exhibit forgetting, it occurs at a

more gradual pace. Contrary to all of these single-source methods, our algorithm exhibits

virtually no forgetting throughout the process.
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Ablation Study. We conduct an ablation study in Table 3.5, 3.6 in the Appendix-2 to

evaluate the impact of various initialization and learning rate strategies on the optimization

process described in (3.4). Our findings demonstrate that the initialization and learning rate

configurations generated by our method outperform other alternatives. Additionally, our

experiments in Table 3.7, 3.8 and 3.9 in the Appendix-2 reveal that selectively updating the

most correlated model parameters enhances performance compared to updating all model

parameters, the least correlated ones, a selected subset of correlated models or even updating

the models according to their combination weights. We report the comparison with MSDA

in Table 3.10 and Model-Soups in Table 3.11. We also report the values of the combination

weights learned by our method. See Subection 3.6 of the Appendix-2 for detailed

observations.

3.4 Conclusions

We propose a novel framework called CONTRAST, that effectively combines mul-

tiple source models during test time with small batches of streaming data and without

access to the source data. It achieves a test accuracy that is at least as good as the best

individual source model. In addition, the design of CONTRAST offers the added benefit

of naturally preventing the issue of catastrophic forgetting. To validate the effectiveness of

our algorithm, we conduct experiments on a diverse range of benchmark datasets.
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3.5 Appendix-2

Appendix Overview:

• Section 3.5.1: Algorithm of CONTRAST

• Section 3.5.2: Proof of Theorem 1 and 2

• Section 3.5.3: Results on Digits

• Section 3.5.4: Results on Office-Home

• Section 3.5.5: Results on CIFAR-10C

• Section 3.6: Ablation Study

• Section 3.6.6: Implementation Details

• Section 3.6.9: Semantic Segmentation

• Section 3.6.13: Additional Discussion

• Section 3.6.14: KL divergence between two univariate Gaussians

• Section 3.6.15: Optimal step size in approximate Newton’s method

3.5.1 Algorithm

3.5.2 Proof and discussion of Theorem 1 and 2

Proof of Theroem 3. The optimization (3.4) has a structure similar to a class

of non convex problems as follows:
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Algorithm 2 Overview of CONTRAST

1: Input: Pre-trained source models {fjS}
N
j=1, streaming sequential unlabeled test data {x(1)

i }
B
i=1 →

{x(2)
i }

B
i=1 → . . . {x(t)

i }
B
i=1 → . . .

2: Output: Optimal inference model for t-th test batch f
(t)
T ∀t

3: Initialization: Assign f
j(1)
S ← fjS ∀j

4: while t ≥ 1 do

5: Set initial w
(t)
init using Eqn. (3.6)

6: Set α
(t)
best using Eqn. (3.7)

7: Solve optimization 3.4 to get w⋆(t)

8: Infer the test batch t using inference model f
(t)
T using Eqn. (3.5)

9: Find source index k such that k = arg max
1≤j≤N

w
⋆(t)
j

10: Update source model f
k(t)
S according to Model Parameter Update paragraph of Section 3.2.3 to get

f
k(t)
S

11: for 1 ≤ j ≤ N do

12: if j = k then

13: Set f
j(t+1)
S ← f

j(t)
S

14: else

15: Set f
j(t+1)
S ← f

j(t)
S

16: end if

17: end for

18: end while
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minimize
x ∈ χ

g(x)− h(x)) (3.9)

where χ is a closed convex set, g(x) isMg smooth and h(x) is a continuous convex function.

In such cases, the optimization converges as follows [78]:

1

(k + 1)

k∑
j=0

(
∇χ∥f(xk)∥22

)
≤ 2(f(x0)− f⋆))

α(k + 1)
(3.10)

where, f(x) = (g(x) − h(x)). In our case g(x) = c, where c is a constant (smooth and

continous) and h(x) is negative of the Shannon entropy, which is continous and convex.

Also, χ is the n-simplex ℵ, which is a closed convex set. So, according to the proof derived

in [78], we can conclude the bound in Theroem 3.

Proof of Theorem 4. We adapt the theorem from a corollary (corollary 1) in

[130]. In this corollary the following result was derived:

L(fτα̂) ≤ min
α∈∆

(lα⋆ (D) + DMD
D′(α) + 4ΓRnτ (Fα)) +

√
Õ((heff + t)/nν) + δ

Here fτ in the fτα̂ is the trained model on the training(τ) distribution D′ and α̂ is

a hyper-parameter that has been empirically optimized by fine tuning on the validation(ν)

distribution D. L is the expected risk over the distribution D. DM measures the distribution

mismatch via difference of sub-optimality gap using the training and validation distribution.

Rnτ (Fα)) is the Rademacher complexity of the function class F with α as the hyper-

parameter. The corollary holds for probability of at least 1− 3e−t and heff is the effective

dimension of the hyper-parameter space. Also nν is the number of samples under the

validation. The bound can be first of all easily extended to the source/target scenario

instead of train/validation. In our scenario the source models jointly construct the function
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class Fα where, the hyper-parameter α is the combination weight w. Effective dimension

for our case is exactly the number of source model N and instead of t we took τ as the

probability variable. For the sake of simplicity we omitted δ > 0 which is a positive constant

along with the Rademacher complexity. Also nν = B in our setting since we have B number

of samples for the target/validation. Now there is a new term in our bound which is φ which

was not in the original corollary. This term is used to account for the mismatch between

actual and pseudo-labels generated by the source. This is done due to the fact that we

do empirical minimization of the entropy of the target pseudo-label since the problem is

unsupervised and actual labels are not available. The left side of the inequality is derived

using the test/target pseudo-label. Consequently, we can introduce an added distribution

mismatch term. This term can be broken down into three components: mismatch from

target pseudo to target ground truth (gt), from target gt to source gt, and from source gt

to source pseudo label. Of these components, the first two can be readily integrated into

the Ψ(.) function , given that it measures the discrepancy between the weighted source and

the target. The remaining third component is denoted by the φ(.) function. This completes

the proof.

3.5.3 Results on Digits

We report here the results of digit classification in Table 3.2. Each column of the

table represents a test domain dataset. We train four source models on the rest of the digit

datasets. For instance, in case of ‘MM’ column ‘MM’ is the test domain which is adapted

using four source models trained on ‘MT’, ‘UP’, ‘SV’ and ‘SY’ respectively.

We calculate the test error of each incoming test batch and then report the num-

56



Table 3.2: Results on Digits dataset. We train the source models using four digit

datasets to perform inference on the remaining dataset. The column abbreviations corre-

spond to the datasets as follows: ‘MM’ for MNIST-M, ‘MT’ for MNIST, ‘UP’ for USPS,

‘SV’ for SVHN, and ‘SY’ for Synthetic Digits.. The table (reporting % error rate(↓)) shows

that X+CONTRAST outperforms all of the baselines (X-Best) consistently .

MM MT UP SV SY Avg.

Source Worst 80.5 59.4 50.3 88.5 84.8 72.7

Source Best 47.7 2.2 16.8 18.3 6.7 18.3

Tent Worst 84.2 46.9 41.1 90.1 85.4 69.5

Tent Best 45.2 2.3 16.7 14.4 6.7 17.1

Tent + CONTRAST 37.5 1.9 11.2 14.2 6.7 14.3

EaTA Worst 80.1 48.4 42.6 88.0 83.1 68.4

EaTA Best 47.1 2.7 18.2 18.5 7.2 18.7

EaTA + CONTRAST 39.5 2.0 11.5 18.0 7.0 15.6

CoTTA Worst 80.0 48.3 42.8 87.9 82.9 68.4

CoTTA Best 47.0 2.8 18.6 18.5 7.2 18.8

CoTTA + CONTRAST 39.6 2.0 11.7 18.1 7.1 15.7

bers by averaging the error values over all the batches. The table shows that CONTRAST

provides a significant reduction of test error compared to the best single source. This

demonstrates that when presented with an incoming test batch, CONTRAST has the ca-

pability to effectively blend all available sources using optimal weights, resulting in superior

performance compared to the best single source (on average 3% error reduction than the
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best source). It is important to note that each test batch in this experiment is drawn from

the same stationary distribution, which represents the distribution of the target domain.

Another baseline exists that simply uses a naive ensemble of the source models, without

any weight optimization. In situations where there’s a significant performance gap between

the best and worst source models adapted using single-source methods, a uniform ensem-

ble of these models produces a predictor that trails considerably behind the best-adapted

source, as noted by [6]. Referring to Table 3.2, when testing on the SVHN dataset, the er-

ror disparity between the best and worst adapted source models is approximately 70.7%—a

substantial margin. Consequently, using a uniform ensemble in such a scenario results in

an error rate of roughly 45.5% (experimentally found, not reported in the table). This

is strikingly higher than our method’s error rate of around 14.2%. Given these findings,

we deduce that uniform ensembling is not a reliable approach for model fusion. Thus, we

exclude it from our experiment section’s baseline.

3.5.4 Results on Office-Home

Here, we put the results of the experiments on Office-Home. In the Table 3.3,

the column refers to the target distribution. Three source models are trained on the rest of

the distributions. It can be observed here that X+CONTRAST consistency yields better

than best source performance.

3.5.5 Results on CIFAR-10C

Note that identical to the experiment on CIFAR100-C in the main chapter 3 the re-

sults on CIFAR10-C in Table 3.4 follow the same trend where X+CONTRAST outperforms
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Table 3.3: Results on Office-Home. We train three source models using three domains

in this dataset and use them for inference on the remaining domain under the TTA setting.

Our results demonstrate that X+CONTRAST consistently outperforms all of the baselines

(X) (% error).

Ar Cl Pr Rw Avg.

Source Worst 61.4 64.9 46.2 43.9 54.1

Source Best 42.5 58.5 29.8 35.7 41.6

Tent Worst 57.7 60.4 46.5 42.1 51.7

Tent Best 41.4 54.3 27.9 36.0 39.9

Tent + CONTRAST 40.7 52.5 27.4 27.4 37.0

EaTA Worst 58.4 64.3 48.0 43.5 53.5

EaTA Best 42.1 57.8 30.3 35.9 41.5

EaTA + CONTRAST 40.1 53.3 28.3 28.0 37.4

CoTTA Worst 58.3 62.9 47.1 42.8 52.8

CoTTA Best 42.1 55.0 29.0 34.9 40.2

CoTTA + CONTRAST 40.6 53.3 28.3 29.0 37.8

the X-Best.

In the single-source scenario, one among the four source models achieves the X-

Best (for example CoTTA-Best) accuracy for a specific domain. The determination of which

individual model (from the four) will attain the best accuracy for that domain remains un-

certain beforehand. Furthermore, the individual source model yielding the X-Best accuracy

varies across different domains within CIFAR10-C. However, in our X+CONTRAST ap-
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Table 3.4: Results on CIFAR-10C. We take four source models trained on Clear, Snow,

Fog and Frost. We employ these models for adaptation on 15 sequential test domains. This

table illustrates that even in the dynamic environment X+CONTRAST performs better

than X, which is the direct consequence of better retaining source knowledge. (Results in

error rate ↓ (in %))

GN SN IN DB GB MB ZB Snow Frost Fog Bright Contrast Elastic Pixel JPEG Mean

Source Worst 84.7 81.1 89.1 42.6 55.6 36.2 32.2 30.6 39.2 28.7 18.5 76.4 26.9 50.0 32.7 48.3

Source Best 72.1 67.8 76.5 22.8 20.4 26.6 18.7 8.1 8.2 6.9 10.6 56.8 18.8 13.9 23.9 30.1

Tent Worst 26.6 22.7 36.1 20.0 34.9 28.8 28.7 32.8 34.4 36.1 30.3 38.2 44.8 41.7 46.8 33.5

Tent Best 19.3 17.6 27.9 14.5 21.1 17.6 13.5 14.3 12.6 14.4 12.4 17.0 19.0 14.3 20.4 17.1

Tent + CONTRAST 17.2 15.6 25.7 9.1 19.1 11.7 9.0 9.9 10.1 9.7 7.7 11.7 14.5 10.3 17.4 13.2

EaTA Worst 31.5 30.4 44.8 14.8 33.9 16.1 13.4 20.5 21.6 19.3 11.2 18.9 23.2 19.5 29.6 23.2

EaTA Best 21.9 20.8 33.9 10.5 19.6 14.3 10.6 8.6 9.0 7.5 8.5 10.3 16.1 11.4 24.0 15.1

EaTA + CONTRAST 18.0 17.3 29.4 8.3 18.2 10.0 7.5 8.0 8.4 7.9 6.4 9.1 13.1 10.0 18.1 12.6

CoTTA Worst 30.1 26.8 37.8 15.0 28.5 16.6 14.6 19.3 18.6 17.5 12.2 15.9 19.4 15.4 19.3 20.5

CoTTA Best 21.0 18.5 28.0 11.2 17.3 13.3 11.1 10.6 10.4 9.5 9.7 11.2 13.1 10.5 15.6 14.1

CoTTA + CONTRAST 18.4 17.0 28.0 8.4 17.7 10.7 7.9 9.1 8.4 8.5 6.8 8.3 12.1 9.3 15.3 12.4

proach, the need to deliberate over the selection of one out of the four source models is

eliminated. X+CONTRAST reliably outperforms any single source X-model that might

achieve the X-Best accuracy.

Individual TTA methods may have distinct advantages. For example, Tent of-

fers several distinct advantages over CoTTA, including its lightweight nature and faster

performance. Conversely, CoTTA presents certain benefits over Tent, such as increased

resilience against forgetting. Consequently, the choice between TTA methods is dependent

on the user’s preferences, aligning with the specific task at hand. In this experiment, we

have demonstrated that CONTRAST can be integrated with any TTA method of the user’s

choosing.
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3.6 Ablation Study

3.6.1 Initialization and Learning Rate

Table 3.5: Effect of initialization and step size choice. Error rate on Office-Home

under different choices of initialization and step sizes.

Step size

Initialization 1e− 3 1e− 2 1e− 1 1e0 1e1 Ours

Random 40.7 40.9 40.6 39.6 41.5 39.3

Ours 37.9 37.8 37.5 37.4 39.1 37.0

Table 3.5 presents the error rate results on the Office-Home dataset under the same

experimental setting as Table 3.3 (Appendix) with Tent as the adaptation method, but with

different initialization and learning rate choices for solving the optimization in (3.4). It is

evident from the table that our chosen initialization and adaptive learning rate result in the

highest accuracy gain.

We additionally show another ablation study in Table 3.6, where we initialize the

combination weights based on the probability of source model predictions. More precisely,

we set the initial weights inversely proportional to the entropy of the source model predic-

tions. In simpler terms, a source model with low entropy receives a higher weight, while

one with high entropy receives a lower weight.

In the presented table for CIFAR-100C, we note a 16.5% reduction in error re-

sulting from our initialization method. We found that initializing the combination weights

using the entropy of the test batch for various sources leads to somewhat uniform initializa-
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Table 3.6: Initialization based on Entropy. The table shows the results of entropy

based initialization. (Results in error-rate % ↓)

Update Policy GN SN IN DB GB MB ZB Snow Frost Fog Bright Contrast Elastic Pixel JPEG Mean

Entropy init 42.7 41.1 56.9 33.5 46.5 39.4 37.2 41.0 43.2 50.6 46.7 78.6 77.9 79.5 88.7 53.6

Ours 42.2 40.6 55.3 28.6 40.7 31.9 29.6 31.7 32.4 30.9 28.6 41.5 38.5 34.8 49.9 37.1

tion. However, when we initialize the combination weights using KL divergence, we achieve

a highly effective and peaky prior, favoring the most correlated source model with relatively

higher weightage. This clarifies why initializing with entropies fails to converge quickly to

the optimum, resulting in significantly poorer outcomes compared to our method.

3.6.2 Model Update Policy

In Table 3.7 and 3.8, we demonstrate that by updating only the model with the

highest correlation to the target domain, our method produces the lowest test accuracy.

This is in comparison to scenarios where we either update all models or solely the least

correlated one. This empirical observation directly supports our theoretical assertion from

the theorem: updating the most correlated model is most effective in preventing forgetting,

thereby resulting in the smallest test error during gradual adaptation. We also experiment

with another model update policy where a subset of model is updated.

Subset of Model Update

In this approach, rather than focusing solely on the most correlated source model,

we identify and update a subset of source models that exhibit higher correlation than the

rest of the models. Specifically, we select models for updating based on their combina-
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Table 3.7: Choice of model update (MeTA+CoTTA). In our experiments using

CoTTA as the model update method on CIFAR100-C, we tested four scenarios: updat-

ing all models, updating only the least correlated model, updating subset of model, and

updating only the most correlated model. Our results indicate that our model selection

approach produces the most favorable outcome. (Results in error rate ↓ (in %))

Update Policy GN SN IN DB GB MB ZB Snow Frost Fog Bright Contrast Elastic Pixel JPEG Mean

All Model Update 44.0 42.5 54.5 30.1 38.9 33.4 31.7 32.7 32.1 32.6 30.2 32.8 34.5 32.0 40.2 36.2

Least Corr. Update 44.8 44.5 58.9 28.6 38.7 31.0 28.4 29.1 28.9 29.5 26.9 30.9 33.8 30.5 44.0 35.2

Subset of Models Update 44.5 43.3 57.1 28.1 37.5 30.6 28.4 29.9 29.9 28.8 26.8 30.2 32.4 30.2 40.4 34.5

Most Corr. Update 44.6 43.8 57.2 27.8 37.6 30.6 28.0 29.3 29.3 28.2 26.6 30.0 32.5 29.7 41.4 34.4

Table 3.8: Choice of model update (CONTRAST+Tent). In our experiments using

Tent as the model update method on CIFAR100-C, we tested four scenarios: updating all

models, updating only the least correlated model, updating subset of model, and updating

only the most correlated model. Our results indicate that our model selection approach

produces the most favorable outcome. (Results in error rate ↓ (in %))

Update Policy GN SN IN DB GB MB ZB Snow Frost Fog Bright Contrast Elastic Pixel JPEG Mean

All Model Update 41.6 40.9 57.8 47.1 60.2 60.3 62.1 68.6 73.2 80.9 82.1 92.4 91.2 92.5 94.9 69.7

Least Corr. Update 43.8 41.4 56.1 31.2 41.4 34.8 31.4 33.5 33.1 37.5 31.5 41.6 41.5 37.5 53.1 39.3

Subset of Models Update 43.0 41.1 56.4 33.0 47.8 38.7 37.5 41.4 45.3 51.1 46.4 83.6 81.0 60.1 92.4 53.3

Most Corr. Update 42.2 40.6 55.3 28.6 40.7 31.9 29.6 31.7 32.4 30.9 28.6 41.5 38.5 34.8 49.9 37.1

tion weights, choosing only those whose weights exceed 1/n, with n representing the total

number of models. The intuition behind selecting this threshold 1/n for subset selection is

grounded in the distance of the combination weight distribution with respect to the uniform

distribution. A uniform combination weight implies that all models are equidistant w.r.t

the test distribution and should be updated. However, if only one model weight surpasses

63



1/n, it signifies that only one model exhibits a high correlation with the overall model.

Results are shown in Table 3.7 and 3.8. Several key observations can be extracted from

here. Notably, when utilizing the Tent adaptation algorithm, updating a subset of models

results in significantly poorer performance compared to updating only the most correlated

model. Conversely, with the CoTTA adaptation algorithm, the performance decrement

from updating a subset of models is relatively minor compared to updating the most cor-

related model. This discrepancy can be attributed to the varying degrees of resistance to

forgetting exhibited by these adaptation algorithms. Updating multiple models tends to in-

duce forgetting, leading to a decline in overall performance, especially when the adaptation

algorithm is not highly resistant to forgetting. Despite the adaptation method’s robustness

to forgetting, it has been consistently observed that updating the most correlated model not

only delivers superior performance but also offers computational advantages over updating

a subset of models. This approach simplifies the update process and ensures more efficient

use of computational resources.

Model Update According to Weight

Here, we update the model j weighted by wj . To do so, we need to properly devise

an approach that updates models in measures according to their correlation with the test

data. Drawing inspiration from recent studies that employ variable learning rates for single-

source TTA, we devise a strategy to adjust the learning rate ηj used in updating model

j based on their respective combination weights wj . Specifically, we assigned the highest

learning rate ηmax = 0.001 (0.001 is the learning rate used for both Tent and CoTTA

in our experiments) to the model with the greatest combination weight, while the lowest
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learning rate ηmin = 0.0001, (a tenfold reduction) was allocated to the model with the

lowest combination weight. For the remaining models, we interpolated their learning rates

proportionally between the highest and lowest rates, based on their respective combination

weights following the formula: ηj = [
(

wj−wmin

wmax−wmin

)
× (ηmax−ηmin)]+ηmin. In the Table 3.9,

we present the resulting error rates for CIFAR-100C dataset using both Tent and CoTTA.

Table 3.9: Model Update according to Weight. The table shows results of updating

model according to their respective weights. (Results in error-rate % ↓)

Update Policy GN SN IN DB GB MB ZB Snow Frost Fog Bright Contrast Elastic Pixel JPEG Mean

Tent 41.7 39.7 53.0 33.9 43.9 36.8 34.6 37.8 39.3 41.0 36.8 56.1 49.5 41.4 60.1 43.0

CONTRAST+Tent 42.2 40.6 55.3 28.6 40.7 31.9 29.6 31.7 32.4 30.9 28.6 41.5 38.5 34.8 49.9 37.1

CoTTA 44.5 43.0 56.2 28.1 38.1 30.8 28.6 29.9 29.6 28.7 27.0 29.5 31.8 29.0 38.6 34.2

CONTRAST+CoTTA 44.6 43.8 57.2 27.8 37.6 30.6 28.0 29.3 29.3 28.2 26.6 30.0 32.5 29.7 41.4 34.4

Our investigation reveals that, in scenarios where the update algorithm exhibits

limited robustness against forgetting, such as Tent, updating only the model with the high-

est combination weight proves more advantageous. This is because even marginal updates

to uncorrelated models can lead to detrimental forgetting, resulting in poor performance.

Conversely, when the update algorithm demonstrates resilience against forgetting (CoTTA),

updating the most correlated model impacts performance the most. While updating un-

correlated models does not substantially enhance performance, it significantly increases

computational costs. It should also be noted that we have found exactly same finding with

our ablation study focused on updating subsets of models. Consequently, we assert that

updating the single model with the highest combination weight yields optimal performance

across all scenarios.
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3.6.3 Combination Weight Visualization

To provide insight into the combination weight distribution, let’s consider an ex-

ample where the source models are trained on the clean, snow, frost, and fog domains using

the training data. We then select one of these domains to collect the average weights over

all the test data. When the test data is from the fog domain, the weight distribution ap-

pears as follows: [0.05, 0.08, 0.09, 0.78]. On the other hand, when the test domain is frost,

we observe the following weight distribution: [0.07, 0.14, 0.69, 0.11]. These results clearly

illustrate that the weight distribution accurately reflects the correlation between the source

models and target domains.

3.6.4 Comparison with MSDA

Existing multi-source source-free methods are designed for offline settings where

all the target data are available during adaptation. However, in our setting, data is received

batch by batch during adaptation. Therefore, theoretically, these methods are expected to

perform worse in our setup. Nevertheless, we compared CONTRAST with the seminal

paper [6] on source-free multi-source Unsupervised Domain Adaptation (UDA), specifically

the DECISION method, to demonstrate its effectiveness in an online adaptation setting.

We keep the hyperparameters exactly the same as described in the DECISION and perform

adaptation on each incoming batch of test data with the number of epochs specified in

DECISION.

It is evident from Table 3.10 that DECISION performs notably poorly in the

online setting, with an error rate almost 56% higher than CONTRAST. DECISION utilizes
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Table 3.10: Comparison with MSDA. The table compares the performance of our

method with MSDA approach DECISION. (Results in error-rate % ↓)

Update Policy GN SN IN DB GB MB ZB Snow Frost Fog Bright Contrast Elastic Pixel JPEG Mean

DECISION 55.0 76.2 90.5 95.2 97.3 97.9 98.2 98.0 98.3 98.4 98.4 98.7 99.0 98.9 98.9 93.3

CONTRAST+Tent 42.2 40.6 55.3 28.6 40.7 31.9 29.6 31.7 32.4 30.9 28.6 41.5 38.5 34.8 49.9 37.1

clustering of the entire offline dataset based on the number of classes, a method not feasible

to accurately implement in our setting with very small batch sizes. This highlights the

necessity of a multi-source method specifically tailored for our setting.

3.6.5 Comparison with Model Soups

Model Soups [193] is a popular approach for utilizing a set of models by averaging

their parameters to create a single model for inference on test data. For completeness, we

compare our method against Model Soups.

Table 3.11: Comparison with Model Soups. The table compares the performance our

method against model soups. (Results in error-rate % ↓)

Update Policy GN SN IN DB GB MB ZB Snow Frost Fog Bright Contrast Elastic Pixel JPEG Mean

Model-Soups 96.82 96.26 97.08 95.17 95.33 95.30 95.22 95.17 95.86 95.28 94.96 97.41 95.04 95.05 95.86 95.72

CONTRAST+Tent 42.2 40.6 55.3 28.6 40.7 31.9 29.6 31.7 32.4 30.9 28.6 41.5 38.5 34.8 49.9 37.1

As shown in Table 3.11, the performance of Model Soups is significantly worse

compared to our method. Model Soups averages the parameters of models fine-tuned on

the same data distribution. However, in our setting, we have models trained on different

source domains, making the averaging of model parameters suboptimal.
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3.6.6 Implementation Details

In this section, we provide a comprehensive overview of our experimental setup.

We conducted two sets of experiments: one on a stationary target distribution, and the

other on a dynamic target distribution that changes continuously. The reported results in

the main chapter 3 are average of three runs with different seeds.

3.6.7 Stationary Target

Digit Classification

The digit classification task consists of five distinct domains from which we con-

struct five different adaptation scenarios. Each scenario involves four source models, with

the remaining domain treated as the target distribution. In total, we construct five adap-

tation scenarios for our study.

The ResNet-18 architecture was used for all models, with an image size of 64× 64

and a batch size of 128 during testing. Mean accuracy over the entire test set is reported

in Table 2 of the main chapter 3. For Tent we use a learning rate of 0.01 and for rest of

the adaptation method a learning rate of 0.001 is used. We use Adam optimizer for all the

adaptation methods. Model parameter update is performed using a single step of gradient

descent.

Object Recognition

The object recognition task on the Office-Home dataset comprises of four distinct

domains from which we construct four different adaptation scenarios, similar to the digit
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classification setup. We use the same experimental settings and hyperparameters as the digit

classification experiment, with the exception of the image size, which is set to 224× 224 in

this experiment. The results of this evaluation are reported in Table 3 of the main chapter

3.

3.6.8 Dynamic Target

CIFAR-10/100-C

In this experiment, we use four ResNet-18 source models trained on different vari-

ants of the CIFAR-10/100 dataset: 1) vanilla train set, 2) train set with added fog (severity

= 5), 3) train set with added snow (severity = 5), and 4) train set with added frost (severity

= 5). To evaluate the models, we use the test set of CIFAR-10/100C (severity = 5) and

adapt to each of the domains in a continual manner. The images are resized to 224× 224.

For all the adaptation methods, a learning rate of 0.001 with Adam optimizer is used.

3.6.9 Semantic Segmentation

Our method is not just limited to image classification tasks and can be easily

extended to other tasks like semantic segmentation (sem-seg). We assume access to a set

of sem-seg source models {fjS}Nj=1, where each model classifies every pixel of an input image

to some class. Specifically, fjS : RH×W → RH×W×K , where K is the number of classes. In

this case, the entropy in Eqn. 3 of the main chapter 3 will be modified as follows:

L(t)
w (w) = −ED(t)

T

H∑
h=1

W∑
w=1

K∑
c=1

ŷ
(t)
ihwc log(ŷ

(t)
ihwc) (3.11)
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Table 3.12: Result on Cityscape to ACDC: In this experiment, we test our method on

the test data from individual weather conditions (static test distribution) of ACDC. The

source models are trained on the train set of Cityscape and its noisy variants. Our method

clearly outperforms baseline adaptation method. (Results in % mIoU)

Method Fog Rain Snow Night Avg.

Tent-Best 25.3 21.0 19.2 12.6 19.5

CONTRAST 27.7 22.8 21.1 14.0 21.4

Table 3.13: Result on Cityscapes to ACDC for dynamic test distribution: This

table illustrates that over a prolonged cycle of repetitive test distributions, our model can

retain performance better than baseline Tent. ((Results in % mIoU))

Time t

Round 1 3 5 All

Conditions Rain Snow Fog Night Rain Snow Fog Night Rain Snow Fog Night Mean

Tent-Best 20.1 21.3 22.3 11.3 18.5 17.2 19.5 8.4 15.8 14.5 17.5 6.8 16.1

CONTRAST 22.1 21.4 24.3 13.4 21.4 18.3 23.5 11.3 18.6 15.5 21.4 10.4 18.6

Where, ŷ
(t)
ihwc is the weighted probability output corresponding to class c for the

pixel at location (h,w) at time-stamp t. We modify Eqn. 3 in the main chapter 3, while

keeping the rest of the framework the same.
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3.6.10 Datasets

We use the following datasets in our experiments:

• Cityscapes: Cityscapes [25] is a large-scale dataset that has dense pixel-level annotations

for 30 classes grouped into 8 categories (flat surfaces, humans, vehicles, constructions, ob-

jects, nature, sky, and void). There are also fog and rain variants [155, 69] of the Cityscapes

dataset, where the clean images of Cityscapes have been simulated to add fog and rainy

weather conditions.

• ACDC: The Adverse Conditions Dataset [156] has images corresponding to fog, night-

time, rain, and snow weather conditions. Also, the corresponding pixel-level annotations

are available. The number of classes is the same as the evaluation classes of the Cityscapes

dataset.

3.6.11 Experimental setup

We use Deeplab v3+ [21] with a ResNet-18 encoder as the segmentation model

for all the experiments. We resize the input images to a size of 512 × 512. Following the

conventional evaluation protocol [25], we evaluate our model on 19 semantic labels without

considering the void label.

We first experiment in a static target distribution setting. Specifically, we train

three source models on clean, fog, and rain train splits of Cityscapes. We then evaluate the

models on the test set of each of the weather conditions of ACDC dataset using CONTRAST

and baseline Tent models. We use a batch size of 16 and report the mean accuracy over all

the test batches. Again, we have updated the combination weights of CONTRAST with
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SGD optimizer using 5 iterations. For updating the source model in CONTRAST that

has the most correlation with the incoming test batch, we use the Adam optimizer with

a learning rate of 0.001 and updated the batch-norm parameters with one iteration. The

baseline Tent models are also updated with the same optimizer and learning rate. The

results in Table. 3.12 clearly demonstrate that CONTRAST outperforms all the baselines

on test data from each of the adverse weather conditions.

We also evaluate our method in a dynamic test distribution setting, where we

have sequentially incoming test batches from the four weather condition test sets of ACDC

dataset. The test sequence includes 5 batches of Rain, followed by 5 batches of Snow, 5

batches of Fog, and finally 5 batches of Night. This sequence is repeated (with the same test

images) for a total of 5 rounds. We report the mean accuracy over the 5 batches and include

the results for the 1st, 3rd, and 5th rounds in Table 3.13. We use the same hyperparameters

as in the dynamic setting of previous experiments with the exception that the batch-size is

16.

3.6.12 Visualization

In Fig. 3.4, we present the input images along with the corresponding predicted

masks of the baseline models and CONTRAST from the last round. The figure contains

rows of input image samples from the four different weather conditions of the ACDC dataset,

in the order of rain, snow, fog, and night. CONTRAST is compared with baseline adapta-

tion method Tent, and as shown in Fig. 3.4, it is evident that CONTRAST provides better

segmentation results compared to the baselines visually.
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Input GT Mask Tent-Best CONTRAST

Figure 3.4: Visual Comparison of CONTRAST with Baselines for Semantic Seg-

mentation Task. Each row in the figure corresponds to a different weather condition (rain,

snow, fog, and night from top to bottom). It is evident that CONTRAST outperforms the

baselines in terms of segmentation results.

3.6.13 Additional discussion

The φ(.) function implies that trained sources should produce high-quality pseudo-

labels within their own distribution. Essentially, this function evaluates the effectiveness
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of the model’s training. For instance, even if the shift between the source and target is

minimal, a poorly trained source model might still under-perform on the target. Observe

that both the shift and the quality terms are minimized when we broaden our search space

over ∆̂. This allows us to select a model that exhibits the highest correlation with the test

domain, thereby providing us with the most strict bound within the discrete simplex.

Examining the issue through the lens of the gradient provides another perspective. By

updating the source model that is most correlated with the test data, its gradient will be

smaller than those of other models. Over time, this ensures that the model’s parameters

remain closer to the original source parameters, thereby preventing catastrophic forgetting.

let’s examine a toy case mathematically of the most correlated source can give us least

gradient.

Let us assume a binary classification task with linear regression where the final activa-

tion is sigmoid σ(.) function. Now let’s take the pseudo-label for a sample x be ŷ, where

ŷ = σ(w⊤x). Then the entropy h of ŷ will be h = −ŷ log(ŷ). Then we take the derivative

of the objective h w.r.t w weight as follows:

h = −ŷ log(ŷ)

⇒ ∂h

∂w
= (1 + log(ŷ))ŷ(ŷ − 1)x

Now we can easily verify that if the source model is closest to the test domain,

then the pseudo-label generated by the model has very small entropy which also means ŷ

is either close to 0 or close to 1. For both cases the derivative expression above goes close

to zero which validate the claim of having smallest gradient for highest correlated source.
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3.6.14 KL divergence between two univariate Gaussians

During the discussion of initialization of the combination weights in Section 3.5,

we come up with θtj which is calculated using the formula for KL divergence between two

univariate Gaussians N (µ1, σ
2
1) and N (µ2, σ

2
2). In this section, we provide the detailed

derivation of this below:

From the definition of KL divergence, we know the distance between two distributions p

and q is given by,

DKL(p, q) =

∫ +∞

−∞
p(x) log

(
p(x)

q(x)

)
dx

=

∫ +∞

−∞
p(x) log (p(x)) dx−

∫ +∞

−∞
p(x) log (q(x)) dx

(3.12)

Here in this problem p and q are univariate Gaussians and can be expressed as

follows:

p(x) =
1

(2πσ21)
1
2

exp

(
−(x− µ1)

2

2σ21

)
, q(x) =

1

(2πσ22)
1
2

exp

(
−(x− µ2)

2

2σ22

)
.
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Now we compute the second term in Eqn. (3.12) as follows:∫ +∞

−∞
p(x) log (q(x)) dx = log

(
1

(2πσ22)
1
2

)
−
∫ +∞

−∞
p(x)

(x− µ2)
2

2σ22
dx

= log

(
1

(2πσ22)
1
2

)
−
∫ +∞
−∞ x2p(x) dx− 2µ2

∫ +∞
−∞ xp(x) dx+ µ22

2σ22

= log

(
1

(2πσ22)
1
2

)
− E

[
X2
]
− 2µ2E [X] + µ22

2σ22

= log

(
1

(2πσ22)
1
2

)
− Var [X] + (E [X])2 − 2µ2E [X] + µ22

2σ22

= log

(
1

(2πσ22)
1
2

)
− σ21 + µ21 − 2µ2µ1 + µ22

2σ22

= log

(
1

(2πσ22)
1
2

)
− σ21 + (µ1 − µ2)

2

2σ22

(3.13)

In a similar manner we calculate the first term in Eqn. (3.12) as follows:

∫ +∞

−∞
p(x) log (p(x)) dx = log

(
1

(2πσ21)
1
2

)
−
∫ +∞

−∞
p(x)

(x− µ1)
2

2σ21
dx

= log

(
1

(2πσ21)
1
2

)
−
∫ +∞
−∞ x2p(x) dx− 2µ1

∫ +∞
−∞ xp(x) dx+ µ21

2σ21

= log

(
1

(2πσ21)
1
2

)
− E

[
X2
]
− 2µ1E [X] + µ21

2σ22

= log

(
1

(2πσ22)
1
2

)
− Var [X] + (E [X])2 − 2µ1E [X] + µ21

2σ21

= log

(
1

(2πσ21)
1
2

)
− σ21 + µ21 − 2µ21 + µ21

2σ21

= log

(
1

(2πσ21)
1
2

)
− 1

2

(3.14)

Now combining Eqn. (3.14) and Eqn. (3.13), we get the final KL divergence as

follows:
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DKL(p, q) = log

(
1

(2πσ21)
1
2

)
− 1

2
− log

(
1

(2πσ22)
1
2

)
+
σ21 + (µ1 − µ2)

2

2σ22

= log

(
σ2
σ1

)
+
σ21 + (µ1 − µ2)

2

2σ22
− 1

2

(3.15)

3.6.15 Optimal step size in approximate Newton’s method

In the main chapter 3, we compute the optimal combination weights by solving

the optimization below:

minimize
w

L(t)
w (w)

subject to wj ≥ 0,∀j ∈ {1, 2, . . . , N},
n∑

j=1

wj = 1

(3.16)

To solve this problem, we begin by initializing w
(t)
init as δ(−θt). Next, we determine

the optimal step size based on the initial combination weights to minimize the loss L(t)
w as

much as possible. Specifically, we use a second-order Taylor expansion to approximate the

loss at the updated point after taking a single step with a step size of α(t). Thus, after one

step of gradient descent, the updated point becomes:

w
(t)(1)
init = w

(t)
init − α(t)

(
∇wL(t)

w

) ∣∣∣∣winit (3.17)

For notational simplicity let us first denotew
(t)(1)
init = w(1),w

(t)
init = w(0) and

(
∇wL(t)

w

) ∣∣∣∣winit =

∇w(0)L(t)
w . We also denote the hessian of L(t)

w at w(0) as Hw(0) . Now, we can write the taylor
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series expansion of L(t)
w at w(1) as follows:

L(t)
w (w(1)) = L(t)

w (w(0) − α(t)∇w(0)L(t)
w )

= L(t)
w (w(0))− α(t)

(
∇w(0)L(t)

w

)⊤ (
∇w(0)L(t)

w

)
+

(
α(t)
)2

2

(
∇w(0)L(t)

w

)⊤
Hw(0)

(
∇w(0)L(t)

w

)
+O((α(t))3)

≈ L(t)
w (w(0))− α(t)

(
∇w(0)L(t)

w

)⊤ (
∇w(0)L(t)

w

)
+

(
α(t)
)2

2

(
∇w(0)L(t)

w

)⊤
Hw(0)

(
∇w(0)L(t)

w

)
(3.18)

In order to minimize L(t)
w (w(1)) we differentiate Eqn. (3.18) with respect to α(t)

and set it zero to get α
(t)
best. Specifically,

∂L(t)
w (w(1))

∂α(t)

∣∣∣∣
α(t)=α

(t)
best

= 0

=⇒ −
(
∇w(0)L(t)

w

)⊤ (
∇w(0)L(t)

w

)
+ α

(t)
best

(
∇w(0)L(t)

w

)⊤
Hw(0)

(
∇w(0)L(t)

w

)
= 0

=⇒ α
(t)
best =

(
∇w(0)L(t)

w

)⊤ (
∇w(0)L(t)

w

)
(
∇w(0)L(t)

w

)⊤
Hw(0)

(
∇w(0)L(t)

w

) =

(
∇wL(t)

w

)⊤ (
∇wL(t)

w

)
(
∇wL(t)

w

)⊤
Hw

(
∇wL(t)

w

)
∣∣∣∣∣
winit

(3.19)

This is the desired expression of α
(t)
best in Eqn. 3.7 in the main chapter 3.

Note that w(1) does not lie within the simplex. To ensure that the updated w remains

within the simplex, we project it onto the simplex after each gradient step. This can be

done by applying the softmax operator (δ(.) in the main chapter 3), which will ensure that

the updated weights are normalized and satisfy the constraints of the simplex.
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Chapter 4

Source Free Cross Modal Transfer

4.1 Introduction

Depth sensors like Kinect and RealSense, LIDAR for measuring point clouds di-

rectly, or high resolution infra-red sensors such as from FLIR, allow for expanding the

range of applications of computer vision compared to using only visible wavelengths. Sens-

ing depth directly can provide an approximate three-dimensional picture of the scene and

thus improve the performance of applications like autonomous navigation, while sensing in

the infra-red wavelengths can allow for easier pedestrian detection or better object detection

in adverse atmospheric conditions like rain, fog, and smoke. These are just a few examples.

Building computer vision applications using the now-straightforward supervised

deep learning approach for modalities like depth and infrared needs large amounts of diverse

labeled data. However, such large and diverse datasets do not exist for these modalities

and the cost of building such datasets can be prohibitively high. In such cases, researchers

have developed methods like knowledge distillation to transfer the knowledge from a model
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Figure 4.1: SOCKET: We describe the problem of single/multi-source cross-modality

knowledge transfer using no data used to train the source models. To effectively per-

form knowledge transfer, we minimize the modality gap by enforcing consistency of cross

modal features on task-irrelevant paired data in feature space, and by matching the

distributions of the unlabeled task-relevant features and the source features

trained on a modality like RGB, where large amounts of labeled data are available, to the

modality of interest like depth [57].

In contrast to prior work, we tackle a novel and challenging problem in the context

of cross-modal knowledge transfer. We assume that we have access only to (a) the source

models trained for the task of interest (TOI), and (b) unlabeled data in the target modality

where we need to construct a model for the same TOI. The key aspect is that we assume

we have no access to any data in the source modality for TOI. Such a problem

setup is important in cases where memory and privacy considerations do not allow for

sharing the training data from the source modality; only the trained models can be shared

[4, 102, 6, 142]. We develop SOCKET: SOurce-free Cross-modal KnowledgE Transfer

as an effective solution to this problem for bridging the gap between the source and target
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modalities. To this end, we show that employing an external dataset of source-target

modality pairs, which are not relevant to TOI – which we call Task-Irrelevant (TI) data –

can help in learning an effective target model by bringing the features of the two modalities

closer. In addition to using TI data, we encourage matching the statistics of the features of

the unlabeled target data – which are Task-Relevant (TR) by definition – with the statistics

of the source data which are available to us from the normalization layers that are present

in the trained source model.

We provide important empirical evidence showing that the modality-shift from a

source modality like RGB to a target modality like depth can be much more challenging than

a domain shift from one RGB dataset to another. This shows that the proposed framework

is necessary to help minimize the modality gap, so as to make the knowledge transfer more

effective. Based on the above ideas, we show that we can improve on existing state-of-the-

art methods which were devised only for cross-domain setting in the same modality. We

summarize our main contributions below:

1. We formulate a novel problem for knowledge transfer from a model trained for a source

modality to a different target modality without any access to task-relevant source data

and when the target data is unlabeled.

2. In order to bridge the gap between modalities, we propose a novel framework, SOCKET,

for cross-modal knowledge transfer without access to source data (a) using an external

task-irrelevant paired dataset, and (b) by matching the moments obtained from the

normalization layers in the source models with the moments computed on the target.

3. Extensive experiments on multiple datasets – both for knowledge transfer from RGB
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to depth, and from RGB to IR, and both for single-source and multi-source cases –

show that SOCKET is useful in reducing the modality gap in the feature space and

produces significantly better performance (improvement of as high as 12% for some

cases) over the existing source-free domain adaptation baselines which do not account

for the modality difference between the source and target modalities.

4. We also show empirically that, for the datasets of interest, the problem of knowledge

transfer between modalities like RGB and depth is harder than domain shifts in the

same modality such as sensor changes and viewpoint shifts, considered previously in

literature.

4.2 Related work

Cross-modal distillation methods. Cross-modal knowledge distillation (CMKD)

methods aim to learn representations for a modality which does not have a large amount of

labeled data from a large labeled dataset of another modality [57]. These methods have been

used for a variety of practical computer vision and learning tasks [172, 26, 45, 186]. Most of

these works assume access to task-relevant paired data across modalities [57, 159, 45, 63]. A

recent line of work relaxed this assumption in the context of domain generalization, where

one does not have access to the Task-Relevant paired data on the target domain but has

access to them for the source domain [230]. There also exist some works regarding domain

translation across modalities for better classification of indoor scenes [40, 31, 8]. However

these methods consider UDA across domains, where the target domain has unlabeled RGB-

D pairs instead of a single modality. All of the above works either utilize the Task-Relevant
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paired data for cross modal knowledge transfer [57], or consider cross modal paired data

as a domain [230, 40]. There are also works in zero-shot domain adaptation that utilize

external task-irrelevant paired data [138] but need access to the source data. Our work

takes steps to allow for different source and target modalities, and can perform effective

knowledge transfer without access to the TR paired data between source and target.

Unsupervised domain adaptation methods without source data. Most UDA meth-

ods that have been used for a wide variety of tasks [67, 177, 137, 65] need access to the source

data while adapting to a new target domain [44, 139]. To combat the storage or privacy

issue regarding the source data, a new line of work named Hypothesis Transfer Learning

(HTL) [4, 142] has emerged recently, where one has access only to the trained source model

instead of the source data [6, 102]. Here, people have explored adapting target domain data,

which has limited labels [4] or no labels at all [102] in the presence of both single source

[102, 212, 211] or multiple source models [6]. [102, 103] adapts a single source model to

an unlabeled target domain via information maximization and an iterative self-supervised

pseudo-label based cross entropy loss. [212] ensured that the adapted source model per-

forms well, both on source and target domains, while [211] proposed a source free domain

adaptation (SFDA) method by encouraging label consistency among local target features.

[209] proposed to add an extra classifier for refinement of the source decision boundary,

while [2] proposed a more robust adaptation method which works well in the presence of

noisy pseudo-labels. The authors in [6] proposed fusion of multiple source models with

appropriate weights so as to minimize the effect of negative transfer, which we refer to as

multiple source free domain adaptation (MSFDA) in Table 4.1. Both these methods do
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Table 4.1: We compare the proposed work SOCKET with existing problem settings in

literature for knowledge transfer across different domains and modalities. The competitive

settings described in this table are: (1) UDA (Unsupervised Domain Adaptation), DT

(Domain Translation) [67, 177, 137, 65, 40, 31, 8] [C1], (2) MSDA (Multi-source domain

adaptation) [139] [C2], (3) SFDA (Source free single source DA) [102, 212, 211, 209, 2, 103]

[C3], (4) MSFDA (Source free multi-source DA) [6] [C4], (5) CMKD (Cross modal knowledge

distillation) [57, 172, 26, 45] [C5], and (6) ZDDA (Zero shot DA) [138] [C6], respectively.

We group citations into [C1] to [C6] based on problem settings. Only SOCKET allows

cross-modal knowledge transfer from multiple sources without any access to relevant source

training data for an unlabeled target dataset of a different modality

Property

Problem setting
UDA+DT [C1] MSDA [C2] SFDA [C3] MSFDA [C4] CMKD [C5] ZDDA [C6] SOCKET

Multiple sources ✗ ✓ ✗ ✗ ✗ ✗ ✓

No source data ✗ ✗ ✓ ✓ ✗ ✗ ✓

Unlabeled target data ✓ ✓ ✗ ✓ ✗ ✗ ✓

Different target modality ✗ ✗ ✗ ✗ ✓ ✓ ✓

Usage of Task-Irrelevant Data ✗ ✗ ✗ ✗ ✗ ✓ ✓
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not work well in a regime where the unlabeled target set is from a different modality than

the source. We solve this problem by modality gap reduction via feature matching of the

task-irrelevant external data, as well as data statistics matching between the source and

target modalities.

Table 4.1 summarizes the related work and compares them with SOCKET.

4.3 Problem setup and notation

We address the problem of source-data free cross-modality knowledge transfer

by devising specialized loss functions that help reduce the gap between source and target

modality features. We focus on the task of classification where both the source and target

data belong to the same N classes. Let us consider that we have n source models of the

same modality (e.g., RGB). We denote the trained source classifiers as {FmS
Sk

}nk=1 , where

Sk denotes the k-th source model and mS represents the modality on which the source

models were trained. The source models are denoted as FmS
Sk

which are trained models

that map images from the source modality distribution XmS
Sk

to probability distribution

over the classes. {xiSk
, yiSk

}nk
i=1 ∼ XmS

Sk
are the data on which the k-th source model was

trained, nk being the number of training data points corresponding to the k-th source. In

our problem setting, at the time of knowledge transfer to the target modality, the source

data are unavailable for all the sources.

We also have access to an unlabeled dataset in the target modality {xiT }nT
i=1 ∼ XmT

T ,

where nT is the number of target samples. Note that the target modality, mT , is different

from the source modality. Traditional source free UDA methods try to mitigate domain

85



Figure 4.2: SOCKET description: Our framework can be split into two parts: (i) Before

Knowledge Transfer (left): We freeze the source models and pass the task-irrelevant (TI)

source data through the source feature encoders to extract the TI source features. As task-

relevant (TR) source feature maps are not available, we extract the stored moments of its

distribution from the BN layers. (ii) During Knowledge Transfer (right): We freeze only the

classification layers and feed the TI and unlabeled TR target data through the models to get

batch-wise TI target features and the TR target moments, respectively, which we match with

pre-extracted source features and moments to jointly train all the feature encoders along

with the mixing weights, ζk’s. The final target model is the optimal linear combination of

the updated source models
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shift by adapting the source models to unlabeled target data that belong to the same

modality [102, 6]. As we will show, applying these methods directly to the cross-modal

setting results in poor performance. Hence, we propose to solve this problem using two

novel losses as regularization terms which minimize the modality gap between source and

target modalities. Our goal is to learn a target classifier FmT
T , that adapts well on a target

distribution obtained from a different sensor modality (e.g., depth or NIR).

To train FmT
T , we employ (a) methods that enable learning feature embeddings

for the target modality that closely match with the source modality embeddings, which

we group under modality-specific losses, since it bridges the gap between two different

modalities; (b) modality-agnostic loss terms which operate only on the unlabeled target

data and do not take into account shift in modality.

We split each of the source models into two blocks – feature encoder and classifier.

For the k-th source model, we denote these blocks as fk and gk, respectively. The function

fk : RH×W → Rη maps the input image to an η dimensional feature vector and gk : Rη →

RN maps those features to the probability distributions over the N classes, the maximum

of which is treated as the classifier prediction. We can thus write FmS
Sk

= gk ◦ fk , where

“◦” is function composition. Since the classifier layer gk contains the information about

unseen k-th source domain distribution, following the protocol of [6], we freeze all the gk’s

and train the target specific feature encoders by optimizing over all fk’s.
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4.4 Cross-Modal Feature Alignment

Traditional source free UDA methods [102, 6] use domain specific but modality-

agnostic losses which do not help in reducing the feature distance between the source and

target modalities. In order to train the target model, FmT
T , with reduced modality-gap, we

propose SOCKET, which uses task-irrelevant feature matching and task-relevant distribu-

tion matching which are described next.

4.4.1 Task-irrelevant feature matching

Capturing the mapping between two modalities effectively requires lots of paired

data from both modalities [13]. For our task of interest, we do not have task relevant (TR)

data on the source side. As a result, it is not possible to match the target modality with the

source modality by using the data from task relevant classes directly. Hence, we propose to

use Task-Irrelevant (TI) paired data from both modalities to reduce modality gap. TI

data contain only classes that are completely disjoint from the TR classes and can be from

any external dataset. For modalities like RGB-depth and RGB-IR, we can access a large

amount of paired TI data that contain classes with no privacy concerns, which are available

in public datasets or can be collected using multi-modal sensors. Moreover there are many

real world applications where pairwise TI data can be collected and used beyond RGB-D

or RGB-IR, such as autonomous driving, adpatation of LiDAR data, medical applications

[91]. We denote paired TI data as {xmS
TIi
, xmT

TIi
}nTI
i=1 , where x

mS
TIi

is the i-th TI data point from

source modality and xmT
TIi

is its paired counterpart from the target modality, nTI the total

number of pairs. We compute our proposed loss LTI using TI data as follows:
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Step 1: We feed source modality images of the TI dataset through each of the source

models to pre-compute features that are good representations of modality mS . We denote

the i-th TI source feature extracted from source j as ψi
j :

ψi
j = fj(x

mS
TIi

). (4.1)

Step 2: During the knowledge transfer phase, we feed the target modality images of the

TI dataset which are encouraged to match the corresponding pre-extracted source modality

features. We do so by minimizing LTI defined below with respect to the parameters in the

feature encoders for the target modality:

LTI =

nTI∑
i=1

n∑
j=1

∥∥∥ζj(ψi
j − fj(x

mT
TIi

))
∥∥∥2 . (4.2)

4.4.2 Task-relevant distribution matching

In the task-irrelevant feature matching, we match the TI features of two modalities

in the feature space. Even if this captures some class independent cross modal mapping

between source and target modalities, it has no information about the TR-class conditional

cross modal mapping. By this term we refer to the cross modal relationship between source

and target, given the relevant classes. Assuming that the marginal distribution of the source

features across the batches can be modeled as Gaussian, such feature statistics can be fully

characterized by its mean and variance. We propose to match the feature statistics across

the source and target, to reduce the modality gap further. It might seem as though some

amount of source data would be required to estimate the batch-wise mean and and variance

of its feature map, but the running average statistics stored in the conventional BatchNorm

(BN) layers are good enough to serve our purpose. The BN layers normalize the feature
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maps during the course of training to mitigate the covariate shifts [71, 222]. As a result

it is able to capture the channel-wise feature statistics cumulatively over all the batches,

which gives rise to a rough estimate of the expected mean and variance of the batch-wise

feature map, at the end of training. Let us consider that the BN layer corresponding to the

l-th convolution layer (Bl) has rl nodes and there exist b number of such layers per source

model. Then we refer to the expected batch-wise mean and variance of the l-th convolution

layer of the k-th source model as E
[
µl|XmS

Sk

]
∈ Rrl and E

[
σ2l |XmS

Sk

]
∈ Rrl . Prior to the start

of the knowledge transfer phase, we pre-extract the information about the source feature

statistics from all of the pre-trained source models. During the knowledge transfer phase,

for each iteration we calculate the batch-wise mean and variance of the feature map of

target data from all the source models, linearly combine them according to the weights ζi

and minimize the distance of this weighted combination with the weighted combination of

the pre-computed source feature statistics. We calculate this loss Ld given by

Ld =

b∑
l=1

(∥∥∥∥∥∥
n∑

j=1

ζjE
[
µl|XmS

Sj

]
−

n∑
j=1

ζjµ̂lj

∥∥∥∥∥∥+
∥∥∥∥∥∥

n∑
j=1

ζjE
[
σ2l |XmS

Sj

]
−

n∑
j=1

ζj σ̂2lj

∥∥∥∥∥∥
)
, (4.3)

where E
[
µl|XmS

Sj

]
and E

[
σ2l |XmS

Sj

]
are the running mean and variance of the batchnorm

layer corresponding to the l-th convolution layer of source j, which we refer as Bj
l , and

µ̂lj = 1
nT

∑nT
k=1 B

j
l (x

k
T ) and σ̂2lj = 1

nT

∑nT
k=1(B

j
l (x

k
T ) − µ̂lj )

2 denote the mean and variance

of the target output from the same batchnorm layer. The losses LTI and Ld minimize the

modality gap between source and target. We name the combination of these two losses

as Modality Specific Loss Lms = λTILTI + λdLd, where λTI and λd are regularization

hyper-parameters.
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4.4.3 Overall optimization

The two proposed methods above help to reduce the modality gap between source

and target without accessing task-relevant source data. In addition to them, we employ the

unlabeled target data directly for knowledge transfer. Specifically, we perform information

maximization along with minimization of a self-supervised pseudo-label loss, which have

shown promising results in source-free UDA [102, 6] where the source and target modalities

are the same.

Information Maximization (IM): IM is essentially the task of performing maximization

of the mutual information between distribution of the target data and its labels predicted

by the source models. This mutual information is a combination of a conditional and a

marginal entropy of the target label distribution.

Motivated by [6], we calculate the conditional entropy Lent and the marginal en-

tropy termed as diversity Ldiv as follows:

Lent = − 1

nT

[ nT∑
i=1

(FmT
T (xiT )) log(FmT

T (xiT ))
]
,Ldiv = −

N∑
j=1

p̄j log p̄j , (4.4)

where FmT
T (xiT ) =

∑n
k=1 ζkFmS

Sk
(xiT ), ζk is the weight assigned to the k-th source such

that ζk ≥ 0 ,
∑n

k=1 ζk = 1 and p̄ = 1
nT

∑nT
i=1

[
FmT
T (xiT )

]
∈ RN is the empirical label

distribution. The mutual information is calculated as LIM = Ldiv − Lent. Maximization

of LIM (or minimization of −LIM ) ensures the target labels, as predicted by the sources,

more confident and diverse in nature.

Pseudo-label loss: Maximizing LIM helps to obtain labels that are more confident in

prediction and globally diverse. However, that does not prevent mislabeling (i.e., assigning

wrong labels to the inputs), which leads to confirmation bias [170]. To alleviate this prob-
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lem, we adopt a self supervised pseudo-label based cross entropy loss, inspired by [6, 102] (see

the Appendix-3 for the exact details about computing the self-supervised pseudo-labels.)

After calculating pseudo-labels we compute the pseudo-label cross entropy loss Lpl as fol-

lows:

Lpl = − 1

nT

nT∑
i=1

K∑
k=1

1{ŷiT = k} log
[
FmT
T (xiT )

]
k
, (4.5)

where ŷiT is the pseudo-label for the i-th target data point and 1{.} is an indicator function

that gives value 1 when the argument is true. Our final loss is the combination of the above

two losses. We call this combination modality agnostic loss Lma, which is expressed as

Lma = −LIM + λplLpl.

We calculate the overall objective function as the sum of modality agnostic and

modality specific losses and optimize Eq. (4.6) using Algorithm 3.

minimize
{fj}nj=1, ζ

Lma + Lms s.t.

n∑
k=1

ζk = 1, ζk ≥ 0 (4.6)

4.5 Experiments

We first describe the datasets, baselines and experimental details we employ. Next,

we show results of single and multi-source cross modal transfer which show the efficacy of

our method. In Section 4.5.3 we demonstrate experimentally why source free cross modal

is a much harder problem compared to cross domain knowledge transfer. We conclude this

section by performing analysis on different hyperparameters.
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Algorithm 3 Algorithm to Solve Eq. 4.6

1: Input: n source models trained on modality mS {FmS

Sk
}nk=1 = {gk ◦ fk}nk=1, unlabeled target

data {xiT }nT
i=1 from modality mT , TI cross-modal pairs {xmS

TIi
, xmT

TIi
}nTI
i=1 , mixing weights {ζk}nk=1,

max number of epochs E, regularization parameters λTI , λd, number of batches B

2: Output: Optimal adapted feature encoders {f⋆k}nk=1, mixing weights {ζ∗k}nk=1

3: Initialization: Freeze final classification layers {gk}nk=1, set ζk = 1
n for all k

4: Calculate {ψi
j}nj=1 ∀i ∈ [1, 2, . . . , nTI ] using Eq. (4.1)

5: Retrieve E[µl|XSj
] and E[σ2

l |XSj
] for all j and l as in Section 4.4.2

6: Knowledge Transfer Phase:

7: for epoch = 1 to E do

8: for iteration = 1 to B do

9: Sample a mini-batch of target data and feed it through each of the source models

10: Calculate loss terms in Eq. (4.2), (4.3), (4.4), and (4.5)

11: Compute overall objective from Eq. (4.6)

12: Update parameters in {fj}nj=1 and {ζk}nk=1 by optimizing Eq. (4.6)

13: Make ζ non-negative by setting ζk := 1/(1 + e−ζk)

14: Normalize ζ by setting ζk := ζk/
∑n

i=1 ζi

15: end for

16: end for

17: Final target model FmT

T =
∑n

k=1 ζ
⋆
k(gk ◦ f⋆k )
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4.5.1 Datasets, baselines and experimental details

Datasets: To show the efficacy of our method we extensively test on publicly available

cross-modal datasets. We show results on two RGB-D (RGB and Depth) datasets – SUN

RGB-D [163] and DIML RGB+D [23], and the RGB-NIR Scene (RGB and Near Infrared)

dataset [14]. We summarize the statistics of the datasets in Table 4.2. In the Appendix-3,

we provide examples from each dataset and the list of classes which we use as TI and TR

data in our experiments.

1. SUN RGB-D: A scene understanding benchmark dataset which contains 10335 RGB-

D image pairs of indoor scenes. The dataset has images acquired from four different

sensors named Kinect version1 (kv1), Kinect version2 (kv2), Intel RealSense and Asus

Xtion. We treat these four sensors as four different domains. Out of total 45 classes,

17 common classes are treated as TR classes and the remaining 28 classes as TI classes.

To train four source models, one for each domain, we use the RGB images from the

TR classes, specific to that particular domain. We treat the TR depth images from

each of the domains as the target modality data.

2. DIML RGB+D: This dataset consists of more than 200 indoor/outdoor scenes. We

use the smaller sample dataset instead of the full dataset, which has 1500/500 RGB-D

pairs for training/testing distributed among 18 scene classes. We split the training

pairs into RGB and depth, and treat those two as source and target, respectively.

The synchronized RGB-D frames are captured using Kinect v2 and Zed stereo camera

[81, 80, 82].
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3. RGB-NIR Scene: This dataset consists of 477 images from 9 scene categories captured

in RGB and Near-infrared (NIR). The images were captured using separate exposures

from modified SLR cameras, using visible and NIR [14]. We perform single source

knowledge transfer from RGB to NIR and vice versa for this dataset. For all the

datasets, TR/TI split is done according to Table 4.2.

Baseline Methods: The problem statement we focus on in this chapter is new and has

not been considered in literature before. As such, there is no direct baseline for our method.

However, the closest related works are source free cross domain knowledge transfer methods

that operates under both single and multi-source cases [102, 212, 211, 209, 2, 103, 6].

SHOT [102] and DECISION [6] are the best-known works on single source and multi-

source SFDA and we compare against only these two methods. Unlike SOCKET, neither

of these baselines employ strategies to overcome modality differences and use only the

modality-agnostic loss Lma for training the target models. Using scene classification as the

task of interest, we will show that SOCKET outperforms these baselines for cross-modal

knowledge transfer with no access to task-relevant source data. We provide details about

the network architecture in the Appendix-3. We note that there a few more recent works

[212, 211, 209, 2, 103] which have shown small improvements over SHOT, and are orthogonal

to the ideas in this chapter. Incorporating these improvements for SOCKET as well can be

interesting and consider this future work.

Performing knowledge transfer: Recall that we initialize the target models with the

source weights and the classifier layers are frozen. The weights in the feature encoders

and source mixing weight parameters (ζk’s) in the case of multi-source are the optimiza-

95



Table 4.2: Datasets statistics

SUN-RGBD RGB-NIR Scene DIML

Number of domains 4 1 1

Domain names kv1,kv2,Realsense,Xtion N/A N/A

# of TR images for source training 1264,1234,238,2512 204 527

# of TR unlabeled images 1264,1234,238,2512 204 527

Number of TI paired images 1709 153 1088

Number of TR & TI classes 17 & 28 6 & 3 6 & 12

Modalities RGB-D RGB-NIR RGB-D

tion parameters. The values of various parameters like the learning rate are given in the

Appendix-3.

λpl is set as 0.3 for all the experiments following [6]. For the regularization param-

eters λTI and λd of modality specific losses, we set them to be equal. We empirically choose

those parameters in such a way so as to balance it with the modality agnostic losses such

that no loss component overpowers the other by a large margin. Empirically we found that

a range of (0.1, 0.5) works best. All of the values in this range outperform the baselines and

we report the best accuracies amongst those. For images from the modalities other than

RGB, which are depth and NIR, we repeat the single-channel images into three-channel

images, to be able to feed it through the feature encoders which are initialized from the

source models trained on RGB images. We use a batch size of 32 for all of our experiments.

We run our method 3 times for all experiments with 3 random seeds in PyTorch [135] and

report the average accuracies over those.
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Table 4.3: Results on the SUN RGB-D dataset [163] for the task of single-source

cross-modal knowledge transfer from RGB to depth modality without access

to task relevant source data. The rows represent RGB domains on which the source

models are trained. The columns represent the knowledge transfer results on the depth

domains for three methods – Unadapted shows results with unadapted source, SHOT[102]

and SOCKET.

Source RGB

Target depth Kinect v1 Kinect v2 Realsense Xtion

Unadapted SHOT SOCKET Unadapted SHOT SOCKET Unadapted SHOT SOCKET Unadapted SHOT SOCKET

Kinect v1 14.8 16.7 25.3 14.6 20.3 23.6 9.0 11.9 13.4 7.1 15.3 18.1

Kinect v2 4.0 12.8 13.6 17.0 29.4 35.2 10.8 19.3 22.8 10.6 7.0 8.3

Realsense 2.0 7.9 20.3 7.1 18.4 23.5 14.7 27.4 30.0 5.1 9.5 11.8

Xtion 0.7 9.5 14.2 6.0 20.2 24.2 9.0 21.8 23.5 8.1 13.2 22.2

Average 5.4 11.7 18.4 11.2 22.1 26.6 10.9 20.1 22.4 7.7 11.3 15.1

4.5.2 Main results

Results on the SUN RGB-D dataset [163]: Our method is general enough to deal

with any number of sources and we demonstrate both single and multi-source knowledge

transfer. In Table 4.3, we show single source RGB to depth results for all of the four

domains. Treating the unlabeled depth data of each domain as target, we adapt these using

source models trained on RGB data from each of the four domains. It is easily evident

from Table 4.3, that for the target domains Kinect V1, Kinect V2, Realsense and Xtion,

SOCKET consistently outperforms the baseline by a good margin of 6.7%, 4.5%, 2.3%,

and 3.8%, respectively, thus proving the efficacy of SOCKET in a source-free cross modal

setting. In some of the cases SOCKET outperforms the baseline by a very large margin,

as high as 12.4% (Realsense-RGB to Kinect V1-depth). We show two-source RGB to depth
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Table 4.4: Results on the SUN RGB-D dataset [163] for the task of multiple

cross-modal knowledge transfer from RGB to depth modality without access to

task relevant source data. The rows show the six combinations of two trained source

models on RGB data from four different domains. The columns represent the knowledge

transfer results on the domain specific depth data for DECISION [6], the current SOTA for

multiple source adaptation without source data, and SOCKET

Source RGB

Target depth Kinect v1 Kinect v2 Realsense Xtion

DECISION SOCKET DECISION SOCKET DECISION SOCKET DECISION SOCKET

Kinect v1 + Kinect v2 17.9 19.5 34.2 36.6 18.8 19.8 14.6 18.0

Kinect v1 + Realsense 12.6 18.0 23.3 26.8 24.3 24.7 10.9 12.2

Kinect v1 + Xtion 11.7 23.9 29.6 35.7 20.3 21.1 16.7 20.0

Kinect v2 + Realsense 7.4 11.7 22.7 33.1 28.4 29.4 6.9 9.1

Kinect v2 + Xtion 14.8 16.2 27.0 31.0 25.4 25.0 11.6 18.3

Realsense + Xtion 8.3 10.7 23.1 25.2 30.1 31.5 9.5 10.8

Average 12.1 16.6 26.7 31.4 24.6 25.3 11.7 14.7

adaptation results in Table 4.4. For four domains we get six two-source combinations, each

of which is used for adaptation to depth data from all four domains. We see that in this case

also, on average SOCKET outperforms the baseline for all four target domains by good

margins. SOCKET shows good improvement for some individual cases like (Kinect v1 +

Xtion)-RGB to Kinect v1 depth – improvement of 12.2% – and (Kinect v2 + Realsense)-

RGB to Kinect v2 depth –improvement of 10.4%.

Results on the DIML RGB+D dataset [23]: We performed a single source adaptation

experiment (Table 4.5) by restructuring the dataset according to Table 4.2. In Table 4.5,

we use the TI data from both the DIML RGB+D as well as SUN RGB-D datasets in
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Table 4.5: Classification accuracy (%) on DIML dataset with different TI data

Unadapted SHOT SOCKET SOCKET

TI data N/A N/A DIML RGB+D SUN RGB-D

RGB→Depth 26.9 41.4 46.1 53.2

Table 4.6: Results on RGB-NIR dataset [14] for the task of single-source cross-modal knowl-

edge transfer from RGB to NIR and vice versa without task-relevant source data

Setting

Method
Unadapted SHOT SOCKET

RGB → NIR 84.8 86.7 90.2

NIR → RGB 65.2 92.2 92.7

two separate columns, where the TI data of SUN RGB+D is the same that have been

used for experiments related to the SUN RGB-D dataset. By doing so, we show that

SOCKET can perform well even with TI data from a completely different dataset, and

find that SOCKET has a gain of 4.7% and 11.8% over baseline for these two TI data

settings, respectively.

Results on the RGB-NIR scene dataset [14]: We now show that SOCKET also

outperforms baslines when the modalitiies are RGB and NIR using the RGB-NIR dataset.

We follow the splits described in Table 4.2. We do experiments on both RGB to NIR and

vice versa. The results are given in Table 4.6. For RGB to NIR transfer, SOCKET shows

3.5% improvement, while for NIR to RGB transfer, it shows 0.5% improvement over the

competing method.
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Table 4.7: Cross modal vs cross domain knowledge transfer for SUN RGB-D

dataset scene classification using SHOT[102]: (1) The first columm shows the ac-

curacies for RGB to depth transfer within the same domain. (2) The second column is

generated by transferring knowledge from one RGB domain to other three RGB domains

taking the average of the accuracies

Source Cross-Modal Cross-Domain

Kinect v1 16.7 24.5

Kinect v2 29.4 39.6

Realsense 27.4 29.7

Xtion 13.2 43.1

Average 21.7 34.2

4.5.3 Cross Modal vs Cross Domain

In order to show the importance of the novel problem we consider, we compare the

single-source knowledge transfer results on the SUN RGB-D dataset for modality change vs

domain shift in Table 4.7. We use SHOT [102] which is a source-free UDA method for this

experiment. All the domain-specific source models are trained on RGB images. For domain

shift, the targets are all the RGB images of the remaining 3 domains and we report the

average over them. Domain shift involves changes in sensor configuration, viewpoints, etc.

For modality change, the target data are depth images from the same domain. The scenes

are the same as in the RGB source, except they are captured using the depth sensor. The

table clearly shows that the accuracy drops by a large margin of 12.5% when we transfer

100



Table 4.8: Ablation of contribution of our proposed novel loss components. The

first accuracy column (a) corresponds to single source adaptation from RGB to depth on

kv2 domain, whereas the second column (b) shows the multi-source adaptation result from

kv1+xtion to kv1 domain of SUN RGB-D dataset. We show the accuracy gain over using

Lma only inside the parentheses

Lma Ld LTI (a) accuracy (%) (b) accuracy (%)

✓ 30.0 11.7

✓ ✓ 31.6 (↑1.6) 18.3 (↑6.6)

✓ ✓ 34.9 (↑4.9) 22.6 (↑10.9)

✓ ✓ ✓ 36.3 (↑6.3) 23.9 (↑12.2)

knowledge across modalities instead of domains of the same modality. This shows that a

cross-modal knowledge transfer is not the same as DA and a framework like SOCKET is

necessary to reduce the modality gap.

4.5.4 Ablation and sensitivity analysis

Contribution of loss components: In Table 4.8, the first row has the result with just the

modality agnostic loss Lma, whereas second and third row shows the individual effect of our

proposed modality specific losses along with the Lma. For all cases, SOCKET outperforms

the baseline and using both losses in conjunction with Lma yields best results.

Effect of number of TI images: We randomly chose six classes from SUN RGB-D

dataset as TI data. Table 4.9 clearly shows that increasing per class samples of TI data

results in improving the scene-classification accuracy for RGB to depth transfer on the SUN
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Table 4.9: Left: Effect of number of TI data. We perform knowledge transfer from

Kinect v1 RGB to unlabeled depth data. We use six random TI classes and vary the number

of TI images per class from 0 to 60 in steps of 20. Right: Effect of regularization hyper-

parameters. We perform Kinect v1 and Kinect v2 RGB to Kinect v1 depth transfer with

varying (λTI , λd) and tabulate the accuracy of SOCKET

Images per class 60 40 20 0

Accuracy (%) 25.0 22.5 20.3 16.7

(λTI , λd) 0.00 0.05 0.10 0.50 1.00

Kinect v1 16.1 15.0 16.6 23.4 21.0

Kinect v2 29.3 34.2 35.0 36.7 16.3

RGB-D dataset. In short, for a fixed number of TI classes, the more TI images per class,

the better SOCKET performs.

Effect of regularization parameters: In Table 4.9, we observe the effect of test accuracy

vs the regularization hyper-parameters for our novel losses proposed as a part of SOCKET.

We keep λTI and λd equal to each other for values between 0 to 1. Using the value of 0 is the

same as using SHOT. From the table, we see that as the value of the parameter increases

the accuracy also increases up to a certain point, and then it starts decreasing.

4.6 Conclusion

We identify the novel and challenging problem of cross-modality knowledge trans-

fer with no access to the task-relevant data from the source sensor modality, and only

unlabeled data in the target. We propose our framework, SOCKET, which includes devis-

ing loss functions that help bridge the gap between the two modalities in the feature space.
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Our results for both RGB-to-depth and RGB-to-NIR experiments show that SOCKET out-

performs the baselines which cannot effectively handle modality shift.

4.7 Appendix-3

4.7.1 Dataset example images

In Figure 4.3 and Figure 4.4 we show some example samples from SUN RGB-D

dataset, whereas in Figure 4.5 and Figure 4.6, samples from RGB-NIR scene dataset has

been shown. For both datasets, some random samples of Task-Relevant (TR) and and Task-

Irrelevant (TI) classes are shown. As DIML dataset has most of the classes overlapped with

SUN RGB-D, we do not show examples for that dataset here. For the TR classes, source

data are discraded after training the source models and we transfer knowledge from those

models to the unlabeled data of target modality. For the TI classes, we have paired samples

from both modalities. Note that for all the cases, TR and TI classes are completely disjoint.

4.7.2 Calculation of pseudo-labels

For these steps, we mainly follow [6, 102]. We first compute the cluster centroids

of all the classes, followed by linearly combining the centroids using the current learned

weight vector. We then take each of the weighted features and label it according to it’s

nearest neighbors from the set of K weighted centroids. In the next step, we update the

pseudo labels by repeating these steps. Below, we describe mathematically these steps in

detail:
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Figure 4.3: SUN RGB-D TR samples. We show some example images of the four

domains of SUN RGB-D. Both modalities from 4 out of 17 TR classes are shown here. We

discard the RGB source data after training four source models and we do not use any label

information for the target depth data.

1. We first compute the cluster centroids of all the classes k ∈ {1, 2, . . . N} induced by

source j ∈ {1, 2, . . . , n} for the 0-th iteration, by the following equation:

c
(0)
kj

=

∑
xT∈XmT

T

[
F̃mS
Sj

(xT )
]
k
f̃j(xT )∑

xT∈XmT
T

[
F̃mS
Sj

(xT )
]
k

(4.7)

where
[
.
]
k
indicates the k-th element of the vector in argument , f̃j denotes the j-th

source model’s feature extractor and F̃mS
Sj

= gj ◦f̃j represents the complete j-th source

model from the last iteration.

2. In the next step, we linearly combine these centroids as well as the target features

extracted from all the source models from last iteration, with the current learned
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Figure 4.4: SUN RGB-D TI samples. We show some example images of the TI data

from SUN RGB-D dataset. Six classes, each with paired example of RGB and depth are

shown here. The TR and TI classes are completely disjoint.

Figure 4.5: RGB-NIR scene samples. We show some example images of the of RGB-

NIR scene dataset. Both modalities of all 6 TR classes are shown here. We discard the

source data after training the source model and we do not use any label information for the

target data.

weight vector ζ as follows:

c
(0)
k =

n∑
j=1

ζjc
(0)
kj

(4.8)
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Figure 4.6: RGB-NIR scene samples We show some example images of the TI data

from RGB-NIR scene dataset. Three classes, each with paired example of RGB and NIR

are shown here. The TR and TI classes are completely disjoint.

x̄T =
n∑

j=1

ζj f̃j(xT ) (4.9)

3. We take each of the weighted features and label it according to it’s nearest neighbour

from the set of K weighted centroids, i.e., for a particular target feature, if the nearest

neighbour is k-th centroid, we assign class label k for that particular feature. The

assigned pseudo-label ŷ
i(0)
T for the i-th target feature x̄iT at iteration 0 is calculated

as:

ŷ
i(0)
T = arg min

k
∥x̄iT − c

(0)
k ∥22 (4.10)

4. We update the pseudo-labels in the next iteration by repeating the steps as follows:

c
(1)
kj

=

∑
xT∈XmT

T
1{ŷ(0)T = k}f̃j(xT )∑

xT∈XmT
T

1{ŷ(0)T = k}
(4.11)
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where, 1{.} is an indicator function which takes value 1, when its argument is true.

c
(1)
k =

n∑
j=1

ζjc
(1)
kj

(4.12)

ŷ
i(1)
T = arg min

k
∥x̄iT − c

(1)
k ∥22 (4.13)

Following the protocol of [6], we take ŷ
(1)
T as the final pseudo-label ŷiT , without further

reiteration.

Finally the pseudo-label cross entropy loss Lpl is calculated as follows:

Lpl = − 1

nT

nT∑
i=1

K∑
k=1

1{ŷiT = k} log
[
FmT
T (xiT )

]
k
. (4.14)

4.7.3 More details about datasets

SUN RGB-D[163]: The 17 common scene classes shared among the four domains are

bathroom, classroom, computer room, conference room, corridor, discussion area, home

office, idk, kitchen, lab, living room, office, office kitchen, printer room, reception room, rest

space, study space.

The 28 scene classes used as TI data are basement, bedroom, book store, cafeteria,

coffee room, dancing room, dinette, dining area, dining room, exhibition, furniture store,

gym, home, study, hotel room, indoor balcony, study space, laundromat, lecture theatre,

library, lobby, mail room, music room, office dining, play room, reception, recreation room,

stairs, storage room.

DIML RGB+D[23]: The 6 scene classes used as TR data are bathroom, classroom, com-

puter room, kitchen, corridor, living room.

The 12 scene classes used as TI data are bedroom, billiard hall, book store, cafe,

church, hospital, laboratory, library, metting room, restaurant, store, warehouse.
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RGB-NIR Scene[14]: The 6 scene classes used as TR data are country, field, indoor,

mountain, street, water. The 3 scene classes used as TI data are forest, old building, urban.

4.7.4 Effect of regularization parameters

For the single source adaptation results, we empirically observe that, (λTI , λd) =

(0.5, 0.5), (0.5, 0.5), (0.1, 0.1), (0.5, 0.5) yields best result for Kinect v1, Kinect v2, Realsense

and Xtion as targets respectively. For the DIML RGB+D datset, the parameters are set to

be (0.5, 0.5), whereas for the RGB-NIR scene dataset, it is set as (0.01, 0.05). Note that, for

all of the cases this hyper-parameters are chosen to balance the two loss terms. Our method

always performs better than the baseline in the range of values of the hyperparameters we

tested and are close to the best accuracies reported in the thesis.

4.7.5 Network architectures

In our experiments, we take the Resnet50 [58] model pretrained on ImageNet as

the backbone architecture for training the source models, the same way as [206, 139, 102].

Following the architectures used in [43, 6], we replace the last fully connected (FC) layer with

a bottleneck layer containing 256 units, within which we add a Batch Normalization [72]

(BN) layer at the end of the FC layer. A task specific FC layer with weight normalization

[157] is added at the end of the bottleneck layer.

4.7.6 Training source models

For training the source models, we resize all the source images to 224 × 224.

Moreover, to increase model robustness, we use smooth labels instead of one-hot encodings
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[168, 121] during this procedure. We set the maximum number of training epochs to 20

for all of the sources, irrespective of the datasets. We utilize stochastic gradient descent

with a momentum 0.9 and weight decay 10−3. The learning rates are set to 10−3 for the

feature encoders (fk’s) and 10−2 for the added bottleneck layer. During adaptation and

knowledge transfer to the target modality, a learning scheduler setting similar to [43, 102]

θ = θ0(1 + 10p)−
3
4 is used, where θ and θ0 represent the current and initial learning rates

and p is a real number between 0 to 1 which captures the training progress. θ0 is set to

be 10−3 for the feature encoders (fk’s) and 10−2 for the added bottleneck layers along with

the source mixing weight parameters (ζk’s). The maximum number of epochs during target

adaptation is set to be 15.

4.7.7 Knowledge transfer details

During adaptation and knowledge transfer to the target modality, a learning sched-

uler setting similar to [43, 102] θ = θ0(1 + 10p)−
3
4 is used, where θ and θ0 represents the

current and initial learning rates and p is real number between 0 to 1 which captures the

training progress. θ0 is set to be 10−3 for the feature encoders (fk’s) and 10−2 for the added

bottleneck layers along with the source mixing weight parameters (ζk’s). The learning rate

decreases exponentially during the course of training. The maximum number of epochs

during target adaptation is set to be 15.

4.7.8 Modification of our algorithm in presence of TI unpaired data

In this section, we explore the scenario of inaccessibility of pairwise cross-modal

data for TI classes. In practical scenario, one might not be able to acquire cross modal
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paired data. In this case we show that adversarial matching between two cross modal dis-

tributions works reasonably well. Inspired from [177], we propose the following loss function

in order to align the two cross modal data distributions which are unpaired. For this pur-

pose, we incorporate a discriminator D in our framework.

Our adversarial loss has two components: (1) True Discriminator loss LTD and (2) Ad-

versarial Discriminator loss LAD. The first loss tries to distinguish between source and

target, while the second loss is a proxy for the generator part of the well known usual

adversarial loss component, which tries to fool the discriminator in such a way, so that it

fails to distinguish between source and target domain. The generator is irrelevant in our

framework since we are not generating any new samples, rather as a proxy of the generator

we use the same discriminator as an adversary in the second loss. In short, the first loss

tries to correctly classify the source and target samples, while the second loss tries to do

the opposite. Now, we describe the losses mathematically below:

LTD = − 1

nTI

nTI∑
i=1

[
logD

( n∑
j=1

ζjψ
i
j

)
+ log

(
1−D

( n∑
j=1

ζjfj(x
mT
TIi

)
))]

(4.15)

LAD = − 1

nTI

nTI∑
i=1

[
logD

( n∑
j=1

ζjfj(x
mT
TIi

)
)]

(4.16)

Note that, LTD is essentially a cross entropy loss computed with source TI labels as 1 and

target TI labels as 0, while LAD is also a cross entropy loss but computed with target TI

labels as 1. So, clearly LAD will try to oppose the loss LTD, so that the source and target

features are indistinguishable. So our overall adversarial loss Ladv is calculated as follows:
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Ladv = LTD + λADLAD (4.17)

where λAD is a regularization parameter to balance the two adversarial loss components.

In the absence of TI paired data, the overall new objective function Ltot will be

Ltot = Lma + λadvLadv + λdLd (4.18)

To show the effectiveness of this loss, we conduct a small experiment in table 4.10. We

transfer knowledge from the kv2 RGB model to unlabeled kv2 depth data. Due to time

constraint we just run this algorithm with one random seed. λAD is set to be 10 to give

slightly more importance to LAD compare to LTD, since our ultimate goal is to learn a

feature embedding that can not distinguish between source and target. Clearly we see that

our new adversarial loss has an increment of almost 2.9% when used with Lma. Though this

gain is not as high compare to the case of having paired TI data (see table 8 in main chapter

4), it is still significant and has great potential. This result is intuitively expected and show

that even if with unpaired TI data, we can reduce the modality gap in the absence of TR

source data. We hypothesize that for the unpaired TI data case, it is possible to reach a

certain extent of the level of performance when using paired TI data, by using relatively

more amount of unpaired data. We will explore it in detail for the future work.

4.7.9 Future work, limitations and potential negative impact

Further studies are required to better understand the effect of amount of TI data

and the diversity present in the data on the knowledge transfer results, which will require

access to larger and more diverse datasets. Another interesting avenue for future direction
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Table 4.10: Effect of our proposed adversarial loss component. The accuracy column

corresponds to single source adaptation from RGB to depth on kv2 domain of SUN RGB-D

dataset. We show the accuracy gain over using Lma only inside the parentheses

Lma Ld Ladv (a) accuracy (%)

✓ 31.0

✓ ✓ 33.9 (↑2.9)

✓ ✓ ✓ 34.2 (↑3.2)

is applying these ideas to other modalities like point clouds, medical imaging, etc. The

work in this chapter is a general method for improving knowledge transfer from a source

modality to a target modality with unlabeled data. The impact of this line of research is

to make it easier to train networks for modalities and tasks where large amounts of data

and labeled data are not available. This may lead to a wider deployment of deep learning

for such modalities. For example in applications like person re-identification, one might

have access to the source models trained on private IR labeled data, which they can use

to adapt RGB unlabeled data using our method, in order to match people across cameras.

Thus, these algorithms can of course be good or bad for society depending on the particular

application in which these ideas are employed, the bias in the datasets being used etc. This

is also in true in general for other source-free DA methods [102, 6].
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Chapter 5

Camera Insertion in a Re-Id

Network

5.1 Introduction

Person re-identification (re-id), which addresses the problem of matching people

across different cameras, has attracted intense attention in recent years [233, 50, 151]. Much

progress has been made in developing a variety of methods to learn features [104, 116, 117]

or distance metrics by exploiting unlabeled and/or manually labeled data. Recently, deep

learning methods have also shown significant performance improvement on person re-id [3,

99, 167, 171, 213, 234]. However, with the notable exception of [133, 134], most of these

works have not yet considered the dynamic nature of a camera network, where new cameras

can be introduced at any time to cover a certain related area that is not well-covered by

the existing network of cameras. To build a more scalable person re-identification system,
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it is very essential to consider the problem of how to on-board new cameras into an existing

network with little additional effort.

Let us consider K number of cameras in a network for which we have learned
(
K
2

)
number of optimal pairwise matching metrics, one for each camera pair (see Figure 5.1 for an

illustrative example). However, during an operational phase of the system, new camera(s)

may be temporarily introduced to collect additional information, which ideally should be

integrated with minimal effort. Given newly introduced camera(s), the traditional re-id

methods aim to re-learn the pairwise matching metrics using a costly training phase. This

is impractical in many situations where the newly added camera(s) need to be operational

soon after they are added. In this case, we cannot afford to wait a long time to obtain

significant amount of labeled data for learning pairwise metrics, thus, we only have limited

labeled data of persons that appear in the entire camera network after addition of the new

camera(s).

Recently published works [133, 134] attempt to address the problem of on-boarding

new cameras to a network by utilizing old data that were collected in the original camera

network, combined with newly collected data in the expanded network, and source metrics

to learn new pairwise metrics. They also assume the same set of people in all camera views,

including the new camera (i.e., before and after on-boarding new cameras) for measuring the

view similarity. However, this is unrealistic in many surveillance scenarios as source camera

data may have been lost or not accessible due to privacy concerns. Additionally, new

people may appear after the target camera is installed who may or may not have appeared

in existing cameras. Motivated by this observation, we pose an important question: How
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Figure 5.1: Consider a three camera (C1, C2 and C3) network, where we have only three

pairwise distance metrics (M12,M23 andM13) available for matching persons, and no access

to the labeled data due to privacy concerns. A new camera, C4, needs to be added into

the system quickly, thus, allowing us to have only very limited labeled data across the new

camera and the existing ones. Our goal in this chapter is to learn the pairwise distance

metrics (M41,M42 andM43) between the newly inserted camera(s) and the existing cameras,

using the learned source metrics from the existing network and a small amount of labeled

data available after installing the new camera(s).

115



can we swiftly on-board new camera(s) in an existing re-id framework (i) without having

access to the source camera data that the original network was trained on, and (ii) relying

upon only a small amount of labeled data during the transient phase, i.e., after adding the

new camera(s).

Transfer learning, which focuses on transferring knowledge from a source to a

target domain, has recently been very successful in various computer vision problems [112,

227, 166, 223, 127]. However, knowledge transfer in our system is challenging, because of

limited labeled data and absence of source camera data while on-boarding new cameras. To

solve these problems, we develop an efficient model adaptation approach using hypothesis

transfer learning that aims to transfer the knowledge using only source models (i.e., learned

metrics) and limited labeled data, but without using any original source camera data. Only

a few labeled identities that are seen by the target camera, and one or more of the source

cameras, are needed for effective transfer of source knowledge to the newly introduced target

cameras. Henceforth, we will refer to this as target data. Furthermore, unlike [133, 134],

which identify only one best source camera that aligns maximally with the target camera,

our approach focuses on identifying an optimal weighted combination of multiple source

models for transferring the knowledge.

Our approach works as follows. Given a set of pairwise source metrics and limited

labeled target data after adding the new camera(s), we develop an efficient convex optimiza-

tion formulation based on hypothesis transfer learning [92, 32] that minimizes the effect of

negative transfer from any outlier source metric while transferring knowledge from source

to the target cameras. More specifically, we learn the weights of different source metrics
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and the optimal matching metric jointly by alternating minimization, where the weighted

source metric is used as a biased regularizer that aids in learning the optimal target metric

only using limited labeled data. The proposed method, essentially, learns which camera

pairs in the existing source network best describe the environment that is covered by the

new camera and one of the existing cameras. Note that our proposed approach can be

easily extended to multiple additional cameras being introduced at a time in the network

or added sequentially one after another.

5.1.1 Contributions

We address the problem of swiftly on-boarding new camera(s) into an existing

person re-identification network without having access to the source camera data, and

relying upon only a small amount of labeled target data in the transient phase, i.e., after

adding the new cameras. Towards solving the problem, we make the following contributions.

• We propose a robust and efficient multiple metric hypothesis transfer learning al-

gorithm to efficiently adapt a newly introduced camera to an existing person re-id

framework without having access to the source data.

• We theoretically analyse the properties of our algorithm and show that it minimizes

the risk of negative transfer and performs closely to fully supervised case even when

a small amount of labeled data is available.

• We perform rigorous experiments on multiple benchmark datasets to show the effec-

tiveness of our proposed approach over existing alternatives.
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5.2 Related Work

Person Re-identification. Most of the methods in person re-id are based on supervised

learning. These methods apply extensive training using lots of manually labeled training

data, and can be broadly classified in two categories: (i) Distance metric learning based

[54, 192, 84, 104, 215, 225] (ii) Deep learning based [3, 201, 143, 235, 234, 184, 213]. Distance

metric learning based methods tend to learn distance metrics for camera pairs using pairwise

labeled data between those cameras, whereas end-to-end Deep learning based methods tend

to learn robust feature representations of the persons, taking into consideration all the

labeled data across all the cameras at once. To overcome the problem of manual labeling,

several unsupervised [225, 187, 112, 226, 208, 107] and semi-supervised [197, 38, 203, 194]

methods have been developed over the past decade. However, these methods do not consider

the case where new cameras are added to an existing network. The most recent approach

in this direction [133, 134] has considered unsupervised domain adaptation of the target

camera by making a strong assumption of accessibility of the source data. None of these

methods have considered the fact of not having access to the source data in the dynamic

camera network setting. This is relevant, as source camera data might have been deleted

after a while due to privacy concerns. Hypothesis Transfer Learning. Hypothesis

transfer learning [207, 113, 128, 92, 32] is a type of transfer learning that uses only the

learned classifiers from a source domain to efficiently learn a classifier in the target domain,

which contains only limited labeled data. This approach is practically appealing as it does

not assume any relationship between source and target distribution, nor the availability of

source data, which may be non accessible [92]. Most of the literature has dealt with simple
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linear classifiers for transferring knowledge [92, 189]. One recent work [142] has addressed

the problem of transferring the knowledge of a source metric, which is a positive semi-

definite matrix, with some provable guarantees. However, it has been analyzed for only a

single source metric and the weight of the metric is calculated by minimizing a cost function

using sub-gradient descent from the generalization bound separately, which is a highly non-

convex non-differential function. In [189], the method has addressed transfer of multiple

linear classifiers in an SVM framework, where the corresponding weights are calculated

jointly with the target classifiers in a single optimization. Unlike these approaches, our

approach addresses the case of transfer from multiple source metrics by jointly optimizing

for target metric, as well as the source weights to reduce the risk of negative transfer.

5.3 Methodology

Let us consider a camera network with K cameras for which we have learned a

total N =
(
K
2

)
pairwise metrics using extensive labeled data. We wish to install some new

camera(s) in the system that need to be operational soon after they are added, i.e., without

collecting and labeling lots of new training data. We do not have access to the old source

camera data, rather, we only have the pairwise source distance metrics. Moreover, we also

have access to only a limited amount of labeled data across the target and different source

cameras, which is collected after installing the new cameras. Using the source metrics and

the limited pairwise source-target labeled data, we propose to solve a constrained convex

optimization problem (Eq. 5.1) that aims to transfer knowledge from the source metrics to

the target efficiently while minimizing the risk of negative transfer.
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Formulation. Suppose we have access to the optimal distance metric Mab ∈ Rd×d for

the a and b-th camera pair of an existing re-id network, where d is the dimension of the

feature representation of the person images and a, b ∈ {1, 2 . . .K}. We also have limited

pairwise labeled data {(xij , yij)}Ci=1 between the target camera τ and the source camera s,

where xij = (xi − xj) is the feature difference between image i in camera τ and image j in

camera s, C =
(
nτs

2

)
, where nτs is the total number of ordered pair images across cameras

τ and s, and yij ∈ {−1, 1}. yij = 1 if the persons i and j are the same person across the

cameras, and −1 otherwise. Note that our approach does not need the presence of every

person seen in the new target camera across all the source cameras; rather, it is enough for

some people in the target camera to be seen in at least one of the source cameras, in order

to compute the new distance metric across source-target pairs. Let S and D be defined as

S = {(i, j) | yij = 1} and D = {(i, j) | yij = −1}. Our main goal is to learn the optimal

metric between target and each of the source cameras by using the information from all

the pairwise source metrics {Mj}Nj=1 and limited labeled data {(xij , yij)}Ci=1. In standard

metric learning context, the distance between two feature vectors xi ∈ Rd and xj ∈ Rd with

respect to a metric M ∈ Rd×d is calculated by
√
(xi − xj)⊤M(xi − xj).

Thus, we formulate the following optimization problem for calculating the optimal

metric Mτs between target camera τ and the s-th source camera, with ns and nd number

of similar and dissimilar pairs, as follows:

minimize
Mτs, β

1

ns

∑
(i,j)∈S

x⊤ijMτsxij + λ∥Mτs −
N∑
j=1

βjMj∥2F

subject to
1

nd

∑
(i,j)∈D

(x⊤ijMτsxij)− b ≥ 0, Mτs ⪰ 0, β ≥ 0, ∥β∥2 ≤ 1

(5.1)
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The above objective consists of two main terms. The first term is the normalized sum of

distances of all similar pair of features between camera τ and s with respect to the Maha-

lanobis metric Mτs, and the second term represents the Frobenius norm of the difference of

Mτs and weighted combination of source metrics squared. λ is a regularization parameter

to balance the two terms. Note that the second term in Eq. 5.1 is essentially related to

hypothesis transfer learning [92, 32] where the hypotheses are the source metrics. The first

constraint represents that the normalized sum of distances of all dissimilar pairs of features

with respect to Mτs is greater than a user defined threshold b, and the second constraints

the distance metrics to always lie in the positive semi-definite cone. While the third con-

straint keeps all the elements of the source weight vector non-negative, the last constraint

ensures that the weights should not deviate much from zero (through upper-bounding the

ℓ-2 norm by 1).

Notation. We use the following notations in the optimization steps.

(a) C1 = {M ∈ Rd×d | 1
nd

∑
(i,j)∈D

(x⊤ijMxij)− b ≥ 0}

(b) C2 = {M ∈ Rd×d |M ⪰ 0}

(c) C3 = {β ∈ RN | β ≥ 0 ∩ ∥β∥2 ≤ 1}

Optimization. The proposed optimization problem (5.1) is jointly convex over Mτs and

β. To solve this optimization over large size matrices, we devise an iterative algorithm to

efficiently solve (5.1) by alternatively solving for two sub-problems. For the sake of brevity,

we denote Mτs as M in the subsequent steps. Specifically, in the first step, we fix the

weight β and take a gradient step with respect to M in the descent direction with step size
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α (Eq. 5.2). Then, we project the updated M onto C1 and C2 in an alternating fashion until

convergence (Eq. 5.3 and Eq. 5.4). In the next step, we fix the the updated M and take a

step with size γ towards the direction of negative gradient with respect to β (Eq. 5.6). In

the last step, we simply project β onto the set C3 (Eq. 5.7).

Algorithm 4 Algorithm to Solve Eq. 5.1

1: Input: Source metric {Mj}Nj=1, {(xij , yij)}Ci=1

2: Output: Optimal metric M⋆

3: Initialization: Mk, βk, k = 0

4: while not converged do

5: Mk+1 =Mk − α∇Mf(M,βk)|M=Mk Eq. 5.2

6: while not converged do

7: Mk+1 = ΠC1(M
k+1) Eq. 5.3

8: Mk+1 = ΠC2(M
k+1) Eq. 5.4

9: end while

10: βk+1 = βk − γ∇βf(M
k+1, β)|β=βk Eq. 5.6

11: βk+1 = ΠC3(β
k+1) Eq. 5.7

12: k = k + 1

13: end while

Algorithm 4 summarizes the alternating minimization procedure to optimize (5.1).

We briefly describe these steps below and refer the reader to the Appendix-4 for more

mathematical details.

Step 1: Gradient w.r.t M with fixed β. With k being the iteration number and Mk,
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βk being M and β in the k-th iteration, we compute the gradient of the objective function

(5.1) with respect to M by fixing β = βk at the k-th iteration as follows:

∇Mf(M,βk)|M=Mk = ΣS + 2λ(Mk −
N∑
j=1

βkjMj), (5.2)

where ΣS = 1
ns

∑
(i,j)∈S

xijx
⊤
ij and f(M,βk) = 1

ns

∑
(i,j)∈S

x⊤ijMxij + λ∥M −
N∑
j=1

βkjMj∥2F .

Step 2: Projection of M onto C1 and C2. The projection of M onto C1 (denoted as

ΠC1(M)) can be computed by solving a constrained optimization as follows:

ΠC1(M) =arg min
M̂

1

2
∥M̂ −M∥2F

Subject to
1

nd

∑
(i,j)∈D

(x⊤ijM̂xij)− b ≥ 0

By writing the Lagrange for the above constrained optimization and using KKT

conditions with strong duality, the projection of M onto C1 can be written as

ΠC1(M) =M +max

0,

(
b− 1

nd

∑
(i,j)∈D

x⊤ijMxij

)
∥ΣD∥2F

ΣD, (5.3)

where ΣD = 1
nd

∑
(i,j)∈D

xijx
⊤
ij . Similarly, using spectral value decomposition, the projection

of M onto C2 can be written as

ΠC2(M) = V diag(

[
λ̂1 λ̂2 . . . λ̂n

]
)V ⊤, (5.4)

where V is the eigenvector matrix ofM , λi is the i-th eigenvalue ofM and λ̂j = max{λj , 0} ∀ j ∈[
1 . . . d

]
.
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Step 3: Gradient w.r.t β with fixed M . By fixingM =Mk+1 in the objective function,

differentiating it w.r.t βi, the i-th element of β at the point β = βk, we get

∇βi
(f(Mk+1, β))|βi=βk

i
= 2λβki trace(M

⊤
i Mi)−

2λtrace(M⊤
i (Mk+1 −

N∑
j=1,j ̸=i

βkjMj))

(5.5)

By denoting ∇βi
(f(Mk+1, β))|βi=βk

i
as aki , we get

∇β(f(M
k+1, β))|β=βk =

[
ak1 ak2 . . . akN

]⊤
(5.6)

Step 4: Projection of β onto C3. This step essentially projects a vector to the first

quadrant of an N -dimensional unit norm hyper-sphere.

The closed form expression of the projection onto C3 is as follows:

ΠC3(β
k+1) = max

{
0,

βk+1

max{1, ∥βk+1∥2}
}

(5.7)

5.4 Discussion and Analysis

One of the key differences between our approach and existing methods is that the

nature of our problem deals with the multiple metric setting within the hypothesis transfer

learning framework. In this section, following [142], we theoretically analyze the properties

of our Algorithm 4 for transferring knowledge from multiple metrics.

Let T be a domain defined over the set (X × Y) where X ⊆ Rd and Y ∈ {−1, 1}

denote the feature and label set, respectively, and has a probability distribution denoted by

DT . Let T be the target domain defined by {(xi, yi)}ni=1 consisting of n i.i.d samples, each
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drawn from the distribution DT . The optimization proposed in Eq.1 of [142] (page. 2) is

defined as:

minimize
M⪰0

LT (M) + λ∥M −MS∥2F (5.8)

Fixing the value of β in our proposed optimization (5.1), we have an optimization problem

equivalent to (5.8), where MS =
∑N

j=1 βjMj and

LT (M) =
1

ns

∑
(i,j)∈S

x⊤ijMxij + µ⋆
(
b− 1

nd

∑
(i,j)∈D

x⊤ijMxij
)

(5.9)

Note that µ⋆ in Eq. 5.9 is the optimal dual variable for the inequality constraint optimization

(5.1) with the weight vector fixed. Clearly, the expression is linear, hence convex in M , and

has a finite Lipschitz constant k.

Theorem 1 For the convex and k-Lipschitz loss (shown in supp) defined in (5.9) the av-

erage bound can be expressed as

ET∼DT n [LDT (M
⋆)] ≤ LDT (M̂S) +

8k2

λn
, (5.10)

where n is the number of target labeled examples, M⋆ is the optimal metric computed from

Algorithm 4, M̂S is the average of all source metrics defined as
∑N

j=1 Mj

N , ET∼DT n [LDT (M
⋆)]

is the expected loss byM⋆ computed over distribution DT and LDT (M̂S) is the loss of average

of source metrics computed over DT .

Proof. The proof is given in Appendix-4.

Implication of Theorem 1: Since we transfer knowledge from multiple source metrics,

and do not know which is the most generalizable over the target distribution (i.e., the best

source metric), the most sensible thing is to check for the average performance of using
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each of the source metrics directly over the target test data. It is equivalently giving all the

source metrics equal weights and not using any of the target data for training purpose. The

bound in Theorem (5.9) shows that, on average, the metric learned form Algorithm 4 tends

to do better than, or in worst case, at least equivalent to the average of source metrics with

a fast convergence rate of O( 1n) with limited number of target samples [142].

Theorem 2 With probability (1− δ), for any metric M learned from Algorithm 4 we have,

LDT (M) ≤ LT (M) +O
( 1
n

)
+

(√
LT (

∑N
j=1 βjMj)

λ
+ ∥

N∑
j=1

βjMj∥F
)√

ln(2δ )

2n
, (5.11)

where LDT (M) is the loss over the original target distribution (true risk), LT (M) is the

loss over the existing target data (empirical risk), and n is the number of target samples.

Proof. See the Appendix-4 for the proof.

Implication of Theorem 2: This bound shows that given only a small amount of labeled

target data, our method performs closely to the fully supervised case. The right hand side

of the inequality (5.11) consists of the term O
(
1
n

)
+Φ(β)O

(
1√
n

)
. Since the optimal weight

β⋆ from optimization (5.1) will be sparse due to the way β is constrained, zero weights will

automatically be assigned to the outlier metrics, i.e., outlier Mjs, resulting in zero values

for the terms β⋆kLT (Mj) corresponding to those indices j and hence smaller value of Φ(β).

As a result, the O
(

1√
n

)
term will be less dominant in (5.11) than O

(
1
n

)
, due to smaller

associated coeffiecient Φ(β⋆) and, hence, can be ignored. Thus, due to the faster decay rate

of O
(
1
n

)
, this implies that with very limited target data, the empirical risk will converge

to the true risk. Furthermore, when n is very large (the fully supervised case), O
(

1√
n

)
will

be close to zero and cannot be altered by multiplication with any coefficient. This implies
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that the source metrics will not have any effect on learning when there is enough labeled

target data available and are only useful in the presence of limited data as in our application

domain.

Negative Transfer: In optimization (5.1), we jointly estimate the optimal metric, as well

as the weight vector, which determines which source to transfer from and with how much

weight. If a source metric is not a good representative of the target distribution, for an

optimal λ, the weight associated to this metric will automatically be set to zero or close to

zero by optimization (5.1), due to the sparsity constraint of β.

Hence, our approach minimizes the risk of negative transfer.
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Figure 5.2: CMC curves averaged over all target camera combinations, introduced one at a

time. (a) WARD with 3 cameras, (b) RAiD with 4 cameras, (c) Market1501 with 6 cameras

and (d) MSMT17 with 15 cameras. Best viewed in color.

5.5 Experiments

Datasets. We test the effectiveness of our method by experimenting on four publicly

available person re-id datasets such as WARD [115], RAiD [27], Market1501 [232], and

MSMT17 [191]. There are several other re-id datasets like ViPeR [52], PRID2011 [61]
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and CUHK01 [98]; however, those do not apply in our case due to availability of only two

cameras. RAiD and WARD are smaller datasets with 43 and 70 persons captured in 4

and 3 cameras, respectively, whereas Market1501 and MSMT17 are more recent and large

datasets with 1,501 and 4,101 persons captured across 6 and 15 cameras, respectively.

Feature Extraction and Matching. We use Local Maximal Occurrence (LOMO) fea-

ture [104] of length 29, 960 in RAiD and WARD datasets. However, since LOMO usually

performs poorly on large datasets [50], for Market1501 and MSMT17 we extract features

from the last layer of an Imagenet [28] pre-trained ResNet50 network [58] (denoted as IDE

features in our work). We follow standard PCA technique to reduce the feature dimension

to 100, as in [84, 133].

Performance Measures. We provide standard Cumulative Matching Curves (CMC) and

normalized Area Under Curve (nAUC), as is common in person re-id [104, 84, 27, 134].

While the former shows accumulated accuracy by considering the k-most similar matches

within a ranked list, the latter is a measure of re-id accuracy, independent on the number

of test samples. Due to the space constraint, we only report average CMC curves for most

experiments and leave the full CMC curves in the Appendix-4.

Experimental Settings. For RAiD we follow the protocol in [104] and randomly split the

persons into a training set of 21 persons and a test set of 20 persons, whereas for WARD,

we randomly split the 70 persons into a set of 35 persons for training and rest 35 persons for

testing. For both datasets, we perform 10 train/test splits and average accuracy across all

splits. We use the standard training and testing splits for both Market1501 and MSMT17

datasets. During testing, we follow a multi-query approach by averaging all query features
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of each id in the target camera and compare with all features in the source camera [232].

Compared Methods. We compare our approach with the following methods. (1) Two

variants of Geodesic Flow Kernel (GFK) [49] such as Direct-GFK where the kernel between

a source-target camera pair is directly used to evaluate the accuracy and Best-GFK where

GFK between the best source camera and the target camera is used to evaluate accuracy

between all source-target camera pairs as in [133, 134]. Both methods use the supervised

dimensionality reduction method, Partial Least Squares (PLS), to project features into a low

dimensional subspace [133, 134]. (2) State-of-the-art method for on-boarding new cameras

[133, 134] that uses transitive inference over the learned GFK across the best source and

target camera (Adapt-GFK). (3) Clustering-based Asymmetric MEtric Learning (CAMEL)

method of [225], which projects features from source and target camera to a shared space

using a learned projection matrix. For all compared methods, we use their publicly available

code and perform evaluation in our setting.

5.5.1 On-boarding a Single New Camera

We consider one camera as newly introduced target camera and all the other as

source cameras with all the possible combinations. In addition to the baselines described

above, we compare against the accuracy of average of the source metrics (Avg-Source) by

applying it directly over the target test set to prove the validity of Theorem 1. We also

compute the GFK kernels in two settings; by considering only target data available after

introducing the new cameras(Figure 5.2) and by considering the presence of both old source

data and the new labeled data after camera installation as in [133, 134] (Figure 5.3).
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Implementation details. We split training data into disjoint source and target data

considering the fact that the persons that appear in the new camera after installation may

or may not be seen before in the source cameras. That is, for Market1501 and MSMT17,

we split the training data into 90% of persons that are only seen by the source cameras and

10% that are seen in both source cameras and the new target camera after the installation.

Since there are much fewer persons in RAiD and WARD training set, we split the persons

into 80% source and 20% target for those two datasets. For each dataset, we evaluate every

source-target pair and average accuracy across all pairs. Furthermore, we average accuracy

across all cameras as target. Note that the train and test set are kept disjoint in all our

experiments.

Results. Figure 5.2 and 5.3 show the results. In all cases, our method outperforms all

the compared methods. The most competitive methods are those of Adapt-GFK and Avg-

Source that also use source metrics. For the remaining methods, we see the limitation of only

using limited target data to compute the new metrics. For Market1501, we see that Avg-

Source outperforms the Adapt-GFK baseline indicating the advantage of knowledge transfer

from multiple source metric compared to one single best source metric as in [133, 134].

However, our approach still outperforms the Avg-Source baseline by a margin of 20.60%,

13.81%, 2.01% and 1.07% in Rank-1 accuracy on RAiD, WARD, Market1501 and MSMT17,

respectively, validating our implications of Theorem 1. Furthermore, we observe that even

without accessing the source training data that was used for training the network before

adding a new camera, our method outperforms the GFK based methods that use all the

source data in their computations (see Figure 5.3). To summarize, the experimental results
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Figure 5.3: CMC curves averaged over all the target camera combinations, introduced one

at a time, on the WARD dataset. Note that both old and new source data are used for

calculation of GFK. Best viewed in color.

show that our method performs better on both small and large camera networks with limited

supervision, as it is able to adapt multiple source metrics through reducing negative transfer

by dynamically weighting the source metrics.

5.5.2 On-boarding Multiple New Cameras

We perform this experiment on Market1501 dataset using the same strategy as

in Section 5.5.1 and compare our results with other methods while adding multiple target

cameras to the network, either continuously or in parallel.

Parallel On-boarding of Cameras: We randomly select two or three cameras

as target while keeping the remaining as source. All the new target cameras are tested

against both source cameras and other target cameras. The results of adding two and three

cameras in parallel (at the same time) are shown in Figure 5.4 (a) and (b), respectively. In
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Figure 5.4: CMC curves averaged across target cameras on Market1501 dataset. (a) and (b)

show results while adding two and three cameras in parallel, (c) show result while adding

three cameras sequentially one after another. Best viewed in color.

both cases, our method outperforms all the compared methods with an increasing margin

as rank increases. We outperform the most competitive CAMEL in Rank-1 accuracy by

5.45% and 3.73%, while adding two and three cameras respectively. Furthermore, our

method better adapts source metrics since it has the capability of assigning zero weights

to the metrics that do not generalize well over target data. Meanwhile, Adapt-GFK has a

high probability of using the outlier source metrics in the presence of fewer available source

metrics, which causes negative transfer. This has been shown in Figure 5.4 where GFK

based methods are performing worse than CAMEL, which is computed just with limited

supervision without using any source metrics.

Sequential On-boarding of Cameras: For this experiment, we randomly select

three target cameras that are added sequentially. A target camera is tested against all

source cameras and previously added target cameras. The results are shown in Figure 5.4

(c). Similar to parallel on-boarding, our methods outperforms compared methods by a large
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margin. In this setting, we outperform CAMEL by 8.22% in Rank-1 accuracy. Additionally,

compared to all GFK-based methods, the Rank-1 margin is kept constant at 10% for both

parallel and sequential on-boarding. These results show the scalability of our proposed

method while adding multiple cameras to a network, irrespective of whether they are added

in parallel or sequentially.

5.5.3 Different Labeled Data in New Cameras

We perform this experiment to show the implications of Theorem 2 by using differ-

ent percentages of labeled target data (10%, 20%, 30%, 50%, 75% and 100%) in our method.

We compare with a widely used KISS metric learning (KISSME) [84] algorithm and show

the difference in Rank-1 accuracy as a function of labeled target data. Figure 5.5 (a) shows

the results. At only 10% labeled data, the difference between our method and KISSME

[84] is almost 30%; however, as we add more labeled data, the Rank-1 accuracy becomes

equivalent for the two methods at 100% labeled data. This confirms the implications of

Theorem 2, where we showed that with increasing labeled target data, the effect of source

metrics in learning becomes negligible.

5.5.4 Finetuning with Deep Features

This section shows the strength of our method while comparing with CNN fea-

tures extracted from a network trained on the source data (we train a ResNet50 model

[58], pretrained on the Imagenet dataset). Without transfer learning, we have two op-

tions: (a) directly use the source model to extract features in the target and do matching

based on Euclidean/KISSME metric (IDE), (b) finetune the source model using limited tar-
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Figure 5.5: (a) Effect of different percentage of target labelling on WARD dataset for

justifying Theorem 2, (b) Analysis of our method with deep features trained on source

camera data in Market1501 dataset with 6th camera as target, (c) Sensitivity of λ on the

Rank-1 performance tested using deep features in Market1501 with 6th camera as target.

Best viewed in color.

get data and then extract features to do matching using Euclidean/KISSME (finetuned).

We compared these baselines with our method with different percentage of labeling on

Market1501 dataset, where the pairwise metrics are computed using the source features

extracted from the model without any finetuning. We use those source metrics along with

the target features, extracted before (Ours(IDE)) and after finetuning the source model

(Ours(finetuned)). Please see Appendix-4 for more details. Figure 5.5 (b) shows the re-

sults. Ours(IDE) outperforms Euclidean(IDE) by a margin of 10% on Market with 20%

of labeled target data. The difference between Ours(finetuned) and Euclidean/KISSME

(finetuned) is more noticeable with less labeled data and it becomes smaller with increase

in labeled target data (Theorem 2). However Ours(finetuned) consistently outperforms all

the other baselines for up to 20% labeling.
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5.5.5 Parameter Sensitivity

We perform this experiment to study the effect of λ in optimization (5.1) for a

given percentage of labeled target data. Figure 5.5 (c) shows the Rank-1 accuracy of our

proposed method for different values of λ. From optimization 5.1, when λ → ∞ the left

term can be neglected resulting in optimal M and β to be zero. However, when λ→ 0, the

regularization term is neglected resulting in no transfer. We can see from Figure 5.5 (c)

that there is an operating zone of λ (e.g., in the range of 10−4 to 10−2), that is neither too

high nor too low for useful transfer from source metrics.

5.6 Conclusions

We addressed a critically important problem in person re-identification which has

received little attention thus far - how to quickly on-board new cameras into an existing

camera network. We showed this can be addressed effectively using hypothesis transfer

learning using only learned source metrics and a limited amount of labeled data collected

after installing the new camera(s). We provided theoretical analysis to show that our

approach minimizes the effect of negative transfer through finding an optimal weighted

combination of multiple source metrics. We showed the effectiveness of our approach on

four standard datasets, significantly outperforming several baseline methods.
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5.7 Appendix-4

5.7.1 Dataset Descriptions

This section contains detailed descriptions of the datasets used in our experiemnts

(see Figure 5.6 for sample images).

WARD [115] was collected from three outdoor cameras. The dataset contains

4,786 images of 70 different persons and includes variations in illumination.

RAiD [27] was collected from four cameras; two indoor and two outdoor. 6,920

images were captured of 43 different persons. However, two of these persons were only seen

by two of the four cameras. As a result of having both indoor and outdoor cameras, the

dataset includes large illumination and viewpoint variations.

Market1501 [232] was collected from six cameras and used a Deformable Part

Model [39] to annotate images. This resulted in 32,668 images of 1,501 different persons,

but also 2,793 “distractors” that are badly drawn bounding boxes. The dataset includes

variations in both detection precision, resolution and viewpoint.

MSMT17 [191] is the largest person re-identification dataset to date, and con-

tains images collected by no more than 15 cameras; 3 indoor and 12 outdoor. Data was

collected over the course of four different days in a month, and Faster RCNN [149] was

using for bounding box detection, resulting in 126,441 images of 4,101 different persons.

Due to the diversity in data collection, this dataset contains large variations in illumination

and viewpoint.
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(a) WARD (b) RAiD (c) Market1501 (d) MSMT17

Figure 5.6: A total of 48 Sample images from the 4 datasets used in our experimentation.

In each row 4 different persons are shown whereas for each column 3 different views of the

same person from 3 different cameras are shown. We can see the that across cameras, the

viewpoint of the same person is very diverse because of change in illumination condition or

occlusion.

5.7.2 Detailed Description of the Optimization Steps

In this section we will rigorously discuss all the necessary derivations of the steps

of our proposed algorithm that could not be shown in the main chapter 5 due to space

constraint. We first present the notations that we will use throughout this section.

Notations:

• 1
ns

∑
(i,j)∈S

xijx
⊤
ij = ΣS

• 1
nd

∑
(i,j)∈D

xijx
⊤
ij = ΣD

• C1 = {M | 1
nd

∑
(i,j)∈D

(x⊤ijMxij)− b ≥ 0}

• C2 = {M |M ⪰ 0}
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• C3 = {β | ∥β∥2 ≤ 1}

• ΠC(X) = minimize
X̂∈C

1
2∥X̂ −X∥2F

• f(M,β) = 1
ns

∑
(i,j)∈S

x⊤ijMxij + λ∥M −∑N
j=1 βjMj∥2F

The proposed optimization problem in the main chapter 5 is defined below.

minimize
M,β

1

ns

∑
(i,j)∈S

x⊤ijMxij + λ∥M −
N∑
j=1

βjMj∥2F

subject to
1

nd

∑
(i,j)∈D

(x⊤ijMxij)− b ≥ 0, M ⪰ 0,

β ≥ 0, ∥β∥2≤ 1

(5.1)

Step 1: Gradient w.r.t M with fixed β.

∇M (f(M,β)) =
1

ns

∑
(i,j)∈S

xijx
⊤
ij + 2λ(M −

N∑
j=1

βjMj)

= ΣS + 2λ(M −
N∑
j=1

βjMj)

(5.2)

Step 2: Projection of M onto C1 and C2.

This can be done by solving a constrained optimization problem.

ΠC1(M) = arg min
M̂

1

2
∥M̂ −M∥2F

Subject to
1

nd

∑
(i,j)∈D

(x⊤ijM̂xij)− b ≥ 0

We can write the lagrangian as follows,

L(M̂, ψ) =
1

2
∥M̂ −M∥2F + ψ(b− 1

nd

∑
(i,j)∈D

x⊤ijM̂xij) (5.3)

The KKT conditions for this problem are:
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1.

∇M̂L(M̂, ψ)
∣∣
M̂=M̂⋆ = 0 =⇒ (M̂⋆ −M)− ψ

nd

∑
(i,j)∈D

xijx
⊤
ij = 0

=⇒ (M̂⋆ −M)− ψΣD = 0 =⇒ M̂⋆ =M + ψΣD

2. ψ⋆(b− 1
nd

∑
(i,j)∈D

x⊤ijM̂
⋆xij) ≥ 0

3. ψ⋆ ≥ 0

The optimization problem is convex, so strong duality should hold. So, we put the value

of M̂⋆ from KKT condition 1 in the equation (5.3) to get the dual objective function as

follows,

g(ψ) = L(M̂⋆, ψ) =
1

2
∥M + ψΣD −M∥2F + ψ

(
b− 1

nd

∑
(i,j)∈D

x⊤ij(M + ψΣD)xij
)

=
1

2
ψ2∥ΣD∥2F + ψ(b− 1

nd

∑
(i,j)∈D

x⊤ijMxij)−
ψ2

nd

∑
(i,j)∈D

x⊤ijΣDxij

=
1

2
ψ2∥ΣD∥2F + ψ(b− 1

nd

∑
(i,j)∈D

x⊤ijMxij)−
ψ2

nd

∑
(i,j)∈D

trace(x⊤ijΣDxij)

=
1

2
ψ2∥ΣD∥2F + ψ(b− 1

nd

∑
(i,j)∈D

x⊤ijMxij)−
ψ2

nd

∑
(i,j)∈D

trace(ΣDxijx
⊤
ij)

=
1

2
ψ2∥ΣD∥2F + ψ(b− 1

nd

∑
(i,j)∈D

x⊤ijMxij)− ψ2trace(ΣD
1

nd

∑
(i,j)∈D

xijx
⊤
ij)

=
1

2
ψ2∥ΣD∥2F + ψ(b− 1

nd

∑
(i,j)∈D

x⊤ijMxij)− ψ2trace(Σ⊤
DΣD)

=
1

2
ψ2∥ΣD∥2F + ψ(b− 1

nd

∑
(i,j)∈D

x⊤ijMxij)− ψ2∥ΣD∥2F

= −1

2
ψ2∥ΣD∥2F + ψ(b− 1

nd

∑
(i,j)∈D

x⊤ijMxij)

(5.4)
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To get the optimal ψ⋆ we have to maximize g(ψ).

g′(ψ⋆) = 0

=⇒ − ψ⋆∥ΣD∥2F + (b− 1

nd

∑
(i,j)∈D

x⊤ijMxij) = 0

=⇒ ψ⋆ =

(b− 1
nd

∑
(i,j)∈D

x⊤ijMxij)

∥ΣD∥2F

But also from KKT condition (3), we know ψ ≥ 0. Combining with the last equation we

get

ψ⋆ = max

{
0,

(b− 1
nd

∑
(i,j)∈D

x⊤ijMxij)

∥ΣD∥2F

}
(5.5)

So, putting the value of ψ⋆, finally we can write the projection from KKT condition 1 as,

ΠC1(M) =M +max

{
0,

(b− 1
nd

∑
(i,j)∈D

x⊤ijMxij)

∥ΣD∥2F

}
ΣD (5.6)

projection onto C2 is standard, so we are not discussing it here. Step 3: Gradient w.r.t

β with fixed M .

f(Mk+1, β) =
1

ns

∑
(i,j)∈S

x⊤ijM
k+1xij + λ∥Mk+1 −

N∑
j=1

βjMj∥2F

= K + λ∥Mk+1 −
N∑
j=1

βjMj∥2F

= K + λtrace
(
(Mk+1 −

N∑
j=1

βjMj)
⊤(Mk+1 −

N∑
j=1

βjMj)
)

= K + λβ2i trace(M
⊤
i Mi)− 2λβitrace(M

⊤
i (Mk+1 −

N∑
j=1,j ̸=i

βjMj))

(5.7)

140



K is term which is independent of β. Now differentiating equation (5.7) w.r.t βi we get ,

∇βi
f(Mk+1, β) = 2λβitrace(M

⊤
i Mi)− 2λtrace(M⊤

i (Mk+1 −
N∑

j=1,j ̸=i

βjMj)) = ai (5.8)

So, derivative of f(Mk+1, β) w.r.t β is given by,

∇βf(M
k+1, β) =

[
a1 a2 . . . aN

]⊤
(5.9)

Step 4: Projection of β onto C3.

ΠC3(β) = max

{
0,

β

max{1, ∥β∥2}

}
(5.10)

The intuition here is that, when the norm of β is greater than 1 then max{1, ∥β∥2} = ∥β∥2

which implies the normalization of β. Similarly when the norm of β is lesser or equal to 1

then max{1, ∥β∥2} = 1, which means keeping the β as it is since it already lies in the unit

norm ball. The maximum with 0 essentially denotes the projection of any vector within the

unit norm ball to the first quadrant of that ball only.

5.7.3 Proof of the Theorems

As mentioned in the chapter 5 the optimization proposed by us can be written in

the same format as [142]

minimize
M⪰0

LT (M) + λ∥M −MS∥2F (5.11)

where MS =
∑N

j=1 βjMj and

LT (M) =
1

ns

∑
(i,j)∈S

x⊤ijMxij + µ⋆
(
b− 1

nd

∑
(i,j)∈D

x⊤ijMxij
)

(5.12)
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Theorem 1 For the convex and k-Lipschitz loss defined in (5.12) the average bound can

be expressed as

ET∼DT n [LDT (M
⋆)] ≤ LDT (M̂S) +

8k2

λn
, (5.13)

where n is the number of target labeled example, M⋆ is the optimal metric computed from

Algorithm 1, M̂S is the average of all source metrics defined as
∑N

j=1 Mj

N , ET∼DT n [LDT (M
⋆)]

is the expected loss byM⋆ computed over distribution DT and LDT (M̂S) is the loss of average

of source metrics computed over DT .

Proof. If there is a single source metric is available for transfer , the proof has been shown

in [142]. In case of multiple metric for any fixed β, we can directly replaceMS by
∑N

j=1 βjMj

in the Theorem 2 in [142] to get,

ET∼DT n [LDT (M
⋆)] ≤ LDT

( N∑
j=1

βjMj

)
+

8k2

λn
(5.14)

which is true ∀β ∈ C3. Where,

β =

[
β1 β2 . . . βN

]⊤
∈ RN (5.15)

Clearly without loss of generality we can write β = β′ where,

β′ =

[
1
N

1
N . . . 1

N

]⊤
∈ C3 (5.16)

since, β′ ≥ 0 and ∥β′∥2 = 1√
N

≤ 1. So, plugging β′ in equation (5.14) we get equation (5.10),

which completes the proof.

Theorem 2 With probability (1− δ), for any metric M learned from Algorithm 1 we have,

LDT (M) ≤LT (M) +O
( 1
n

)
+

(√
LT (

∑N
j=1 βjMj)

λ
+ ∥

N∑
j=1

βjMj∥F
)√

ln(2δ )

2n
, (5.17)
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where LDT (M) is the loss over the original target distribution (true risk), LT (M) is the

loss over the existing target data (empirical risk), and n is the number of target samples.

Proof. In [142], LT (M) is defined as,

LT (M) =
1

n2

∑
(zi,zj)∈T

l(M, zi, zj) (5.18)

The authors in [142] have used a specific loss for analysis,

l(M, zi, zj) = [yy′((zi − zj)
⊤M(zi − zj)− γyy′)]+ (5.19)

For our case,

LT (M) =
1

ns

∑
(i,j)∈S

z⊤ijMzij + µ⋆
(
b− 1

nd

∑
(i,j)∈D

z⊤ijMzij
)

=
1

(ns + nd)

(ns + nd)

ns

∑
(i,j)∈S

z⊤ijMzij +
µ⋆b(ns + nd)

(ns + nd)
− µ⋆(ns + nd)

nd
.

1

(ns + nd)

∑
(i,j)∈D

z⊤ijMzij

=
1

n2

∑
(i,j)∈T

(ζij(zi − zj)
⊤M(zi − zj) + γ)

(5.20)

In our case we took similar and dissimilar pairs in equal number. So, for our case ns =

nd = n2

2 which implies (ns + nd) = n2. Also, ζij = (1 + nd
ns
) = 2 if (i, j) ∈ S and

ζij = −µ⋆(1 + ns
nd
) = −2µ⋆ if (i, j) ∈ D are soft labels. Also γ = µ⋆b(ns + nd) = µ⋆bn2. so

for our case,

l(M, zi, zj) = (ζij(zi − zj)
⊤M(zi − zj) + γ) (5.21)

Also unlike [142] our source metric is defined as MS =
∑N

j=1 βjMj . With the loss in

equation (5.21) if we follow the exact same steps as in proof of the Lemma 2 of [142]

then we will end up with the fact that our proposed loss is (σ,m) admissible with m =
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2(1+µ⋆)max
x,x′

∥x− x′∥22

(√
LT (

∑N
j=1 βjMj)

λ + ∥∑N
j=1 βjMj∥F

)
and σ = 0. Now putting these

values of σ and m in the equation of inequality of Theorem 4 of [142] which is,

LDT (M) ≤LT (M) +O
( 1
n

)
+ (4σ + 2m+ c)

√
ln(2δ )

2n
, (5.22)

and ignoring c and the constant factor which are not functions of source metrics or their

weights we conclude our proof.

5.7.4 Finding lipschitz constant for our loss

Goal: Our goal is to show the k in equation (5.10) has a finite value. According to the

definition the loss l(M,x, x′) is k-lipschitz with respect to its first argument if for any pair

of matrices M and M ′ and pair of samples x and x′ we have the inequality as follows for a

finite non-negative k (0 ≤ k <∞)

|l(M,x, x′)− l(M ′, x, x′)| ≤ k∥M −M ′∥F (5.23)

Lemma 5 The loss defined in equation (5.21) is k-lipschitz with k = 2max (1, µ⋆)max
x,x′

∥x−

x′∥22
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Proof.

|l(M,xi, xj)− l(M ′, xi, xj)| ≤ |(ζij(xi − xj)
⊤M(xi − xj) + γ)− (ζij(xi − xj)

⊤M ′(xi − xj) + γ)|

≤ |ζij(xi − xj)
⊤(M −M ′)(xi − xj)|

≤ max (|ζij |) |(xi − xj)
⊤(M −M ′)(xi − xj)|

≤ max (2, 2µ⋆) |(xi − xj)
⊤(M −M ′)(xi − xj)|

≤ 2max (1, µ⋆) ∥xi − xj∥22∥M −M ′∥F

≤ 2max (1, µ⋆)max
x,x′

∥x− x′∥22∥M −M ′∥F

(5.24)

Comparing this inequality with eq. (5.23) we get k = 2max (1, µ⋆)max
x,x′

∥x − x′∥22, which is

clearly non-negative and finite.

5.7.5 On-boarding a Single New Camera

This section covers the camera wise experimental results of on-boarding a single

new camera (See Figure (5.7,5.9). We show for each dataset the camera wise CMC curves

that are averaged to a single CMC curve in the main chapter 5. We also showed the

comparison of GFK based methods in their original setting where source data is used during

target adaptation in WARD dataset (See Figure 5.8).
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Camera wise CMC curves for WARD dataset
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Figure 5.7: CMC curves for WARD[115] with 3 cameras. In this experiment each camera

is shown as target while other two cameras served as source. The percentage label of new

persons between the new target camera and the existing source cameras is taken to be 20%

in this case. The most competitive method here is Adapt-GFK which is outperformed by

our method in nAUC with margins 6%, 3.5% and 2.79% for camera 1,2 and 3 as target

(plot a, b and c) respectively. In this case Adapt-GFK is calculated using the GFK matrix

calculated by only using the limited labelled target data after the installation of new cam-

era. Moreover for camera 1 as target (plot (a)) our method outperforms Adapt-GFK by

a large rank-1 margin of almost 16%. Notable thing in this case is that there is only one

source metric available for this dataset which is also handled by our multiple source met-

ric transfer algorithm efficiently. Our method significantly outperform the semisupervised

method CAMEL for all the plots which shows the strength of our method when a little

target labeled data availabe. Also, our method outperforms Avg-Source for all the plots

which is a proof of implication of Theorem 1.
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Camera wise CMC curves for WARD dataset

(GFK computed for other relevant methods using old source data and new target data)
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Figure 5.8: The setting in this case is exactly same as the setting of Figure 5.7. However

this experiment is done only to compare our method with GFK methods in the original

settings [133] where the assumption was of the availability of source data. In this case GFK

is calculated using the old source data as well as new limited target data. Our method

significantly outperforms all the GFK based methods in this case also. It proves that even

if our method does not use source data, it still outperforms the doamin adaptation methods

which uses source data.

5.7.6 On-boarding Multiple New Cameras

This section covers the camera wise experimental results of on-boarding multiple

new cameras (See Figure (5.10,5.11,5.12). We show for each experiment the camera wise

CMC curves that are averaged to a single CMC curve in the main chapter 5.
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Figure 5.9: In this single camera insertion experiment Market1501 [232] dataset is used.

Camera wise CMC curves for Market1501 dataset: parallel addition of 2 cameras

5 10 15 20

Rank

0

10

20

30

40

50

60

70

R
ec

o
g

n
it

io
n

 r
at

e 
[%

]

CMC Curves - Market1501 dataset

Average across camera pairs when Camera 4 is target

Ours (nAUC: 93.46)

Adapt-GFK (nAUC: 82.09)

CAMEL (nAUC: 90.30)

Best-GFK (nAUC: 80.65)

Direct-GFK (nAUC: 79.89)

(a)

5 10 15 20

Rank

0

10

20

30

40

50

60

70

R
ec

o
g
n
it

io
n
 r

at
e 

[%
]

CMC Curves - Market1501 dataset

Average across camera pairs when Camera 5 is target

Ours (nAUC: 92.88)

Adapt-GFK (nAUC: 84.16)

CAMEL (nAUC: 87.03)

Best-GFK (nAUC: 82.17)

Direct-GFK (nAUC: 83.17)

(b)

Figure 5.10: In this figure we used Market1501 dataset to show the effect of parallel on-

boarding of multiple cameras (In this case 2 cameras). We effectively set camera 4 and 5

as target and compute 6 source metrics from the remaining cameras to transfer knowledge

from. Accuracy is shown between camera 4 and camera (1,2,3,6) (plot(a)) and also between

camera 5 and camera (1,2,3,6) (plot(b)) separately. We can see that our method significantly

outperform other methods both in rank-1 and nAUC.
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Camera wise CMC curves for Market1501 dataset: parallel addition of 3 cameras
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Figure 5.11: In this figure we used Market1501 dataset to show the effect of parallel on-

boarding of multiple cameras (In this case 3 cameras). We effectively set camera 1,3 and 4

as target and compute 3 source metrics from the remaining cameras to transfer knowledge

from. Accuracy is shown between camera 1 and camera (2,5,6) (plot(a)),camera 3 and

camera (2,5,6) (plot(b)) and also between camera 4 and camera (2,5,6) (plot(c)) separately.

We can see that our method significantly outperform other methods both in rank-1 and

nAUC. This shows the effectiveness of our method for adaptation of multiple cameras in

the network added in parallel. Best viewed in color.

5.7.7 Additional Experiments

Effect of λ = 0: When the existing pair-wise learned metrics are not considered (i.e.,

λ = 0), the rank-1 performance significantly drops from 62.86% to 27.14% on WARD. From

that we conclude that a finite nonzero positive λ is a very crucial factor in order for the

algorihm to work.

Initialization: Since the proposed optimization is convex, initialization has very little

effect on the performance. We tried 2 different initializations such as identity and random
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positive semidefinite matrices with random weights within the first quadrant of unit-norm

hypersphere, and found that both resulted minimal difference in rank-1 accuracy (RAiD:

51.25 vs 50.83 and WARD: 62.82 vs 62.38).

5.7.8 Finetuning with Deep Features

Goal: In this section our goal is to show the performance of our method (See Table ?? and

Figure 5.13), if we have access to a deep model trained well using the source data.

Implementation details: This section covers the implementation details of finetuning

deep features used in the experiments of Section 5.4 in the main chapter 5. First, we train a

ResNet model [58], pretrained on the Imagenet dataset, using the source camera data. We

remove the last classification layer and add two fully connected layers; one which embeds

average pooled features to size 1024 and another which works as a classifier. We use the

optimized source features to train the source metrics that will later be used to calculate new

target metrics. Afterwards we fine-tune the model using the new target data and use the

new optimized target features along with the source metrics in optimization 5.1. The model

is trained for 50 epochs using SGD, with a base learning rate of 0.001, which is decreased

by a factor 10 after 20 and 40 epochs. We use a batch size of 32 and perform traditional

data augmentation, such as cropping and flipping. We use the optimized source features to

train the source metrics that will later be used to calculate new target metrics. Afterwards,

we fine-tune the model for 30 epochs using the new target data. We fine-tune with a batch

size of 32 and a base learning rate is 0.0001 and decreased by a factor 10 after 20 epochs.

The new optimized target features are used along with the source metrics in optimization.

From Figure 5 (b) of the main chapter 5 and Figure 5.13 in here, we observe that when
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we remove sixth camera in Market dataset, the accuracy of the test set between sixth and

other cameras become very low as 20%, whereas in standard result for fully supervised

deep model in Market dataset is around 80%. This drop in accuracy from 80 to 20% while

removing 6th camera in Market is due to two reasons. First, removing all the 151 person

ids that appear in 6th camera results in less labeled examples that leads to a less accurate

deep model. Second, 6th camera is the most uncorrelated with the other 5 cameras (see Fig.

7 in [232]). Figure 5(b) in main chapter 5 and Figure 5.13 in here clearly show that our

approach works better than direct adaptation of the source model (even with finetuning)

when feature distribution across source and target cameras are very different.
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Camera wise CMC curves for Market1501 dataset: continuous addition of multiple cameras
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Figure 5.12: In this figure we used Market1501 dataset to show the effect of sequential on-

boarding of multiple cameras (In this case 3 cameras). Source cameras are camera 3,4 and

5 which has three source metrics between them. First camera 1 is added to the network and

adapted. Accuracy for camera 1 as target is computed between camera 1 and camera (3,4,5)

(plot(a)). Then camera 2 is added and adapted. For calculation of camera 2 adaptation

accuracy we calculate matching score between camera 2 and camera (1,3,4,5) (plot(b)).

In same fashion camera 6 is added afterwards and accuracy is calculated between camera

6 and camera (1,2,3,4,5) (plot(c)). We can see that our method significantly outperform

other methods both in rank-1 and nAUC. This shows the effectiveness of our method for

adaptation of multiple cameras in the network added sequentially.
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CMC curves for Market1501 dataset with Camera 6 as target using deep learned features
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Figure 5.13: These plots show cmc curves for camera 6 of Market1501 dataset with different

percentage labels in the target. We can clearly see that our method outperforms all the

other (That is direct euclidean, direct metric learning and even fine tuning with target data).

When the percentage label increase then our method with non-finetuned features merges

with the direct fine tuning, whereas if we use our method with the finetuned features, it

exceeds all the accuracy. This shows the strength of our method even in the presence of

deep learned source model.
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Chapter 6

Source Free Machine Unlearning

6.1 Introduction

Machine learning models have achieved significant success by training on large

amounts of annotated data, much of which may include sensitive or private information

[55]. With the introduction of data protection rules such as the General Data Protection

Regulation (GDPR) [180], there is a growing need for algorithms that can delete (or for-

get) information learned from such sensitive datasets. Furthermore, privacy concerns may

prompt individuals to request the removal of their data from the training set, invoking

their “right to be forgotten” [114]. A straightforward solution to this issue would be to

retrain the model from scratch using only the non-private subset of the original dataset.

However, retraining is computationally inefficient and impractical (and impossible in the

source-free setting we introduce in this chapter ). This highlights the necessity for efficient

Machine Unlearning (MU) [48, 220] algorithms that enable modifications to the trained

model parameters to forget specified data while maintaining performance on the remaining
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data. Although several recent machine unlearning algorithms have demonstrated reasonable

success on existing benchmarks [169, 89], nearly all current approaches [48, 220, 169, 89]

assume the availability of the remaining data, either in full or in part. In practical settings,

storing such large volumes of data is challenging due to storage costs and privacy issues.

Consequently, these methods fail to address scenarios where the model owner no longer

has access to the original training data. In these situations, ensuring accurate and efficient

unlearning becomes markedly more difficult. Without the original data, it is challenging to

verify that the specified information has been entirely removed from the model and that the

model’s performance on the remaining data remains unaffected. This limitation underscores

the pressing need to develop robust unlearning techniques that can function effectively even

when the original training dataset is inaccessible, i.e., the source-free setting.

A recent study has introduced a solution for this challenge, referring to the set-

ting as ”zero-shot machine unlearning” [24], which works by solely requiring access to the

trained model weights and the data to be forgotten, without needing the original training

dataset. However, a significant limitation of this technique is its inability to forget random

instances encompassing diverse classes; it can only selectively forget particular data classes.

This constraint could hinder its practicality in scenarios where users only want certain in-

stances unlearned, as this method discards all the data pertaining to a user, rather than

selectively removing certain examples. To tackle this limitation, another recent investiga-

tion [17] attempts zero-shot unlearning at the instance level instead of the class level. This

approach enables the removal of requested data without requiring access to the complete

training dataset. However, it suffers from scalability issues, as increasing the number of
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instances results in a significant drop in performance on both test data and the remaining

dataset, which is undesirable for effective and reliable machine unlearning. Additionally,

these methods fall short in providing robust theoretical assurances regarding their respective

performance.

Considering the aforementioned issues, we aim to design an unlearning algorithm

that excels in such scenarios, where the original training data is unavailable, while providing

robust theoretical guarantees. We term this as ”source-free machine unlearning”, in analogy

to source-free domain adaptation methods [102]. (We believe this is a better term than zero-

shot unlearning.) Inspired by [55], we study the unlearning mechanisms of ℓ2 regularized

linear models with differentiable convex loss functions. Specifically, [55] define a Newton

update step on the model parameters, which can be used to perform unlearning. This step

is proven to be optimal for the quadratic loss function, and for strongly convex Lipschitz loss

functions, the discrepancy between this step and optimal forgetting is bounded. Crucially,

this Newton step requires the Hessian of the remaining data with respect to the trained

model parameters. However, in our problem setup, we do not have access to the remaining

data. Thus, we cannot compute this Hessian directly.

To tackle this issue, we introduce two algorithms to accurately estimate the Hessian

of the remaining data, utilizing solely the data earmarked for removal and the trained

model. The first algorithm is designed for any general convex loss function, while the

second algorithm is tailored specifically for the quadratic loss function. By striving for

a Hessian estimation closely aligned with the actual ground truth, our approach delivers

robust theoretical assurances. This aspect is pivotal as it bolsters confidence in the machine
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unlearning procedure for data removal, ensuring both precision and dependability. Our main

contributions in this work can be summarized as following:

• To the best of our knowledge, this work proposes the first zero-shot unlearning method

for linear classifiers that can effectively forget random instances of data from all classes

while also providing robust theoretical guarantees regarding data removal and privacy.

• Since we cannot compute the Hessian directly from the remaining data, we propose

two novel methods for estimating the Hessian from the remaining data for (i) for any

general convex loss, and (ii) for the specialized case of quadratic mean squared error

(MSE) loss. The first approach can approximately (i.e., with bounded error) unlearn

for any convex loss functions, while the second is tailored specifically for quadratic

loss and enables exact unlearning.

• We provide theoretical guarantees for our unlearning mechanism through extensive

proofs and validate our claims with experiments and ablations on linear classifiers

using multiple benchmark datasets.

6.2 Related works

Machine unlearning. Machine unlearning, introduced in [15], aims to efficiently

remove the influence of certain training instances from a model’s parameters. Unlearning

approaches in the literature can be primarily categorised into exact and approximate un-

learning methods. Exact unlearning methods aim to ensure that the data is completely

unlearned from the model, akin to retraining from scratch. Recent approaches include
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[12, 35], which split the data into multiple shards and train separate models on different

non-overlapping combinations of these shards. However, it comes with substantial stor-

age costs since multiple models must be maintained. In contrast, approximate unlearning

methods estimate the influence of the unlearning instances and remove it through direct

parameter updates. Some approximate methods focus on improving efficiency [196] or pre-

serving performance [195], but they lack formal guarantees on data removal. A second

group of approximate approaches [55, 124, 48, 47] provide theoretical guarantees on the

statistical indistinguishability of unlearned and retrained models based on ideas similar to

differential privacy [37]. All these methods require access to access to all, or a subset of, the

training data. This assumption may not hold true in many practical settings; nevertheless,

data privacy concerns may need to be addressed [46]. Recently, machine unlearning has

attracted attention and achieved notable success in various applications, such as mitigating

bias [22], erasing unwanted or copyrighted content [42, 96], and preventing malicious attacks

[217] in recent large-scale generative models.

Source-free unlearning. A recent paper has proposed a method for unlearning

which works by solely requiring access to the trained model weights and the data to be

forgotten, without needing the original training dataset, referring to it as ”zero-shot machine

unlearning” [24]. They propose two approaches: error minimizing-maximizing noise and

gated knowledge transfer. The first approach learns a set of noise matrices which maximize

the error for the forget set, and a separate set of noise matrices which minimize the error

as a proxy for the remaining data. The second approach uses knowledge distillation of the

original model into a new model, gated by a filter that prevents the forget set knowledge from
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being passed, and additionally, supplemented by a generator network for sample generation.

A major limitation of these methods is their inability to forget specific instances of different

classes; rather, they forget all the data pertaining to a class. However, such fine-grained

forgetting scenarios are likely to occur in real-world applications, where the need for selective

data removal or modification is prevalent. A recent work [17] proposes an adversarial sample

generation strategy to extend zero-shot unlearning to the instance-wise case. However, this

method struggles to scale beyond forgetting a few samples without significantly degrading

model performance.

Critically, all existing zero-shot machine unlearning methods fail to provide any

formal guarantees regarding the completeness or effectiveness of the forgetting process. In

practical applications, where data privacy and compliance are paramount, such guarantees

are essential to ensure that sensitive information is reliably removed from the model without

compromising its overall performance. Additionally, a core contribution of our work is to

provide such guarantees when the source data is no longer available.

6.3 Preliminaries

The mathematical concept central to the ideal machine unlearning setting is known

as parameter indistinguishability [55]. In this section, we provide a brief overview of this

definition. Additionally, we present the preliminaries of the unlearning mechanism for linear

classifiers under convex losses.
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6.3.1 Parameter Indistinguishability

Consider a data distribution D ∼ {xi, yi}ni=1 representing a training set used to

train a model with a randomized algorithm A resulting in the output hypothesis space

H. Suppose there is a desire to eliminate the influence of xi from H using an unlearning

mechanism Ξ. The unlearning mechanism is said to achieve parameter indistinguishability,

if Ξ functions in a manner such that the outputs of Ξ(A(D),D, xi) and A(D\xi) are very

close to each other.

The current trend in unlearning research emphasizes demonstrating the efficacy

of designed mechanisms using this metric. In simpler terms, the unlearned model should

closely mimic, in terms of output space, the model that has been retrained from scratch

without the specific data. Further discussion on this aspect will be provided in detail in

the experimental section. In our case, we explore linear classifiers with the randomized

algorithm A being the supervised learning, using standard convex loss functions.

6.3.2 Unlearning of Linear Classifier

The empirical loss with respect to a linear classifier w ∈ Rd and a convex loss

function l : Rd → R can be written as L(w) =
∑n

i=1 l(yi, w
⊤xi) +

λn
2 ∥w∥22. Let w⋆ =

arg min
w

L(w) be the optimal linear classifier trained on the distribution D. To forget a

subset of the training data Df ⊂ D, the naive approach involves retraining the classifier over

the distribution Dr = D\Df . However, this approach is impractical and time-consuming.

A more widely used alternative is to mitigate the influence of the forget dataset using

the influence function [55, 190] on the optimal model parameters. Mathematically, this
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unlearning mechanism can be expressed as:

Ξ(w⋆,D,Df ) = wuf = w⋆ +H−1
r ∇f (6.1)

Here, wuf represents the model parameters obtained by unlearning the forget dataset, w⋆

is the optimal model parameter obtained using the entire training data, Hr is the Hessian

of the remaining dataset, and ∇f is the gradient of the forget dataset at the optimal point

w⋆. The term −H−1
r ∇f corresponds to the influence of the forget dataset on the model

parameters. This unlearning methods is theoretically grounded and the residual norm of

the gradient of the unlearned model on the remaining training set Dr can be tightly upper

bounded. However, the assumption of having access to D during unlearning is strong and

we relax this problem where we just have access to Df . However, without Dr, computing

the Hessian Hr as in Eqn. 6.1 is non-trivial. To solve this, we devise a method where we

can approximate this Hr using only w⋆ and Df , which is elaborated in the next section in

detail.

6.4 Methodology

6.4.1 Method for general convex losses (Method-1)

Given a differentiable convex loss L, we can write the Taylor approximation of this

around the optimal classifier w⋆ as follows:

L(w) = L(w⋆) +∇(w⋆)⊤(w − w⋆) +
1

2
(w − w⋆)⊤H(w⋆)(w − w⋆) + ξ(w⋆) (6.2)

≈ L(w⋆) +∇(w⋆)⊤(w − w⋆) +
1

2
(w − w⋆)⊤H(w⋆)(w − w⋆) (6.3)
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where ζ(w⋆) is the approximation error corresponding to the higher order terms of the taylor

expansion. Assuming that the training converges to the global optima w⋆, we can safely

assume that ∇(w⋆) = 0. Plugging this in Eqn. 6.3 we get the following:

δL = L(w)− L(w⋆) ≈ 1

2
(w − w⋆)⊤H(w⋆)(w − w⋆) =

1

2
(δw)⊤H(w⋆)(δw) (6.4)

Now we know that δL(w) = L(w) − L(w⋆) = (Lf (w) − Lf (w
⋆)) + (Lr(w) − Lr(w

⋆)) =

δLf (w) + δLr(w), where Lf and Lr are the loss components corresponding to the forget

and remaining training set. So the quantity 1
2(δw)

⊤H(w⋆)(δw)− δLf (w) ≈ δLr(w). Since,

we are considering smooth convex loss functions, δLr(wi) ≤ L∥wi − w⋆∥ where L is the

Lipschitz constant corresponding to the loss. As a result δLr(w) can be upper bounded

by L∥δw∥ → 0, for small perturbations. With this observation we generate some (m

points) small perturbations around the optima wi = w⋆ + (δw)i and calculate the average

to formulate the following objective function of the Hessian as follows:

Ψ(H) =
1

m

m∑
i=1

(
1

2
(δw)⊤i H(w⋆)(δw)i − δLf (wi)

)2

=
1

m

m∑
i=1

[trace(PiH)]2 (6.5)

where Pi =
1
2(δw)i(δw)

⊤
i − δLf (wi)

d Id, where Id ∈ Rd×d is an identity matrix of dimension

d. Since Ψ(H) → 0 at the optima, minimizing it should output the desired Hessian H w.r.t

to the whole training data. However we need a proper constraint for the hessian matrix,

otherwise the unconstrained minimization will result in H = 0.

Clearly the H is positive semi definite (PSD) for any convex losses and also can

be written as the sum Hf and Hr, where these two matrices are the hessian with respect

to the forget and remaining data respectively. Also both Hf and Hr are PSD matrices.
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As a consequence, clearly Hr = H −Hf ⪰ 0. Based on this observation, we formulate the

following optimization as a Semi Definite Program (SDP) as follows:

minimize
H ⪰ 0

Ψ(H)

subject to H −Hf ⪰ 0

(6.6)

If we can solve the optimization 5.1, we can retrieve H(w⋆) and subtracting Hf (w
⋆) from

that will result in our desired Hr(w
⋆) for the unlearning operation.

Lemma 6 Consider choosing δw = ϵv where each element v(j) of v ∈ Rd is sampled from

N (0, 1). Assuming that the optimization 6.6 achieves zero loss and the solution of the

optimization converges to Ĥ, then the trace of the difference between the Hessian H (the

actual ground truth Hessian with respect to D) and Ĥ can be upper bounded as:

− 2L

ϵ
√
d
≤ trace(∆H) = trace(H − Ĥ) ≤ 2L

√
d

ϵ(1− κ)
,

and subsequently,

∥∆H∥F ≤ 2Ld

ϵ(1− κ)

with a minimum probability of 1− de−
mκ2

2 , where 0 < κ < 1.

Proof. See Appendix 6.7.1.

Implications of Lemma 6: The lemma establishes a bound on the trace between the

actual and estimated Hessians, delineated by two quantities. Notably, for large values of

d, the lower bound approaches 0, suggesting that with high probability ∆H is a positive

semidefinite (PSD) matrix. Consequently, an upper bound can be placed on the Frobenius

norm of the difference. This implies that, on average, each element of the difference matrix
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is at most 2Ld
d2ϵ(1−κ)

= 2L
dϵ(1−κ) . Hence, the upper bound of the difference decreases linearly

with the increase in matrix size. Note that we don’t make any assumptions regarding the

linearity of the model to prove this lemma. The bound indicates that if we can estimate

the Hessian for large dimensions d (such as in deep models), then this method could be a

promising avenue to explore. However, it’s evident that storing and inverting such a large

Hessian is impractical and computationally inefficient. Nevertheless, various methods exist

to approximate this Hessian, such as diagonalization [218] or linearizing the deep model

using Hessian vector products [47]. Combining these approximation techniques with our

approach could pave the way for promising research directions in the future.

Theorem 7 Suppose that ∀(xi, yi) ∈ D, w ∈ Rd: ∥∇ℓ(w⊤xi, yi)∥ ≤ C. Suppose that the

second derivative of ℓ is γ-lipschitz and ∥xi∥2 ≤ 1 for all (xi, yi) ∈ D, and the result of

optimization 6.6 is Ĥ. Then:

∥∇L(wuf ,Dr)∥2 ≤ γ(n− nf )∥Ĥ−1∇f∥22 ≤
4γC2n2f (n− nf )[
λ(n− nf )− α

√
d
]2

with a minimum probability of 1− de−
mκ2

2 for α = 2L
ϵ(1−κ) , where 0 < κ < 1.

Proof. See Appendix 6.7.2

Implications of Theorem 7: The leftmost term in the theorem’s inequality essentially

represents the norm of the gradient with respect to the unlearned model on the remain-

ing data. Successful unlearning, as suggested by the parameter indistinguishability (see

Subsection 6.3.2), should lead this norm to approach 0. Examining the upper bound, we

observe that for a fixed size d of the Hessian, it becomes tighter with an increase in the
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number of remaining data, as the term is inversely proportional to the remaining data size.

We validate this phenomenon through experimentation, where we observe a decline in un-

learning performance as the number of samples to be forgotten increases. Additionally, the

upper bound tends to 0 as we significantly increase the Hessian dimension d. This finding

aligns with Lemma 6, which asserts that for large d, the estimated and true Hessians closely

resemble each other, indicating effective unlearning.

6.4.2 Special Case: Method for quadratic loss function (Method-2)

Method-1 is general and can be applied to any differentiable convex loss functions.

However, if the loss is quadratic (i.e., the randomized algorithm A uses the standard Mean

Square Error (MSE) loss), the unlearning mechanism Ξ in 6.3.2 ensures Ξ(A(D),D, xi) =

A(D \ xi). Thus, quadratic loss is particularly significant. Even in the absence of training

data during unlearning, we develop an algorithm that ensures that the above condition holds

true specifically for quadratic loss. We now explain this specialized algorithm (Method-2)

in detail.

Let us consider a k class classification problem with input X ∈ Rn×d, where n and

d represents the number of samples and feature dimension respectively. Let W ∈ Rd×k be

the classifier that maps each input of xi ∈ Rd of X into a one-hot label of size k. Let’s

denote the resultant label matrix as Y ∈ Rn×k. In this case under the quadratic loss we

can write the objective function as:

LMSE(W ) =
1

2
∥XW − Y ∥2F =

1

2
trace(W⊤X⊤XW − 2W⊤X⊤Y + Y ⊤Y ) (6.7)
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If W ⋆ is the minimizer of LMSE(W ), the we can say that at the optima:

∇LMSE(W
⋆) = X⊤(XW ⋆ − Y ) = 0

Which implies X⊤XW ⋆ = X⊤Y . If we put this expression of H in Eqn. 6.7, we get the

following:

LMSE(W
⋆) =

1

2
trace(W ⋆⊤X⊤XW −2W ⋆⊤X⊤XW ⋆+Y ⊤Y ) =

1

2
trace(Y ⊤Y −W ⋆⊤HW ⋆)

since the Hessian at optima can be written asH = X⊤X. It is easy to see that trace(Y ⊤Y ) =

n, and the training loss is close to 0 at optima for an ideal scenario. Saying that, if we can

solve an H, such that trace(W ⋆⊤HW ⋆) = n, we will get the Hessian of the whole training

data. We do so by minimizing the expression of LMSE(W
⋆). Equivalently we write the

optimization as follows:

maximize
H ⪰ 0

trace(W ⋆⊤HW ⋆)

subject to H ⪰ Hf ,Tr(H) ≤ n

(6.8)

This algorithm does not use any random perturbation and utilizes all the information en-

coded within the trained model parameters. Thus, with very high probability, this method

can reconstruct the exact Hessian on the remaining data and is independent of the number

of forget data, unlike Method-1, as we will demonstrate in the experiments. Hence, while

we analyze Method-1 for general convex cases, we also explore this alternative specifically

tailored for the case of quadratic loss.
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6.5 Experiments

Datasets. To demonstrate the efficacy of our proposed algorithms for the source-free

unlearning scenario, we use four standard benchmark classification datasets: CIFAR-10 [86],

CIFAR-100 [86], Stanford Dogs [79], and CalTech-256 [53]. CIFAR-10 is a dataset consisting

of 60,000 RGB images in 10 different classes, with 6,000 images per class. CIFAR-100 is

similar to CIFAR-10, but with 100 classes containing 600 images each, providing a more

granular classification challenge. Stanford Dogs contains 20,580 images of 120 different

breeds of dogs, making it ideal for fine-grained classification tasks. CalTech-256 comprises

30,607 images across 256 object categories, offering a diverse set of images for comprehensive

object recognition research.

Implementation details. Since we perform zero-shot unlearning for linear classifiers, we

use a ResNet-18 [58] architecture pre-trained on ImageNet [28] as our feature extractor. Us-

ing these features, we train a linear classifier and then discard the data. During unlearning,

we only use the trained linear model and the data to be forgotten. We randomly sample up

to 10% of the training data as the forget data. All experiments were performed on a single

NVIDIA-RTX 3090 GPU.

Baseline metrics. The main baseline for any Machine Unlearning (MU) methods is the

parameter indistinguishability between the retrained and unlearned models. A successful

unlearning algorithm should emulate the performance of a model that was never exposed

to the forget data, having been trained solely on the remaining data. In this context, we

evaluate the classification accuracy of the model on the following datasets: (i) test data,

(ii) remaining training data, and (iii) forget data. Additionally, we assess the Membership
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Inference Attack (MIA) score of the models, as proposed in the prior work [89]. This score

indicates whether a sample was originally part of the training set. After forgetting certain

samples, we check their MIA scores using the unlearned model. An MIA score close to 50%

signifies successful unlearning, as it indicates that the unlearned model cannot distinguish

whether the forget data came from the training distribution or the test distribution.

Baseline models. Unlearned models using our proposed algorithm are compared with

three types of models: (a) A model trained with the whole training data (original), (b)

A model retrained from scratch using the remaining training data (Retrained), and (c)

An unlearned model that has been unlearned using the exact Hessian computed from the

remaining data (Unlearned(+)). Since we estimate the remaining Hessian without accessing

the remaining data, our primary objective is to closely mimic the performance of the model

described in (c) using the baseline metrics. Since we do not need the training data during

unlearning we refer the unlearned model using our proposed algorithm as (Unlearned(-)).

We explore these model’s performances using both Method-1 and Method-2, for all the

datasets.

6.5.1 Comparison of baseline metrics on different datasets

We compare the performance of Original, Retrained, Unlearned(+), and Unlearned(-

) models on all four datasets (Fig. 6.1) by selecting 10% of the training samples as forget

data. We use Method-1 and quadratic loss as the convex loss function for all cases. The

results are presented as bar plots for all these scenarios. As theoretically expected, the

performance of Unlearned(+) closely mimics that of the Retrained model. As per the

main results, in all cases, the performance of Unlearned(-) closely matches that of the
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Unlearned(+) model, which aligns with our theoretical bounds.

CIFAR-10 CIFAR-100

Figure 6.1: Performance comparison of the proposed methods across different datasets:

CIFAR-10 and CIFAR-100. We randomly select 10% of the entire training data as forget

samples. Each figure illustrates the effectiveness of the optimization strategies in handling

the forgetting of samples, as evidenced by the close performance of models Unlearned(+)

and Unlearned(-).

6.5.2 Effects of percentage of the forget data size

To investigate the influence of forget data size, we vary the proportion of randomly

selected data for forgetting within the training set while maintaining consistency across all

other factors. According to Theorem 7, it becomes apparent that the quantity of forgotten

samples significantly influences the optimization process. As we can see in Table 6.1, in-

creasing the number of forget samples negatively impacts performance. Specifically, when

5% of the training data is chosen randomly for forgetting, the disparity between the re-
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Method Test Data Remaining Data Forget Data MIA

Retrained 73% 75% 73% 50%

Unlearned (-) 15% 59% 60% 59% 55.8%

Performance Gap 14% 15% 14% 5.8%

Retrained 72% 74% 72% 50%

Unlearned (-) 10% 70% 71% 68% 51.4%

Performance Gap 2% 3% 4% 1.4%

Retrained 73% 74% 73% 49.4%

Unlearned (-) 5% 73% 74% 73% 49.4%

Performance Gap 0% 0% 0% 0%

Table 6.1: The effect of the proportion of randomly selected data from the CIFAR-10

training dataset for forgetting. It’s evident that as the number of forget data samples

increases, the difference in performance between the Retrained and Unlearned(-) models

also increases. Note that the second column is denoted to show the percentage of the

selected forgetting data.

trained model with the remaining data and the model updated using our approach becomes

negligible. However, with an increase in the percentage of forget data, the gap between

these two models widens considerably. This result perfectly matches the bound we provide

in Theorem 7.
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Method Test Data Remaining Data Forget Data MIA

Retrained 72% 74% 72% 50%

Unlearned (-) 250 57% 58% 57% 56.2%

Performance Gap 15% 16% 15% 6.2%

Unlearned (-) 500 70% 71% 68% 51.4%

Performance Gap 2% 3% 4% 1.4%

Unlearned (-) 1000 72% 74% 71% 49%

Performance Gap 0% 0% 1% 1%

Table 6.2: The effect of the number of perturbations randomly selected from Gaussian

distribution for the CIFAR10 dataset. The second column is the number of perturbations

used to approximate the hessian using our method. As we can see that increasing the

number of perturbations positively influence the unlearning performance.

6.5.3 Effects of the number of perturbations

For this experiment, we conduct unlearning using Method-1 by varying the num-

ber of perturbations. In order to derive Lemma 6, we use the fact that m is large. So

clearly, according to Lemma 6, increasing the number of perturbations positively influences

performance. This correlation is evident in our results in Table 6.2, where a higher number

of perturbations consistently lead to improved outcomes.
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6.5.4 Effects of the L2 regularization

The theoretical upper bound on the norm in Theorem 7 is clearly proportional

to 1
λ2 , with λ representing the regularization parameter. Consequently, as demonstrated in

Table 6.3, increasing the value of λ leads to a reduction in the performance gap between

our unlearned model and the retrained model.

Method Test Data Remaining Data Forget Data MIA

Retrained 72% 74% 72% 50%

Unlearned (-) 0 70% 71% 68% 51.4%

Performance Gap 2% 3% 4% 1.4%

Unlearned (-) 0.0005 71% 72% 71% 49.8%

Performance Gap 1% 2% 1% 0.2%

Unlearned (-) 0.001 72% 73% 72% 50.9%

Performance Gap 0% 1% 0% 0.9%

Table 6.3: We demonstrate the impact of the regularization parameter λ on our unlearning

algorithm. It’s evident that increasing the value of λ leads to improved unlearning perfor-

mance, consistent with our claim of Theorem 7.

6.5.5 Experiments on quadratic loss function using Method-2

With the proposed optimization specifically designed for quadratic loss (Method-

2), we can effectively mitigate issues related to the number of forget samples (As compare

to general Method-1). As shown in Table 6.4, the Method-1, applicable to all loss functions,
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CIFAR10 CIFAR100

Method Test Data Remain Data Forget Data MIA Test Data Remain Data Forget Data MIA

Retrained 73% 75% 73% 48% 34% 38% 34% 50%

Unlearned (-)(Method-1) 22% 22% 21% 56% 6% 6% 6% 45%

Unlearned (-)(Method-2) 69% 71% 7% 50% 32% 35% 31% 50.5%

Performance Gap(Method-1) 51% 53% 52% 8% 28% 32% 28% 5%

Performance Gap(Method-2) 4% 4% 3% 2% 2% 3% 3% 0.5%

Stanford Dogs CalTech256

Method Test Data Remain Data Forget Data MIA Test Data Remain Data Forget Data MIA

Retrained 25% 76% 22% 45% 38% 80% 38% 50%

Unlearned (-)(Method-1) 1% 1% 0% 53.4% 0% 0% 0% 46%

Unlearned (-)(Method-2) 20% 73% 21% 50% 32% 74% 33% 51%

Performance Gap(Method-1) 24% 75% 22% 8.4% 38% 80% 38% 4%

Performance Gap(Method-2) 5% 3% 1% 5% 6% 6% 5% 1%

Table 6.4: Performance comparison between Method-1 and Method-2 to illustrate that

under quadratic loss, the performance of Method-2 remains independent of the number

of forget data samples, unlike Method-1, which is designed for any general convex loss

function. We use 20% of the data as our forget data and observe a significant increase in

the performance gap between the unlearned and retrained models for Method-1. However,

the performance gap for Method 2 remains considerably low even in the case of 20% forget

data.

is significantly affected by the number of forget samples. In contrast, our second optimiza-

tion (Method-2), tailored specifically for quadratic loss, delivers substantially better results

regardless of the number of forget samples. For these experiments, 20% of the training

dataset was randomly selected to be forgotten.
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6.6 Conclusion

In this chapter , we introduce and evaluate two novel unlearning algorithms de-

signed for linear classifiers, specifically targeting scenarios where the original training data

is not available during the unlearning process. The first algorithm we present is a general-

purpose method that is adaptable to a wide range of convex loss functions. This flexibility

allows it to be applied in various contexts where different convex loss functions are used,

making it a versatile tool for unlearning in diverse machine learning applications. The

second algorithm is a more specialized solution, tailored specifically for the quadratic loss

function. By focusing on this particular loss function, we are able to optimize the unlearning

process for scenarios where quadratic loss is utilized, potentially enhancing performance and

efficiency in these specific cases. We provide robust theoretical bounds for both algorithms,

ensuring their reliability and effectiveness in unlearning tasks. These theoretical bounds

offer a solid foundation for understanding the algorithms’ behavior and performance guar-

antees. Furthermore, we explore the implications of these bounds and validate the practical

effectiveness of our algorithms through extensive experimental evaluations. Our experimen-

tal results demonstrate that both algorithms perform significantly well, confirming their

theoretical advantages and showcasing their potential in real-world applications.
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6.7 Appendix-5

6.7.1 Proof for Lemma 6

Proof. Clearly from the definition,

Ψ(H) =
1

m

m∑
i=1

(
1

2
(δw)⊤i H(w⋆)(δw)i − δLf (wi)

)2

=
1

m

m∑
i=1

(Lr(wi) + ξ(w⋆))2

Using Cauchy-Schwarz inequality, we can lower bound Ψ(H) as follows:

(
1

m

m∑
i=1

(
1

2
(δw)⊤i H(w⋆)(δw)i − δLf (wi)

))2

≤ Ψ(H) ≈ 1

m

(
m∑
i=1

Lr(wi)
2 + 2ξ(w⋆)

m∑
i=1

Lr(wi)

)
(6.9)

Defining the noise covariance matrix as Σ = 1
m

∑m
i=1(δw)i(δw)

⊤
i = ϵ2 1

m

∑m
i=1 viv

⊤
i = ϵ2Σv,

we can write:

1

2m

m∑
i=1

(δw)⊤i H(w⋆)(δw)i =
ϵ2

2
trace(ΣvH)

Also we can upper bound δLr(wi) ≤ L∥δwi∥2. Since, we assume zero loss at optimal Ĥ, we

can say:

1

2
(δw)⊤i Ĥ(w)(δw)i ≈ δLf (wi) ∀i

As a result the leftmost term in Eqn.6.9 can be approximated by

Ψ(H) ≈
(
ϵ2

2
trace(ΣvH)− ϵ2

2
trace(ΣvĤ))

)2

=

(
ϵ2

2
trace(Σv∆H)

)2

Also the rightmost term of Eqn.6.9 can be upper bounded by:

1

m

(
m∑
i=1

Lr(wi)
2) + 2ξ(w⋆)

m∑
i=1

Lr(wi)

)
≤ L

(
LE(∥δwi∥22) + 2ξ(w⋆)E(∥δwi∥2)

)
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Since we choose vi(j) ∼ N (0, 1) , ∥v∥22 follows a χ2
d distribution with degrees of freedom d.

Clearly E(∥v∥) =
√
2
Γ( d+1

2
)

Γ( d
2
)

≈
√
2
√

d
2 =

√
d and E(∥v∥2) = d for sufficiently large d. Now

the last inequality can be rewritten as:

(
ϵ2

2
trace(Σv∆H)

)2

≤ L
(
Lϵ2d+ 2ξ(w⋆)ϵ

√
d
)

Since ξ(w⋆)ϵ→ 0, we neglect this term and the inequality becomes:

(
ϵ2

2
trace(Σv∆H)

)2

≤ L2ϵ2d

As a result we can write,

−2L
√
d

ϵ
≤ trace(ΣvH) ≤ 2L

√
d

ϵ

Now, we know that since v is i.i.d random gaussian noise, then the covariance will converge

to identity matrix with sufficiently large m. In other words, µ = E(Yi) → Id, where

Yi = viv
⊤
i are sequence of i.i.d random PSD matrices. From definition 0 ⪯ Yi ⪯ Id and

let’s take 0 ≤ κ ≤ 1. So, in this scenario we can apply matrix chernoff bounds in order to

provide concentration bound as follows:

Pr

[
λmin

(
1

m

m∑
i=1

Yi

)
≤ (1− κ)λmin(µ)

]
≤ d exp

(
−mκ

2λmin(µ)

2

)

Here λmin(.) is the minimum eigenvalue operator. So, λmin(µ) = λmin(Id) = 1. As a result

we can say the following:

Pr [λmin (Σv) ≥ (1− κ)] ≥ 1− d exp

(
−mκ

2

2

)

176



Now since Σv ⪰ λmin(Σv)Id, we can conclude the following:

trace(ΣvH) ≥ trace(λmin(Σv)IdH) ≥ (1− κ)trace(H)

So in conclusion, with a minimum probability of 1− d exp
(
−mκ2

2

)
, we have:

(1− κ)trace(∆H) ≤ trace(Σv∆H) ≤ 2L
√
d

ϵ

This implies,

trace(∆H) ≤ 2L
√
d

ϵ(1− κ)

Now for the lower bound, since we know that Σv approaches Id in expectation and is a

PSD matrix, we can say Σv ⪯ λmax(Σv)Id ⪯ trace(Σv)Id, which implies trace(Σv∆H) ≤

trace(Σv)trace(∆H) ≤ dtrace(∆H). Since, −2L
√
d

ϵ ≤ trace(Σv∆H), we can say −2L
√
d

ϵ ≤

dtrace(∆H). This gives us our final inequality:

− 2L

ϵ
√
d
≤ trace(∆H) ≤ 2L

√
d

ϵ(1− κ)

This concludes the first part of the proof.

We see that when d is large enough, the lower bound is close to 0 and the

matrix ∆H is PSD. Then by definition, ∥∆H∥F ≤
√
rank(A)∥A∥2 ≤

√
dλmax(∆H) ≤

√
dtrace(∆H) ≤ 2Ld

ϵ(1−κ) . This concludes the second part and completes the proof.

6.7.2 Proof of Theorem 7

Proof. This proof is inspired by [55], and based on Theorem 4 of the chapter.

This bound says that upon forgetting nf samples from the dataset, if the resulting model
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become wuf then the norm of the gradient with respect to this model on the remaining

dataset can be upper bounded as follows:

∥∇L(wuf ,Dr)∥2 ≤ γ(n− nf )∥H−1∇f∥22

Now this H is the actual hessian of the remaining data while our estimate is Ĥ = H−∆H.

From the definition of loss L, we know that after removing nf samples the loss becomes

λ(n−nf )-strongly convex. As a result we get ∥H∥2 ≥ λ(n−nf ). Now we can apply triangle

inequality and the upper bound from Lemma 6 as follows:

λ(n− nf ) ≤ ∥H∥2 ≤ ∥Ĥ∥2 + ∥∆H∥2 ≤
2L

√
d

ϵ(1− κ)
= α

√
d

=⇒ ∥Ĥ∥2 ≥ λ(n− nf )− α
√
d =⇒ ∥Ĥ∥−1

2 ≤ 1

(λ(n− nf )− α
√
d)

Also, from Theorem 4 of [55], we know ∥∇f∥ ≤ 2Cnf . So,

∥Ĥ−1∇f∥22 ≤ ∥Ĥ−1∥22∥∇f∥22 ≤
4C2n2f

(λ(n− nf )− α
√
d)2

=⇒ ∥∇L(wuf ,Dr)∥2 ≤
4γC2n2f (n− nf )

(λ(n− nf )− α
√
d)2

Hence we conclude the proof of Theorem 7.
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Chapter 7

Conclusions

In this dissertation, we introduce a series of methods enabling the domain-adaptive

learning of deep models to address diverse distributional shifts and facilitate model un-

learning in a source-free setting. These shifts encompass a spectrum of scenarios, including

unlabeled or sparsely labeled target data, static or dynamic target distributions, or data

from entirely different modalities. Our methods aim to achieve this adaptation with min-

imal or no supervision, ensuring rapid and effective generalization to new and challenging

conditions. Additionally, we devise a source-free unlearning scenario enabling the model to

efficiently discard specific data without reliance on the source data.

In Chapter 2, we develop a new UDA algorithm that can learn from and optimally

combine multiple source models without requiring source data. We provide theoretical in-

tuitions for our algorithm and verify its effectiveness in a variety of domain adaptation

benchmarks. In Chapter 3, we extend the work of Chapter 2 by introducing a novel frame-

work named CONTRAST, which efficiently combines multiple source models during test
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time with small batches of streaming data, all without requiring access to the source data. It

achieves a test accuracy that is at least as good as the best individual source model. More-

over, the design of CONTRAST naturally mitigates the issue of catastrophic forgetting. To

validate the effectiveness of our algorithm, we conduct experiments across a diverse range

of benchmark datasets for classification and semantic segmentation tasks. We demonstrate

that CONTRAST seamlessly integrates with a variety of single-source methods.

In Chapters 4 and 5, we explore two applications of source free multi-source adap-

tation. In Chapter 4, we identify the novel and challenging problem of cross-modality knowl-

edge transfer without access to task-relevant data from the source sensor modality, relying

solely on unlabeled data in the target modality. To address this, we propose our framework,

SOCKET, which includes the development of specialized loss functions to bridge the gap

between the two modalities in the feature space. Our experiments, conducted for both RGB-

to-depth and RGB-to-NIR scenarios, demonstrate that SOCKET consistently outperforms

baseline methods that struggle to effectively handle modality shifts. Whereas, in Chapter 5,

we tackle a critically important but under-explored challenge in person re-identification:

rapidly integrating new cameras (models) into an established camera network. We demon-

strated that this task can be effectively addressed through hypothesis transfer learning,

leveraging learned source metrics (models) and a limited amount of labeled target data

collected post-installation of the new camera(s). Our theoretical analysis highlights that

our approach mitigates negative transfer effects by identifying an optimal weighted combi-

nation of multiple source metrics. Empirical results on four standard datasets showcase the

effectiveness of our approach, significantly surpassing several baseline methods.

180



Finally in Chapter 6, we introduce and evaluate two novel unlearning algorithms

tailored for linear classifiers, specifically addressing scenarios where the original training

data is unavailable during the unlearning process. The first algorithm we present is a ver-

satile method adaptable to a wide array of convex loss functions. Its flexibility allows it to

be applied across various contexts employing different convex loss functions, rendering it a

versatile tool for unlearning in diverse machine learning applications. The second algorithm

is a specialized solution designed for the quadratic loss function. By focusing on this specific

loss function, we optimize the unlearning process for scenarios utilizing quadratic loss, po-

tentially enhancing performance and efficiency in such cases. We provide robust theoretical

bounds for both algorithms, ensuring their reliability and effectiveness in unlearning tasks.

These theoretical bounds establish a solid foundation for comprehending the algorithms’

behavior and performance guarantees. Additionally, we explore the implications of these

bounds and validate the practical effectiveness of our algorithms through extensive exper-

imental evaluations. Our experimental results demonstrate that both algorithms perform

significantly well, confirming their theoretical advantages and showcasing their potential in

real-world applications.

While the methods presented in this thesis provide valuable insights into adapta-

tion techniques, they represent only a fraction of the potential problems in this field. It

is essential to acknowledge that there is still much to explore and discover. In conclusion,

we briefly outline several logical extensions of this work that can pave the way for future

research. These extensions hold promise for further advancements in the field and offer

potential directions for future investigations.
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Unsupervised Validation Set. In Chapter 2, I discussed Unsupervised Domain Adap-

tation (UDA) in a source-free setting. However, a fundamental question remains regarding

the validation set in UDA. In a supervised learning setup, we can easily validate our algo-

rithm using labeled data to determine hyperparameters such as the regularization constant

or the number of epochs. However, in UDA, the concept of a validation set does not exist,

necessitating a principled approach to optimize our algorithm. This represents a promising

direction for future research.

Scalable Multi-Source. In Chapters 2 and 3, we explore the multi-source setup but

experiment with a limited number of source models (up to six). This raises a fundamental

question of scalability: will our approach work if we use hundreds or thousands of source

models?

General Cross-Modal Adaptation. In Chapter 4, we explore cross-modal adaptation

in the image domain using modalities such as depth, RGB, and IR. However, our algorithm

needs to be generalized to work with other modalities, such as audio-video or audio-speech.

Incorporating Vision Language Models (VLMs) could be a potential solution for achieving

this generalization.

Unlearning Large Deep Models. In Chapter 6, we explored the algorithm for a linear

classifier and conducted unlearning in a principled way by providing theoretical bounds.

However, there is no source-free unlearning method for large deep models that provides a

theoretical bound. Linearizing a deep model using Taylor approximation and then perform-

ing unlearning might be a potential direction. Nonetheless, our proposed method involves
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an SDP solver, which may not be feasible when the Hessian is too large, as in deep models.

Solving these large-scale matrices presents a challenging and potential direction for future

research.

Domain Adaptive Unlearning. As the title of this thesis suggests, the main topic is

domain adaptive learning and unlearning. While we primarily focus on adaptive learning,

our exploration of unlearning considers scenarios where the data to be forgotten is from the

same distribution as the training data. However, in practice, users might provide their data

for unlearning, which could exhibit a domain shift from the original training data. This

raises crucial questions about how to perform unlearning effectively under domain shift and

the extent of theoretical guarantees we can provide based on the degree of domain shift.

Addressing these questions in future work will further substantiate the thesis title.
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