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Abstract of the Dissertation

Phase-Based Algorithms

for Communication and Signal Processing

by

Yilei Li

Doctor of Philosophy in Electrical Engineering

University of California, Los Angeles, 2016

Professor Mau-Chung Frank Chang, Chair

In this work, phase-based methods for emerging applications implemented with advanced

CMOS technology are proposed. We use phase-based methods to solve problems in high-

speed chip-chip/chip-memory data link interconnect, and in terahertz system.

With increasing demand for bandwidth between chip-chip and chip-memory communication,

high-speed data link interconnect becomes a key block in modern computer systems. In or-

der to serve portable devices, energy efficiency is a critical metric for data link interconnect.

Multiband RF Interconnect, which transmits data by upconverts data streams into multiple

frequency bands, can fully exploit the bandwidth of interconnect wire with excellent energy

efficiency. In order to demodulate data stream, a correct carrier phase in receiver end is

necessary. The conventional way for carrier phase synchronization requires high-speed, high-

resolution analog-to-digital converter, which consumes large amount of power and silicon

area. In the proposed phase-based method, a pilot signal is sent by transmit side, and in

receiver end a simple comparator is sufficient to identify correct phase. This greatly enhances

energy efficiency of data link and reduces cost. In addition, optimal demodulation phase for

dispersive channel is derived.

The other proposed application for phase-based method is terahertz systems. CMOS tera-

hertz source suffer from low device cut-off frequency, and fundamental frequency is limited.

ii



Conventional time-domain harmonic extraction can selectively enhance certain harmonic of

fundamental tone at output radiation and suppress other harmonics, and therefore increase

effective radiation frequency. In terahertz band, time-domain harmonic extraction cannot

achieve sufficient low-order harmonic suppression. A spatial-domain harmonic extraction

method is proposed, which samples signal in specific spatial positions and combines sampled

signals together to selectively enhance and eliminate tones. With proposed method, 1.4-THz

CMOS imaging is achieved. In addition, a fast characterization method for terahertz source

is proposed. This method uses random sampling (compressive sensing), and reconstruct

sparse spectral profile by two-step zoom-in algorithm. With proposed method, a 8X time re-

duction can be achieved for terahertz source characterization, which enables regular self-test

of terahertz systems.
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CHAPTER 1 
INTRODUCTION 

 

In electronic circuits, the carrier of information is essentially electromagnetic (EM) waves. Any 

signal S(t) can be approximated by the sum of  N EM wave harmonics: 

 
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where Ai, ωi and θi are the amplitude, frequency and phase for i-th harmonic. When S(t) is a 

deterministic signal, Ai and θi are deterministic and such decomposition is Fourier expansion. 

When S(t) is a random signal, Ai and θi are random variable and such decomposition is 

Karhunen-Loeve expansion. EM wave can be fully described by its three basic elements: 

amplitude, frequency and phase. Therefore information of signal can be carried by those three 

elements. Naturally, phase can be manipulated to carry or retrieve information. 

Nowadays, phase, as a degree of freedom, is becoming more and more important as information 

carrier. First, with the advent of big data era, a huge amount of information needs to be 

communicated between producer and consumer of information within high speed. If all 

information is carried by amplitude, media with large bandwidth is required to send/receive 

error-free data according to Shannon’s information theory [1.1]. This can greatly increase the 

cost of information exchange. Therefore we need to explore other degree of freedom as 

information carrier. Frequency modulation of EM wave cannot carry information with very high 

data rate as state-of-art implementation of frequency modulator, phase-locked loop (PLL), has 

very limited bandwidth (~1 MHz) and therefore frequency change rate cannot be too high [1.2]. 

On the other hand, modulation of phase can be easily achieved by Cartesian sum [1.3], and high 
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data rate (>1 Gb/s) can be achieved by phase modulation. In current implementations of state-of-

art data links [1.4-1.7], both amplitude and phase of EM wave are used to achieve high data rate.  

In addition, phase manipulation becomes important today due to the evolution of low-cost 

CMOS circuits. With the continuous scaling of feature size, CMOS devices are becoming more 

and more powerful for high speed circuits. Today, from PC processor to mobile phone RF 

frontend, most high circuits are fabricated with CMOS technology. Meanwhile, the supply 

voltage of CMOS circuits drops as feature size scales. This means that the amplitude dynamic 

range of signal keeps decreasing since the largest output amplitude of CMOS circuits can hardly 

exceed supply voltage. With lower dynamic range, the signal has lower signal-to-noise ratio 

(SNR) and bit-error rate (BER) is degraded if all information is modulated by amplitude. On the 

other hand, the supply voltage scaling does not affect phase of signal. Therefore, the BER 

degradation can be alleviated if we modulate signal in phase domain instead of in amplitude 

domain.  

Due to the two reasons above, phase-domain signal processing is becoming more and more 

important and attractive in circuits fabricated with deeply scaled CMOS technology for big data 

applications. In this work, we propose phase-domain signal processing algorithms to solve 

various problems in high speed circuit. This work can be divided into two parts. In part I, we use 

phase domain signal processing for carrier synchronization in multiband RF interconnect (MRFI) 

high speed data link. In Chapter 2, we briefly introduce background of high speed data-link, the 

concept of MRFI and its benefits. In Chapter 3, we discuss the necessity of carrier 

synchronization and proposed our phase-based algorithm for carrier synchronization. The 

experiment results are present in Chapter 4. In part II of this work, we applied phase-domain 

algorithms for CMOS terahertz imaging systems. We briefly review the background of terahertz 
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imaging systems in Chapter 5. In Chapter 6, we introduce the concept of interferometric imaging 

over terahertz band. Then we propose Spatial Harmonic Extraction (SHE) method for resolution 

enhancement in Chapter 7. In Chapter 8 we further proposed random phase sub-sampling method 

for terahertz system characterization. After that, conclusion is drawn in Chapter 9 and possible 

future works are described in Chapter 10. 
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CHAPTER 2 

CONCEPT OF MRFI 
 

2.1 BACKGROUND OF HIGH SPEED DATA-LINK INTERCONNECT IN MORE THAN MOORE 
GENERATION 
In 1965, Moore’s Law was proposed by Gordon Moore in his famous article entitled “Cramming 

more components onto integrated circuits” [2.1]. According to Moore’s law, the feature size of 

integrated circuits (IC) scales to half every two years. This is an amazing result. With feature size 

scaling, the IC chips become more powerful, but their price keeps reducing. As time goes by, the 

performance of IC chips grows exponentially but still affordable. Thanks to Moore’s Law, we 

are able to enjoy a prosperous market of electronics products.  

Today, we have to slow down the pace of feature size scaling due to following reasons. First, the 

downscaling of feature size is too expensive. Semiconductor manufacturers need huge amount of 

money to research and development next-generation process technology. In addition, fabrication 

with nanometer technology is very expensive. This is due to the fact that mask making and 

designing are all expensive. For example, in 16 nm technology, double patterning [2.2] is 

adopted with greatly increases the cost of mask. Also the design of mask is expensive as design 

rule is becoming more and more complicated for nanometer technology. When the upgrade 

expense is prohibitively high, the technology scaling pace is forced to slow down. Second, the 

resolution of lithography is limiting the feature size. The diffraction limit can be expressed as 

[2.3]: 

2
d

NA



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where d is diffraction (resolution) limit, λ is the wavelength of illuminating beam and NA is 

numeric aperture which is fixed for a given system. With the help of multiple patterning, the 

estimated achievable minimum feature size is around 5 nm [2.4].  

The “More Than Moore” (MTM) plan has been proposed as a roadmap for future semiconductor 

industry [2.5]. In MTM, the semiconductor evolution is not just downscaling feature size with 

brute force, but with more efficient ways. One promising solution in MTM is advanced 

packaging [2.6]. Advanced packaging allows designer to put multiple chips within the same 

package, and large amount of in-package interconnect wires are possible. The advanced 

packaging has two main benefits. First, it makes heterogeneous integration possible. Currently, 

though the minimum wire width and spacing can be as narrow as ~15 nm for on-chip 

interconnects, the minimum interconnect wire width and spacing in printed circuit board (PCB) 

is still around 3 mil (~76 μm). Therefore, interconnect resources in PCB is rather limited. 

Without advanced package technologies, we have to integrate as many blocks on the same chip 

as possible. This makes system-on-chip (SoC) chips consume large silicon area and greatly raises 

the cost of such SoC. Moreover, all block in SoC must be designed with the same technology. 

However, nanometer technologies are not the best match for analog and RF blocks. For one 

thing, analog and RF design is extremely challenging under low supply voltage [2.7]. For the 

other, the size of inductor that are commonly used by analog and RF blocks do not scale with 

feature size, and analog and RF blocks usually consume large area.  Therefore the analog and RF 

blocks in nanometer technology SoC are expensive   and hard to design. On the other hand, with 

advanced packaging, since in-package interconnect resource is rich, one huge SoC can be split 

into multiple sub-blocks are connect with each other inside package. Each block can be 

implemented with the technology that matches its purpose best. For example, processor can be 
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implemented with most advanced technology to achieve best transistor density and performance. 

Analog and RF blocks can be implemented with mature technology which has high supply 

voltage and low cost. With advanced packaging, SoC can be transformed into low-cost high-

performance SiP (system-in-package). 

The second important benefit that advanced packaging can bring is memory bandwidth for 

processors. The performance of processors today is greatly limited by memory bandwidth [2.8]. 

For modern computers with von Neumann architecture, processor needs to frequently fetch data 

from memory. When there is not enough memory bandwidth for processor, the processor has to 

stay idle until data is successfully fetched from memory. Conventional memory modules have 

limited pin count due to form factor, and the only way to increase memory bandwidth is to 

enhance the data rate of each pin. However, since the PCB interconnect quality is far from ideal, 

the increase of data rate per pin is followed by high power consumption, which once again brings 

in battery life and heat issues. With advanced packaging technology, high-density in-package 

interconnect with low loss is available. Therefore memory bottleneck can be solved by in-

package energy-efficient interconnects. 

It is clear the key enabling block for advanced packaging is interconnect data-link block. 

Conventional data-link circuits include inverter and current-mode logic (CML) (Fig. 2.1). 
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Fig. 2. 1 Schematic of (a) Inverter and (b) CML data link 
Inverter data-link is easy to implement and does not consume DC current. However, inverter-

based data-link can cause simultaneous switch noise (SSN) when multiple inverters turn on and 

turn off at the same time. CML data-link has constant total current regardless of switch status, 

and SSN issue is greatly alleviated. However, CML has DC current and is not as energy-efficient 

as inverter. In addition, there is a common issue with inverter and CML, which is inability to 

handle channel with frequency notches. Frequency notches can be caused by impedance 

discontinuity of channel near open stubs and vias. With notches present, the output signal quality 

is degraded, which in turn increases BER. Conventional way to overcome channel frequency 

notch is equalizer. However, equalizer can consume considerable amount of power and is not 
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easy to design [2.9]. It is desirable to keep signal quality while eliminating equalizers as much as 

possible. 

In sum, the interconnect block needs to satisfy following requirements: 

(1) High data bandwidth 

(2) Low power consumption 

(3) Capacity to handle channel 

2.2 MRFI 

MRFI has been proposed [2.10, 2.11] to meet the above requirements without equalizer. The 

diagram of MRFI is shown in Fig. 2.2. 

 

Fig. 2. 2 MRFI Interconnect 
MRFI splits high-speed data stream into multiple low-speed data streams and sends/receives 

low-speed data streams in parallel. In order to overcome frequency notch issue, each low-speed 

data stream is up-converted to specific carrier frequency which has relative flat channel response 

around. Since each data stream is transmitted over flat channel, no equalization is required, 

which is a great advantage over conventional return-to-zero (NRZ) signaling (Fig. 2.3). 

Therefore, the power and design burden can be saved if MRFI is used. Moreover, since multiple 

bands are used to transmit data streams in parallel in one physical channel, one physical channel 
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is equivalent to multiple logic channels. This virtual logic channel equivalent is proved to be 

useful for flexible data transmission among processors [2.12]. 

 

Fig. 2. 3 Comparison of (a) NRZ and (b) MRFI through same channel with frequency notches 
without equalizer 

In MRFI proposed in [2.11], three bands are used, including baseband (no upconversion), 3 GHz 

band and 6 GHz band. The total data rate is 10 Gbps. In TX side, each modulator includes 

digital-to-analog converter (DAC), up-mixer and output buffer (Fig. 2.4). Each DAC has four-

level output to represent two bits. For baseband modulator, the carrier for mixer is stuck at DC as 

no upconversion is required. The output of baseband is equivalently PAM-4 signal. For 3 GHz 

and 6 GHz band, 3 GHz and 6 GHz I/Q carrier is fed into mixer to generate QAM-16 signal. The 

signal at buffer output is in current domain, and the output from different buffer outputs are 

easily combined together. 



10 

 

 

Fig. 2.4. TX diagram of MRFI 

In RX side (Fig. 2.5), the signal is first coupled into RF coupler. The coupler mirrors input signal 

into 5 branches. Each branch down-converts signal with specific carrier, filters down-converted 

signal with low-pass filter (LPF) and converts filtered analog signal to digital signal by analog-

to-digital converter (ADC). The ADC can be implemented with hysteresis to eliminate the effect 

of ripple due to inter-channel interference.  
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Fig. 2.5. RX side of MRFI 

The proposed MRFI can achieve 10 Gbs data rate with power consumption of only 9.5 mW, and 

an excellent energy efficiency of 0.95 pJ/bit is achieved. In addition, since no equalizer is used, 

the MRFI transceiver design is very compact, which only occupies 0.01 mm2 per transceiver 

pair. The main benefits of MRFI include: 

(1) No need to use equalizer. Since MRFI places data streams into frequency bands where 

channel responses are flat, received data eye-diagram can be near ideal even without equalizer. 

Power consumption, area occupation and design burden can be greatly reduced for equalizer-free 

MRFI data-link transceivers. 

(2) The bandwidth of wire is fully exploited. In conventional data-link interconnect transceivers, 

even with advanced equalizer design, the number of frequency notches that can be handled is 

still limited. Therefore data bandwidth is limited by number of channel frequency notches, and a 
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great portion of available wire bandwidth is wasted. With MRFI, the data stream can fully 

exploit flat frequency bands between notches, and the bandwidth of interconnect wires can be 

used without waste. Therefore high data rate is available with MRFI transceivers. 

(3) MRFI has better tolerance for sampling jitter. This is due to the fact that MRFI uses 

frequency domain multiplexing instead of time domain multiplexing for data transceiving. For 

example, suppose two 200-Mbps data streams are to be sent through one wire. For conventional 

time-domain serializer, the transmitted and received data will have data rate of 400 Mbps, and 

eye window is less than 2.5 ns. On the other hand, if we use MRFI, we modulate two 200-Mbps 

data streams to two different bands. The eye window for each demodulated 200-Mbps data 

stream is around 5 ns. Therefore MRFI can tolerate more sampling jitter. 

Chapter Conclusion 

This chapter introduces concept of MRFI. The concept of MRFI was proposed and verified by 

teamwork of Wei-Han Cho, Yilei Li, Yanghyo Kim, Yuan Du, Jieqiong Du, Chien-Heng Wong 

and Sheau-Jiung Lee. 
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CHAPTER 3 

PHASE-BASED ALGORITHM FOR MRFI CARRIER 
SYNCHRONIZATION 

3.1 BACKGROUND 

3.1.1 Modulation 

Modulation is a transform of signal. By modulate signal S(t) into Su(t), we can add features that 

original signal S(t) does not have. Original signal can also be extracted from modulated signal 

Su(t) by demodulation. 

Originally modulation is used to solve problems in radio communication [3.1]. Slow-changing 

signals in our daily life (usually have their center frequency at 0 Hz, called baseband signals) are 

hard to propagate in air due to physical characteristics of air and electromagnetic wave. In order 

to propagate properly, baseband signal should have its center frequency upconverted by 

multiplying baseband signal S(t) with carrier cosωt (frequency modulation): 

Su(t) = S(t) ∙ cosωt                                                                         (3.1) 

Demodulation of above modulation is by multiplying Su(t) with carrier again and take away high 

frequency components by low-pass filter (coherent modulation/demodulation): 

Su(t) ∙ cosωt = S(t) ∙ cosωt ∙ cosωt = S(t) ଵାୡ୭ୱଶன୲
ଶ

   
୐୔୊ ୵୧୲୦ ୥ୟ୧୬ ୭୤ ଶ
ሱ⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯ሮ   S(t)                            

(3.2) 

Frequency modulation has other useful features. One carrier C1(t) is orthogonal to another carrier 

C2(t) if their correlation is (approximately) zero: 

Cଵ(t), Cଶ(t)orthogonal ⇔ ଵ
୘ ∫ Cଵ(t)Cଶ(t)dt ≅ 0୘

଴                                            (3.3) 
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Many baseband signals can be transmitted simultaneously with the same medium if carriers 

orthogonal to each other are used to modulate them. In receiving end, one carrier multiplies sum 

of modulated signals to demodulate desired signal. The signal modulated with in-phase carrier is 

recovered, while signals modulated with orthogonal carriers are eliminated. This is called 

frequency-domain multiplexing. Carriers with different frequencies are orthogonal since: 

ଵ
୘ ∫ cosωଵtcosωଶtdt = ቂୱ୧୬(னభାனమ)୲

ଶ(னభାனమ)୘
+ ୱ୧୬(னభିனమ)୲

ଶ(னభିனమ)୘
ቃ | ଴

୘

(னభିனమ)୘≫ଵ,(னభାனమ)୘≫ଵ 
ሱ⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯ሮ 0୘

଴            (3.4) 

In addition, two carriers with the same frequency but with π/2 phase difference are orthogonal 

since: 

ଵ
୘ ∫ cosωଵtsinωଵtdt = ቂୱ୧୬ଶனభ୲

ସனభ୘
ቃ | ଴

୘
னభ୘≫ଵ 
ሱ⎯⎯⎯⎯ሮ 0୘

଴                                            (3.5) 

Thus, with n carriers, it will be possible to simultaneously send 2n modulated signals with same 

media. 

 

3.1.2 Constellation 

As mentioned above, two carriers with the same frequency but phase difference of π/2 can 

modulate two independent signals. Let's assume the two carriers to be cosωt and sinωt for 

simplicity, and baseband signals to be modulated to be a(t) and b(t). Since a(t) and b(t) are 

independent, number pair (a(t),b(t)) can be mapped to a two-dimension Cartesian coordinator 

system. This kind of modulation is called quadrature modulation, where a(t) (modulated by in-

phase carrier cosωt) is called signal of in-phase path (I-path), and  b(t) (modulated by quadrature 

carrier sinωt) is called signal of quadrature path (Q-path). 
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For digital communication system, we can define all possible (a(t),b(t)) pairs (in the context of 

digital communication, usually one pair (a(t), b(t)) is called a symbol). Then we can map 

multiple bits to one symbol. For n bits, (according to information theory)we need the position of 

symbol (a(t),b(t)) to have 2n possibilities. For example, suppose a(t), b(t) can be +1 and -1, then 

the position of symbol (a(t),b(t)) can have 4 possibilities. Then we can map two bits to such one 

symbol: 00 is mapped to (1,1), 01 is mapped to (-1,1), 10 is mapped to (-1,-1), 11 is mapped to 

(1,-1). All possible positions of symbols are called constellation of symbols.  

QAM is a commonly used modulation scheme in digital communication. For QAM-n2, a(t) and 

b(t) will have n possible positions, with equal distance between two neighbor positions (such as -

3, -1, 1, 3). Thus, one symbol can carry information of log2n2 bits.  Usually n is an even number 

so that all constellation of QAM-n2 is symmetric (so we can see QAM-4, or QPSK, with n=2, 

QAM-16 with n=4, QAM-64 with n=8, etc.). 

 

Fig.3.1 Constellations of QAM-16 



16 

 

In RX end, received signals symbols will be corrupted by noise and interference. Therefore, 

positions of received symbols will be away from ideal constellation. Instead of staying at one 

definite point, symbols will be moving in a certain area. Based on minimum error probability 

criterion, we can define decision regions for each symbol. Ideal position of each symbol will stay 

in the center of its decision region to minimize probability of error. For example, in QAM-16, 

the possible mapped bits for one symbol can be 0000, 0001, 0010, 0011, 0100, 0101, 0110, 0111, 

1000, 1001, 1010, 1011, 1100, 1101, 1110, 1111. For each possible mapped bits, we have a 

decision region. Symbol is translated back into bits according to the decision region that it falls 

into. 

 

Fig. 3.2 Decision Regions of QAM-16 

3.2 CARRIER PHASE ERROR IN QUADRATURE MODULATION 

Phase recovery greatly effects the demodulated signal quality in coherent 

modulation/demodulation. Assume we have modulated signal of a(t)cosωt+b(t)sinωt at receiving 

end, where a(t) is baseband signal for I-path and b(t) is baseband signal for Q-path. If we use 
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carrier with phase error of θ cos(ωt+θ)t and sin(ωt+θ) to demodulate, then output for I-path and 

Q-path will become: 

I − path: [a(t)cosωt + b(t)sinωt] ∙ cos(ωt + θ) = 0.5 ∙ [a(t)cosθ − b(t)sinθ] + 

0.5 ∙ [a(t) cos(2ωt + θ) + b(t) sin(2ωt + θ)]   
୐୔୊ ୵୧୲୦ ୥ୟ୧୬ ୭୤ ଶ
ሱ⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯ሮ   a(t)cosθ − b(t)sinθ                          

(3.6) 

Q − path: [a(t)cosωt + b(t)sinωt] ∙ sin(ωt + θ) = 0.5 ∙ [a(t)sinθ + b(t)cosθ] + 

0.5 ∙ [a(t) sin(2ωt + θ) − b(t) sin(2ωt + θ)]   
୐୔୊ ୵୧୲୦ ୥ୟ୧୬ ୭୤ ଶ
ሱ⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯ሮ   a(t)sinθ + b(t)cosθ                          

(3.7) 

If we use carrier with correct phase, e.g., θ=0 to demodulate, then the output of I-path is a(t) and 

Q-path is b(t). On the other hand, if we use incorrect phase θ to demodulate, we will have part of 

Q-path signal b(t) in I-path, and we will have part of I-path signal a(t) in Q-path. This is IQ 

interference due to phase error. 

We can also use constellation to analyze effect of IQ interference. By using carrier with phase 

error of θ to demodulate, it is equivalent to rotate the constellation by phase of θ while keeping 

the original decision region without rotation. It can be seen from Fig. that the symbols in 

constellation with phase rotation is closer to boundary of decision region than original 

constellation. This means that with the same noise power, symbol with phase rotation is more 

likely to fall into wrong decision region since it is closer to the boundary of decision region. This 

means higher bit error rate for symbols with phase error even with the same noise power. In 

order to optimize bit error rate, phase recovery is necessary for quadrature modulation. 



18 

 

 

Fig. 3.3 Constellation with and without phase rotation 

For wireless communication, phase recovery is usually accomplished by baseband. Basically 

signal is demodulated and converted into digital domain and constellation is rotated back to 

correct position by digital baseband. This is due to the fact that channel characteristics of 

wireless communication is changing with time. When you are making phone call in a car in the 

highway, the signal path from your cellular phone to base station changes fast with time. 

Consequently, a baseband algorithm must be implemented to track the channel and find correct 

phase rotation in real time [3.2].  

On the other hand, for communication on channel with almost time-invariant characteristics 

(which is the case of wireline RF interconnect), phase recovery will be needed only once and 

real-time phase track is not necessary. Real-time phase tracking will also induces a lot of latency 

in signal processing, which is not desired in RF interconnect. Thus, for wireline RF interconnect, 

we will use phase calibration instead of real-time phase recovery.  

3.3. PHASE CALIBRATION  



19 

 

3.3.1 Problems of phase calibration in digital domain 

In digital domain, we only have state of '0' or '1'. We can only send symbols on pre-defined 

constellation (which translates into '-1' and '1' for digital state of '0' and '1'). This induces 

complicity into phase recovery. First, the resolution of phase recovery is strongly affected by the 

resolution of analog-to-digital conversion (ADC). If the analog-to-digital conversion only has 

coarse resolution, then it will be impossible for digital domain to tell the difference of symbols 

with small carrier phase change (as the digital outputs of ADC are the same for two cases). For 

example, if we have QPSK modulated signal of 00 which is translated into -1*cosωt-1*sinωt, 

and we use carrier phase with a significant phase error of 20° to demodulate. According to (6) 

and (7), the demodulated I-path signal is -0.59 and Q-path signal is -1.27. This means it will 

needs ADC with at least 3-bit resolution to tell the difference of 20-degree phase error (as 2-bit 

ADC with full-swing of ±1 has threshold of {-0.5, 0, 0.5} and signal of -0.59 and -1 fall into the 

same conversion step). On the other hand, this is QPSK modulation and we only want 1-bit ADC 

for data conversion. Thus, it will bring much burden to ADC design if we want to do phase 

calibration in digital domain. 

Second, in addition to phase error, IQ mismatch (signal strength difference between I-path and 

Q-path) is also present. This brings another degree of freedom into constellation distortion. 

Suppose we have gain error of Δ for I and Q (as shown in Fig. 3.4), which means 00 will be 

modulated as -(1+Δ)cosωt-sinωt. Since it is impossible to decouple phase error and IQ mismatch 

in digital domain, the only way to find correct phase and IQ mismatch is to solve a system of 

transcendental equations (since there is trigonometric equations related to phase rotation), or to 

build a look-up table with fine resolution. In anyway, it will need ADC with very fine resolution 

and highly complicated digital baseband, which is not desired in RF interconnect. 
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Fig. 3.4 Constellation of QPSK with both phase error and IQ mismatch 

3.3.2 Phase calibration with mixed-mode method [3.3] 

Phase calibration with small phase error (<90°) 

The problems of digital-domain phase calibration are largely due to the fact that we can only 

send symbols on pre-defined constellation positions when calibrating. To solve this problem, we 

will need to use mixed-mode calibration method. 

The essence of mixed-mode calibration method is to introduce state of 'off' in addition to digital 

states '0' and '1'. In calibration mode, suppose we turn off a(t), and send '0' in b(t), which is 

translated into -sinωt, and we use carrier phase with a phase error of θ to demodulate. According 

to (3.6) and (3.7), the demodulated signal at I-path and Q-path are: 

I − path: [−sinωt] ∙ cos(ωt + θ) = 0.5 ∙ [sinθ] + 0.5 ∙ [− sin(2ωt + θ)]   
୐୔୊ ୵୧୲୦ ୥ୟ୧୬ ୭୤ ଶ
ሱ⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯ሮ   sinθ            

(3.8)                                 

Q − path: [−sinωt] ∙ sin(ωt + θ) = 0.5 ∙ [−cosθ] + 0.5 ∙ [sin(2ωt + θ)]   
୐୔୊ ୵୧୲୦ ୥ୟ୧୬ ୭୤ ଶ
ሱ⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯ሮ   −cosθ        

(3.9) 
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According to (3.8), I-path output will become analog 0 when RX carrier phase is correct (since 

we assume phase error<90°, there is only one solution for sinθ=0). Thus, to find correct phase, 

we only need to find when output of I-path is analog 0. ADC with 1-bit resolution is enough. 

Suppose comparator in ADC has sufficiently large gain, when θ goes across zero (e.g., -1° to 1°), 

output of ADC will jump from '-1' to '1'. Thus, the phase corresponding to the zero-crossing 

point of ADC is the phase that is closest to correct phase. In this way, the resolution of phase 

calibration is only limited by resolution of phase sweep and will be decoupled from resolution of 

ADC. One-bit ADC is sufficient for phase calibration for all kinds of QAM. 

Another advantage of mixed-mode calibration is that it decouples phase error from IQ mismatch.  

Suppose we have IQ mismatch of Δ, where the gain of I-path is 1 and gain of Q-path is (1+Δ).  

Under the presence of phase error of θ, when we turn off I-path and send '0' in Q-path, the 

received signal will become: 

I − path: [−(1 + ∆)sinωt] ∙ cos(ωt + θ) = 0.5(1 + ∆) ∙ [sinθ] + 0.5(1 + ∆) ∙ [− sin(2ωt + θ)] 

  
୐୔୊ ୵୧୲୦ ୥ୟ୧୬ ୭୤ ଶ
ሱ⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯ሮ   (1 + ∆)sinθ                                                                       

(3.10)                                 

Q − path: [−(1 + ∆)sinωt] ∙ sin(ωt + θ) = 0.5(1 + ∆) ∙ [−cosθ] + 0.5(1 + ∆) ∙ [sin(2ωt + θ)] 

  
୐୔୊ ୵୧୲୦ ୥ୟ୧୬ ୭୤ ଶ
ሱ⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯ሮ   −(1 + ∆)cosθ                                                                   

(3.11) 

According to (3.8), the criterion of correct phase is still the zero-crossing point in I-path, which 

is not affected by IQ mismatch (as long as Δ is not -1 to totally cancel the signal in I-path). 

In summary, mixed-mode calibration introduces one more state (off) in addition to digital states. 

Consequently, effectiveness of phase calibration is decoupled from resolution of ADC (1-bit 
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ADC is enough for phase calibration of all kinds of QAM modulations) and IQ mismatch. With 

mixed-mode phase calibration, we can first calibrate phase and then calibrate gain. No iteration 

of phase and gain calibration is required. 

An exemplary mixed-mode phase calibration flow chart is shown in Fig. 3.5. 

 

Fig. 3.5 Exemplary flow chart of mixed-mode phase calibration 

Phase calibration with arbitrary phase error 

When phase error can exceed 90°, expression (3.8) will have more than one solution for θ 

(0°,180°,360°, etc.). We will need more constraints to find the solution.  

Suppose we have phase error of 190°. When we sweep phase to 180°, (3.8) is zero. In this case, 

I- and Q-paths will have opposite polarity as original signal. The polarity can be checked by 

turning on I- and Q-path and send predefined training sequence at the end of calibration. By 

checking the polarity of sequence at receiving end, we can know the phase error is 0° or 180°.  
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At this time we can either sweep phase back by 180° more, or just change data polarity in digital 

domain. In most cases, changing polarity by digital means is much easier than by shifting carrier 

phase by 180° more. Moreover, by changing polarity in digital domain, we can reduce required 

phase sweep range from 360° to 180°, which relieves much design burden from phase shifter 

(delay line). 

In addition, if we allow IQ swap in digital domain, we can further limit phase sweep range to 

90°. Suppose we have initial phase error of 100°, and turn off I-path in calibration. As we sweep 

the phase from 100° towards 0°, according to (9), Q-path will first become zero when phase error 

is 90°. At this time, I/Q path is swapped. If we keep phase error of 90° and swap I/Q path data 

output at digital side, then effectively we have no IQ interference. Thus, phase error of exact 

100° can be handled by phase delay of 10° combined with IQ swap.  

In sum, by allowing polarity swap and IQ swap in digital domain, we can limit the phase sweep 

range to 90°. From constellation aspect, the algorithm does follows: first sweep phase to rotate 

symbol from original position (Fig. 3.6(a)) to nearest correct position in any quadrate (Fig. 

3.6(b)), and then map the symbol to correct quadrate by polarity/IQ swap (Fig. 3.6(c)).  

 

Fig. 3.6 Constellation during calibration 
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3.3.3 Circuit Implementation of Phase Calibration Algorithm 

The proposed algorithm is implemented with a finite-state machine (FSM). The diagram is 

shown in Fig. 3.7. The simplified flow is described below. 

 

Fig. 3.7 System diagram with carrier synchronization FSM 

First, after phase adjustment enable signal is asserted (both in TX and RX), the DAC of I path in 

TX will turn off, while DAC in Q path will output ‘1’. The FSM in RX side adjust the delay of 

delay line until output of comparator crosses zero (either from 1 to 0 or from 0 to 1; here assume 

is from 1 to 0 in the following discussion). Save the phase code at zero-crossing point as P1. 

However, P1 might not be the true phase code corresponding to the zero-crossing point of analog 

output (LPF). This may due to the hysteresis in comparator. In order to avoid the interference of 

noise, the flipping threshold of comparator from 0 to 1 (T0-1) is greater than 0 mV. Similarly, the 

threshold from 1 to 0 (T1-0) is lower than 0 mV. Suppose the first flip is from 1 to 0, then phase 

code P1 is corresponding to hysteresis threshold T1-0. In order to find the true zero-crossing 

point, phase code is swept backwards. Then the phase code P2 (flip from 0 to 1) corresponds to 

hysteresis threshold T0-1. Since hysteresis is symmetric, i.e., T0-1+ T1-0=0, we can use 

P=(P1+P2)/2 as the estimate of the phase code corresponding to true analog zero-crossing point 
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(Fig. 3.8). This finished phase sweep in phase adjustment algorithm. Meanwhile, algorithm will 

detect the zero-crossing point is in I-path or Q-path as first step of IQ map. If the zero-crossing 

point is in I-path, then no IQ swap is required (only polarity swap is likely). On the other hand, if 

the zero-crossing point is in Q-path (while TX turns off I-path not Q-path), then IQ swap is 

necessary. 

 

Fig. 3.8 Dual direction sweep for ADC with hysteresis 

After phase sweep, polarity check enable signal is asserted in both TX and RX. I-path is turned 

on again in TX. A pre-defined fix data symbol is sent from TX. After receiving in RX, the FSM 

detects whether the received symbol has correct polarity compared to pre-defined symbol. 

Polarity swap will be performed when received symbol has opposite polarity with pre-defined 

symbol. 
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The whole flow chart is shown in Fig. 3.9. 
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Fig. 3.9 Complete flow chart of algorithm 
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3.3.4. Phase Calibration with DC Offset 

Suppose there is DC offset ε, so that the output of I-path is (with I-path gain of (1+Δ)): 

(1 + ∆)sin (θ − θc) + ε 

Where θ is current phase and θc is actual phase delay for compensation. And the stop criterion of 

phase fine tune becomes: 

(1 + ∆) sin(θ − θc) + ε = 0 => ߠ  = asin ቂ−
ε

1 + ∆
ቃ + θc 

This means DC offset brings in error for phase calibration. 

In order to eliminate this error, we can do phase fine tune twice. First, we scan with I off and 

Q=1 in TX; then we scan with I off and Q=0 in TX. In second case, the output of I-path 

becomes: 

−(1 + ∆)sin(θ − θc) + ε 

And the output phase by algorithm is: 

asin ቂ
ε

1 + ∆
ቃ + θc 

Due to the fact that asin is an odd function, we have asin ቂ ିε
ଵା∆

ቃ = − asin ቂ ε
ଵା∆

ቃ. Therefore, by 

averaging the two phase codes obtained in two scans, we can know the correct phase code with 

DC offset.  

This method can also be used to calibrate DC offset (when phase code is the same for Q=1 and 

Q=0, then DC offset is 0 for I path). The advantage of this method over statistical method 

(transmit 0 and 1 in TX, and count received 0 and 1 in RX) is that it can have better sensitivity. 

When offset is small, statistical method may not be able to detect offset (received data are 
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correct), but this offset may be important when the gain of RX drops for some reason. Suppose 

the signal amplitude is A, then sensitivity of traditional method is A (i.e., can detect offset as 

small as A). On the other hand, with this method, the sensitivity to offset is Asin(2πΔt∙fc), where 

fc is carrier frequency. This sensitivity can be much better than traditional method.  

3.4. OPTIMAL PHASE WITH NON-LINEAR-PHASE-DELAY MEDIUM 

3.4.1 Basics of Transmission Line 

When shall we consider transmission line effect 

When we talk about "signal goes through interconnect", we are actually talking about the 

phenomenon that an electromagnetic (EM) wave traveling through a waveguide. When the 

waveguide is short compared with wavelength, phase difference of points in the waveguide can 

be ignored, and the waveguide can be modeled as lumped R-L-C. On the other hand, when 

waveguide is long compared with wavelength, it should be modeled as a transmission line since 

points in waveguide can have significant phase difference. As a rule of thumb, when wire is 

longer than 1/4 of wavelength (λ/4), then the wire must be modeled as a transmission line. For 

our application with highest carrier frequency of 2.4 GHz, when trace is longer than 10mm, then 

transmission line effect must be considered [3.4]. 

Impedance discontinuity 

EM wave will travel smoothly through the medium if the characteristic of medium is constant. 

However, when the characteristic of medium changes at some point, part of the energy in 

incident wave will  reflect back. For transmission line, we use characteristic impedance (Z0) to 

describe its characteristic. When one transmission line connects to another transmission line with 

different characteristic impedance or terminated by an impedance different from its characteristic 
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impedance (impedance discontinuity), then reflection appears at the boundary of two 

transmission lines. Incident wave and reflected wave add together and become stand wave in 

transmission line [3.5]. 

For any practical RF system, transmission line interconnect between modules will not be 

infinitely long. The end of the transmission line will be the input point of one module (Fig. 

3.10(a)). If the termination impedance is not perfectly matched to characteristic impedance of 

transmission line, then reflection exists in boundary (Fig. 3.10(b)).  

Module 
1

Module 
2

Transmission Line
Module 

2

Incident wave
Reflected wave

(a) (b)  

Fig. 3.10 Transmission line effect 

The reflected wave will have the same frequency as the incident wave but not necessarily the 

same amplitude and phase. The phase and amplitude differences between incident wave and 

reflected wave are decided by reflection coefficient Γ. Γ can be expressed with respect to input 

impedance Zin and characteristic impedance Z0 as: 

Γ =
Z୧୬ − Z଴

Z୧୬ + Z଴
= |Γ|eି୨஘ 

At boundary of transmission line and module, suppose we have incident wave of V(t) and 

reflection coefficient of Γ, then the stand wave at boundary can be expressed as (1+Γ)V(t) .  
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3.4.2 Cause of Non-linear Phase Delay (Dispersion) 

Non-linear phase due to reflection 

Consider the incident wave with phase velocity of c and frequency of f. Its initial phase at the 

start of transmission line is 0. When it goes through transmission line with length of l, the phase 

of incident wave at the boundary between transmission line and RF module 2 is θ0=l*c/f. This 

phase is linear with frequency f. With reflection coefficient of Γ, the effective phase θ1 at input 

of module 2: 

θଵ = arg ൣeି୨θబ(1 + Γ)൧ = arg ൣeି୨θబ൫1 + |Γ|eି୨θ൯൧ 

It can also be shown with vector plot (Fig. 3.12): 

 

Fig. 3.12 Standing wave formation 

Thus, the actual phase at boundary depends on not only electrical length of trace, but also 

reflection coefficient. 

To make things even more complicated, reflection coefficient Γ is not constant with frequency. 

This can be understood by the expression of Γ. The input impedance of RF module 2 is not 

constant with frequency, as there are capacitive and inductive components in Zin which changes 

with frequency. This is the main factor responsible for the change of Γ. On the other hand, 

practical low-cost waveguides are far from ideal (especially PCB trace), and the Z0 can also vary 

with frequency. With those two factors, Γ will change with frequency. With frequency-variant Γ, 
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phase change at the input of module 2 is no longer linear with frequency. Now consider the time 

delay of stand wave: 

tୢ =
θଵ

f  

where f is the frequency of traveling wave. Since θ1 is not linear with frequency f, td is no longer 

constant. Thus, traveling waves of different frequencies have different time delays going through 

the same waveguide. In other words, traveling waves of different frequencies have different 

velocity. This means there is dispersion in medium due to reflection. 

How significant the dispersion is depends on reflection. When reflection is weak, |Γ|<<1, stand 

wave phase θ1 is very close to phase of incident wave θ0. On the other hand, when reflection is 

strong, the magnitude of reflection wave can be significant and phase of stand wave can deviate 

from incident wave, inducing strong non-linear phase delay (with respect to frequency).  

Effect of non-linear phase delay on modulated tone 

In the above, we discussed about the effect of non-linear phase delay on single tone. For 

modulated tone, now consider a baseband sinusoidal wave s(t)=cosωbt modulated by carrier 

c(t)=cosωct. The modulated signal can be expressed as: 

A(t)= cosωbt∙ cosωct=0.5*(cos(ωc+ωb)t+cos(ωc-ωb)t) 

 

Fig. 3.13 Frequency moving by mixing 
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Thus, by modulation we have two tones around carrier frequency. Then the modulated signal 

goes through waveguide and appears at RX side (properly with reflection). Suppose at RX side 

the effective phase delay for frequency (ωc+ωb) is θh, while for frequency (ωc-ωb) is θl. On the 

other hand, the amplitude for frequency (ωc+ωb) is Ah, while for frequency (ωc-ωb) is Al.  

R(t)= Ah ∙cos[(ωc+ωb)t+θh]+ Al ∙cos[(ωc-ωb)t+θl] 

 

Fig. 3.14 Upconverted signal after waveguide 

In RX, we use in-phase carrier with phase θrx to demodulate the signal. The demodulated signal 

can be expressed as: 

R_mixer_I(t)= {Ah ∙cos[(ωc+ωb)t+θh]+ Al ∙cos[(ωc-ωb)t+θl]}∙cos(ωct+θrx) 

=0.5Ah*{cos(ωbt+θh-θrx)+ cos[(ωb+2ωc)t+θh+θrx]} + 0.5Al*{cos(ωbt-θl+θrx)+ cos[(-

ωb+2ωc)t+θl+θrx]} 

R_LPF_I(t)= Ah∙cos(ωbt+θh-θrx)+ Al∙cos(ωbt-θl+θrx) 
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Fig. 3.15 Downconversion 

Similarly, for quadrature carrier with phase π/2+θrx, the interference due to in-phase component 

can be expressed as: 

R_LPF_I(t)= Ah∙sin(ωbt+θh-θrx)- Al∙sin(ωbt+θrx-θl) 

We want to find a phase so that signal strength after in-phase demodulation can be maximal 

while interference to quadrature demodulation can be minimal. This optimal phase θrx is found 

by vector calculation: 

 

Fig. 3.15 Vector calculation of optimal RX phase 

For waveguide with same Ah and Al (amplitude of frequency response is flat within bandwidth of 

modulated signal), θrx =(θh+θl)/2. If the waveguide is further without dispersion (linear phase 

delay), then phase delay for carrier frequency ωc is (θh+θl)/2 (since ωc=[(ωc+ωb)+(ωc-ωb)]/2, with 

linear phase delay with frequency ωc=(θh+θl)/2) (Fig. 3.16). This means that for a waveguide 



34 

 

with flat frequency response within modulated signal bandwidth and without dispersion, the 

optimal carrier phase for in-phase demodulation equals to the phase delay of carrier frequency. 

 

Fig. 3.16 Vector calculation for dispersion-free case 

 On the other hand, if the waveguide has non-ideal phase-frequency response, the optimal carrier 

phase to completely cancel IQ interference will deviate from carrier phase, i.e., θc no longer 

equals to optimal RX carrier phase θrx. This can be seen from Fig. 3.17. 

 

Fig. 3.17 Vector calculation for dispersive case  

Generalization for complex single-tone baseband signal 

For complex single-tone signal, the result is similar to that of real single-tone signal. The 

calculation is as follows. Suppose we have complex baseband signal of e୨ωా୲, then the signal 

after mixing with in-phase carrier (e୨ωి୲ + eି୨ωి୲) will become ൫e୨(ωిାωా)୲ + eି୨(ωిିωా)୲൯. After 

channel, suppose the phase shift for upper sideband is θh while for lower sideband is θl (and with 

flat magnitude response), then the RF signal after channel becomes ൫e୨[(ωిାωా)୲ାθ౞] +
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eି୨[(ωిିωా)୲ାθౢ]). When it is down-converted by quadrature carrier (e୨(ωి୲ାθ) − eି୨(ωి୲ାθ)) and 

low-pass filter, the residue signal is ൫e୨[ωా୲ିθౢାθ] − e୨[ωా୲ାθ౞ିθ]൯. According to Euler’s formula, 

the IQ interference can be expressed as: 

cos(ω୆t − θ୪ + θ) + jsin(ω୆t − θ୪ + θ) − cos(ω୆t + θ୦ − θ) − jsin(ω୆t + θ୦ − θ) 

= −2 sin ൬θ −
θ୦ + θ୪

2 ൰ sin ൬ω୆t +
θ୦ − θ୪

2 ൰ + 2݆cos (ω୆t +
θ୦ − θ୪

2 ) sin ൬θ −
θ୦ + θ୪

2 ൰ 

Its power can be expressed as: 

0.5 ∙ ൤4 sinଶ ൬θ −
θ୦ + θ୪

2 ൰ + 4 sinଶ ൬θ −
θ୦ + θ୪

2 ൰൨ = 4 sinଶ ൬θ −
θ୦ + θ୪

2 ൰ 

The optimal phase of quadrature carrier to eliminate IQ interference is (θh+θl)/2. This is the same 

as the real signal case. 

The above discussions have been verified by Matlab simulation. First, we simulate an dispersion-

free channel, where θh=π/6, θc=0 and θl=-π/6. We simulate two cases: (a) TX turns on I path and 

sends a single tone baseband signal, and turn off Q path and (b) TX turns on I path, sends DC 

baseband signal and turns off Q. In RX side, we use carrier phase=θc=0 for demodulation. The 

simulation result is in Fig. 3.18(a) and Fig. 3.18(b).  It can be seen that in RX side, there is no 

I/Q interference in this case. This means the same RX demodulation phase works for both TX 

sends single tone and sends DC. 
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(a) 

 
(b) 

Fig. 3.18 RX demodulation result with TX (a) I sends single tone and Q off (b) I sends DC and Q 

off in a dispersion-free channel 

Then, we simulate an dispersive channel, where θh=π/6, θc=0 and θl=-π/2. We simulate two 

cases: (a) TX turns on I path and sends a single tone baseband signal, and turn off Q path and (b) 

TX turns on I path, sends DC baseband signal and turns off Q. In RX side, we use carrier 

phase=θc=0 for demodulation. The simulation result is in Fig. 3.19(a) and Fig. 3.19(b).  It can be 

seen that in RX side, there is no I/Q interference when TX sends DC baseband signal, but there is 
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I/Q interference when TX sends single tone baseband signal. Therefore demodulation phase of θc 

only works for the case when TX sends out DC baseband signal. 

 
(a) 

 
(b) 

Fig. 3.19 RX demodulation result with TX (a) I sends single tone and Q off (b) I sends DC and Q 

off in a dispersion channel. θrx=θc 

After that, we simulate an dispersive channel, where θh=π/6, θc=0 and θl=-π/2. We simulate two 

cases: (a) TX turns on I path and sends a single tone baseband signal, and turn off Q path and (b) 

TX turns on I path, sends DC baseband signal and turns off Q. In RX side, we use carrier 
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phase=(θh+θl)/2 for demodulation. The simulation result is in Fig. 3.20(a) and Fig. 3.20(b).  It 

can be seen that in RX side, there is no I/Q interference when TX sends single tone baseband 

signal, but there is I/Q interference when TX sends DC baseband signal. Therefore demodulation 

phase of (θh+θl)/2 only works for the case when TX sends out single tone baseband signal. 

 
(a) 

 
(b) 

 
Fig. 3.20 RX demodulation result with TX (a) I sends single tone and Q off (b) I sends DC and Q 

off in a dispersion channel. θrx=(θh+θl)/2 

We can also check the phase relationship of carrier in transmitted signal and carrier in RX. First 

we have a dispersion-free channel where θh=π/6, θc=0 and θl=-π/6. TX turns on I-path with 

baseband single tone signal and turns off Q-path. The time domain waveform is shown in Fig. 
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3.21. It can be seen that optimal RX demodulation phase θrx=θc and they all align well with 

modulated TX signal after channel. 

 

Fig. 3.21 Time-domain waveform with dispersion-free channel 

On the other hand, when channel is dispersive with θh=π/6, θc=0 and θl=-π/2, the optimal 

demodulation phase no longer equals to θc (Fig. 3.22). It can be seen from Fig. 3.22 that in RX 

side carrier with optimal demodulation phase θrx=(θh+θl)/2 aligns well with TX modulated signal, 

but carrier with carrier phase θc does not align with modulated signal well. 
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Fig. 3.22 Time-domain waveform with dispersion channel 

From discussion above, we can see that the optimal phase for demodulation in dispersive channel 

depends on the signal power spectral density (PSD). Next we will discuss the optimal phase for a 

random signal, where channel condition and signal statistics in frequency domain are known in 

priori. 

3.4.3 Optimal Phase for Broadband Coherent Demodulation 

For single-tone signal, phase that completely cancels IQ interference at RX can be found (though 

it can be different from carrier phase at RX). On the other hand, if the signal has more frequency 

components, it is possible that the optimal phase could not completely cancel IQ interference, but 

reduce IQ interference power to minimum level. 

Optimal phase for two-tone signal 

Let’s first consider simple two-tone case. Suppose we have signal with two tones at ωb1 and ωb2. 

Further assume  the magnitude response is flat (unity) for interested band. The received RF 

signal can be expressed as: 
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R(t)= cos[(ωc+ωb1)t+θh1]+ cos[(ωc-ωb1)t+θl1] + cos[(ωc+ωb2)t+θh2]+ cos[(ωc-ωb2)t+θl2] 

After downconversion and LPF, the residue IQ interference is: 

R୐୔୊ି୍(୲) =  sin(ωୠଵt + θ୦ଵ − θ୰୶) −  sin(ωୠଵt + θ୰୶ − θ୪ଵ) +  sin(ωୠଶt + θ୦ଶ − θ୰୶)

−  sin(ωୠଶt + θ୰୶ − θ୪ଶ) 

                   =  2sin ൬
θ୦ଵ + θ୪ଵ

2 − θ୰୶൰ cos ൬ωୠଵt +
θ୦ଵ − θ୪ଵ

2 ൰

+  2sin ൬
θ୦ଶ + θ୪ଶ

2 − θ୰୶൰ cos ൬ωୠଶt +
θ୦ଶ − θ୪ଶ

2 ൰ 

The power of IQ interference is: 

P୐୔୊ି୍(୲) =  2sinଶ ൬
θ୦ଵ + θ୪ଵ

2 − θ୰୶൰ + 2sinଶ ൬
θ୦ଶ + θ୪ଶ

2 − θ୰୶൰ 

In order to minimize interference power, its derivative with regard to θrx should be zero: 

dP୐୔୊ି୍(୲)

dθ୰୶
=  4sin ൬

θ୦ଵ + θ୪ଵ

2 − θ୰୶൰ cos ൬
θ୦ଵ + θ୪ଵ

2 − θ୰୶൰

+ 4sin ൬
θ୦ଶ + θ୪ଶ

2 − θ୰୶൰ cos ൬
θ୦ଶ + θ୪ଶ

2 − θ୰୶൰ 

                            =  2sin(θ୦ଵ + θ୪ଵ − 2θ୰୶) + 2sin(θ୦ଶ + θ୪ଶ − 2θ୰୶) = 0 →  θ୰୶

=
θ୦ଵ + θ୪ଵ + θ୦ଶ + θ୪ଶ

4  

 Under those assumptions, the phase at RX for minimizing interference power is just the average 

of θh and θl of two tones. 

Optimal phase for signal with arbitrary power spectral density 
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For arbitrary wide-sense-stationary random process x(t), we can use Fourier transform for 

random process: 

X(ω) = න x(t)eି୨ω୲dt
ା∞

ିஶ

 

where X(ω) is a random variable with its variance proportional to power spectral density (PSD) 

of random process x(t). Thus x(t) can be expressed as Riemann integral of X(ω) [3.6]: 

x(t) =
1

2π
න X(ω)e୨ω୲dω
ା∞

ିஶ

 

For every differential element X(ω)ejωtdω, it is up-converted by in-phase carrier, then pass the 

channel (with phase shift), and down-converted by quadrature carrier. The interference signal 

can be expressed as: 

x୧(t) =
1

2π
න X(ω) ∙ ൫e୨[ିθౢାθ] − e୨[θ౞ିθ]൯e୨ω୲dω
ା∞

ିஶ

 

According to Parseval’s theorem, the average interference power Pi will be: 

P୧ = lim
୘→∞

∫ |x୧(t)|ଶdt୘
ି୘

2T = lim
୘→∞

1
2π ∙ 2T

න หX(ω) ∙ ൫e୨[θౢ(ω)ାθ] − e୨[θ౞(ω)ିθ]൯หଶ
dω

ା∞

ିஶ

 

= lim
୘→∞

1
2π ∙ 2T

න 4|X(ω)|ଶsinଶ(θ −
θ୦(ω) + θ୪(ω)

2 )dω
ା∞

ିஶ

 

Let θ୦୪(ω) = [θ୦(ω) + θ୪(ω)]/2, then the mean average power then is equal to: 

E[P୧] = lim
୘→∞

E ൥
∫ |x୧(t)|ଶdt୘

ି୘
2T

൩ = lim
୘→∞

1
2π ∙ 2T

න E[|X(ω)|ଶ]sinଶ(θ − θ୦୪(ω))dω
ା∞

ିஶ
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Using Wiener-Khinchin theorem, the power spectral density S(ω) just equals to 

lim
୘→∞

୉[|ଡ଼(ω)|మ]
ଶ୘

[3.7]. Thus, the mean average interference power can be expressed with respect to 

the power spectral density S(ω) of baseband signal: 

E[P୧] =
1

2π
න S(ω)sinଶ(θ − θ୦୪(ω))dω
ା∞

ିஶ

 

Since θhl(ω) (which is constant channel characteristic) and S(ω) (which is statistical characteristic 

of baseband channel) can be known a priori, it is possible to obtain a optimal demodulation 

carrier phase θ to minimize mean average power. The optimal phase θ can be calculated by set 

derivative of E[Pi] w.r.t. θ to zero: 

1
2π

න 2S(ω)sin2[θ − θ୦୪(ω)]dω
ା∞

ିஶ

= 0 

This is a transcendental equation. For linear phase delay (channel without dispersion), θhl(ω)= θhl 

is constant, then the solution of θ is θhl= (θh+θl)/2 which agrees with the result in 4.2. Under the 

assumption of weak dispersion, i.e., θhl(ω) only changes weakly with ω, the optimal θ will be 

very close to θhl(ω). Consequently we can assume sin2[θ-θhl(ω)]≈2[θ-θhl(ω)]. So the optimal θ is: 

θ ≈
∫ S(ω)θ୦୪(ω)dωା∞

ିஶ

∫ S(ω)dωା∞
ିஶ

 

Therefore it is possible to analytically obtain optimal RX demodulation carrier phase in a weakly 

dispersive channel, assuming signal statistics and channel frequency response is known. In order 

to measure θhl(ω), we can send single tone baseband signal with frequency ω in TX I path and 

turn off TX Q path, and sweep optimal demodulation carrier phase in RX for each ω.  
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Chapter Conclusion 

This chapter introduces carrier synchronization of MRFI. The phase-based algorithm was 

proposed and simulation-verified by Yilei Li, the chip was designed and tested by teamwork of 

Weihan Cho, Yilei Li, Yanghyo Kim, Yuan Du, Jieqiong Du, Chien-Heng Wong and Sheau-

Jiung Lee. The analysis of optimal demodulation phase in dispersive channel was performed by 

Yilei Li. 

 

  



45 

 

CHAPTER 4 

EXPERIMENT RESULTS OF MRFI WITH CARRIER 
SYNCHRONIZATION 

 

The RTL code of FSM was simulated with SPICE netlist of the MRFI system by using mixed-

signal simulation tools. The carrier frequency in simulation is 3 GHz, and the delay-line 

resolution is 1 ps. The FSM runs at 100 MHz clock, and the bottleneck of calibration time is LPF 

settling time. The simulation results of both LPF and comparator outputs throughout the carrier 

synchronization process are shown in Fig. 4.1. During the phase tuning process, I-path is first 

turned off in TX. When the FSM is at the phase tuning state, the I-path filter output decreases 

from +220 mV and crosses 0 mV roughly at 950 ns, and renders the comparator output jumping 

from 1 to 0 at the same time. When FSM detects the comparator output change, it stops the fine-

tuning of phase and records the resultant phase code. Since it is the I-path LPF output instead of 

the Q-path that crosses zero, no I/Q swap is required. On the other hand, Q-path LPF output 

reaches its maxima at this specific phase code, which validates our analysis in the previous 

section. After finishing phase tuning, the FSM begins the process for polarity calibration by 

transmitting 1 via both I- and Q-path. The output of LPF becomes maxima for both paths, and 

comparator output becomes 1 for both paths as well. Correspondingly, polarity swap bits are set 

to 0. The simulated LPF and comparator output eye diagrams before and after phase 

synchronization are shown in Fig. 4.2. Initially, the phase error is near 45˚ and I/Q signals would 

cancel each other if they have opposite polarities. After synchronization, simulated LPF 

output/comparator outputs are nearly ideal.  
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Fig. 4.1 Simulated LPF and ADC output during carrier synchronization 

 

Fig. 4.2 Simulated eye diagram before and after carrier syncrhonization 
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The MRFI chip [2.9] has been implemented with TSMC 28nm HPC technology. The whole test 

chip occupies 2 mm x 1.5 mm. The test chip is pad limited, and each 10Gbps data link only 

occupies 80 μm x 100 μm (Fig. 4.3).  The total power consumption of 4-lane MRFI transceivers 

(including carrier generation) is 38 mW. The chip is configured by UART serial communication 

protocol.   

 

Fig. 4.3 Chip micrograph of MRFI chip 

The test board is shown in Fig. 4.4. There is a 2-inch FR4 wire interconnect between one TX 

chip and one RX chip.  
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Fig. 4.4 Test board of MRFI interconnect 

The RX carrier phase is controlled by FSM. We measure output eye diagram before and after 

carrier synchronization. The RX output is the output of ADC (comparator). Before carrier 

synchronization, the eye cannot be observed in the eye diagram of RX output (Fig. 4.5(a)). This 

is due to I/Q interference. Without carrier synchronization, bit-error rate is very high, and this 

MRFI transceiver without carrier synchronization cannot be used for data communication. After 

carrier synchronization, we can observe nearly ideal eye diagram at RX output (Fig. 4.5(b)).  
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Fig. 4.5 RX output eye diagram (a) without synchronization and (b) with synchronization 

Chapter Conclusion 

This chapter introduces test results of MRFI. The chip was designed and tested by teamwork of 

Weihan Cho, Yilei Li, Yanghyo Kim, Yuan Du, Jieqiong Du, Chien-Heng Wong and Sheau-

Jiung Lee.  
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Chapter 5 

BACKGROUND OF TERAHERTZ IMAGING SYSTEM 
 

5.1 APPLICATIONS OF TERAHERTZ (THZ) BAND EM WAVES 

EM wave was first described by J. C. Maxwell in 1873, and then verified by H. Hertz with 

experiment. In 1895, W. Roentgen discovered X-ray, which is an EM wave with frequency 

between 1017-1020 Hz. Today, EM wave from 102-1024 Hz has been well studied and understood 

(Fig. 5.1) [5.1]. 

 

Fig. 5.1 Frequency bands of EM wave 

EM wave has been extensively used for various applications. Radio waves (102-108 Hz) are 

usually used for radio communication. Microwave and millimeter wave (108-1011 Hz) can be 

used for object detection (radar) and high speed communication. Also water resonating 

frequency lies in microwave band, and microwave oven takes advantage of heat produced in 

resonating for cooking. Infrared and visible light bands (1011-1015 Hz) are mostly used for 

imaging. For instance, human eye uses EM wave in visible light band for imaging. For frequency 

band above ultraviolet (>1015 Hz), EM wave has significant interaction with organic tissues. 

Ultraviolet EM wave can eliminate certain bacteria. X-ray and gamma ray are used for medical 

imaging and treatment. However, since X-ray and gamma ray are ionizing radiation, the total 
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exposure amount of human body to EM wave in such high frequency band needs to be strictly 

controlled. 

Terahertz is frequency band between 300 GHz and 3 THz, which lies in infrared band. Terahertz 

band has unique features that make it highly useful in imaging applications. First, it can penetrate 

common materials, such as fabric, water and skin. In addition, EM wave in THz is non-ionizing 

radiation. Therefore it is safe to use THz on human body. 

THz wave has been used for security screening [5.2], medical imaging [5.3] and archeology 

[5.4]. Since THz wave can penetrate clothes and other fabrics, hidden weapons under clothes can 

be detected by THz wave (Fig. 5.2). In addition, THz wave security screening is safer than X-ray 

as THz wave does no harm to human body.  

 

Fig. 5.2 THz security screening 

THz wave also finds application in medical imaging. Unlike X-ray, THz wave can penetrate skin 

without any damage to human tissue. Therefore it is useful for imaging tissues under skin. It is 

also useful for dentistry, as a potential substitute for X-ray (Fig. 5.3). 
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Fig. 5.3 THz imaging for dentistry 

In addition, THz wave is useful for archeology. Instead of painting new work on a new canvas, 

artist in medieval or renaissance era commonly painted their new work on top of old work on the 

same canvas. Therefore the old work is lost as they have been overridden by new works. This 

action is especially common for frescos. THz EM wave can help us see the old works underneath 

the new painting (Fig. 5.4), which has been proved to be extremely useful for history studies.  

 

Fig. 5.4 THz application in history studies 

5.2 CONVENTIONAL THZ SOURCE AND DETECTORS 

Conventional, titanium-sapphire (Ti:Sapphire) based laser is used as THz sources. In order to 

tune the frequency of source, photo-mixing technique was proposed in [5.5]. The output 
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frequency of laser source depends on the bandgap of material. Photo-mixing takes two 

continuous wave (CW) lasers with frequency of f1 and f2, and uses interference to generate 

frequency component at |f1-f2|.  

In order to implement laser in semiconductor, quantum cascade laser (QCL) has been proposed 

[5.6]. Quantum well structures are formed in semiconductor, which determines the spacing of 

multiple energy sub-bands. Unlike Ti:Sapphire laser, the output frequency of QCL can be 

designed by tuning the quantum well structures, which brings flexibility to QCL THz source. 

An alternative source for low-end of THz band operation is Gunn diode [5.7]. Compared with 

lasers, Gunn diode is more available in commercial market and is more compact.  

For THz detector, conventional solution uses FTIR bolometer or III-V Schottky diode. When 

EM radiation reaches bolometer, the power of radiation is absorbed by absorptive material inside 

bolometer and transformed into heat. The heat increases the temperature of absorptive material in 

bolometer, and therefore the radiation power can be measured from the change of temperature. In 

order to have good sensitivity, bolometer needs to work at extremely low temperature. This 

makes bolometer expensive and bulky. Compared with bolometer, Schottky diode has much 

smaller form factor, but the cut-off frequency is much lower than bolometer. 

In short, the conventional THz sources and detectors are bulky and expensive. In order to make 

THz technique popular, a THz source/detector system with compact size and cost-effective 

design is necessary.    

5.3 CMOS THZ TECHNOLOGY 

Nowadays, the most widely used device technology for semiconductor is CMOS technology. 

CMOS technology uses silicon as substrate, and is cost effective. In addition, the feature size of 
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CMOS device keeps scaling according to Moore’s Law. With feature size scaling, the CMOS 

devices can run faster, and more CMOS devices can be integrated into the same chip. Therefore 

if we can implement THz source and detector with CMOS technology, the cost of THz source 

and detector will be quite low. In addition, analog and digital signal processing blocks can be 

integrated together with CMOS THz source/detector to form a powerful THz system. The 

question is, is it possible to implement CMOS THz system? If it is possible, how to design a 

CMOS THz source/detector system? 

The answer for first question is yes. With feature size scaling, the cut-off frequency of CMOS 

devices grows rapidly. The cut-off frequencies of various CMOS technology nodes are shown in 

Fig. 5.5 [5.8]. It can be seen that after 45-nm technology node, the cut-off frequency of CMOS 

devices is already in THz band. 

 

Fig. 5.5 Cut-off frequencies of various technology nodes 

The second question is harder to answer. This is due to the fact that CMOS THz systems are not 

easy to design. CMOS THz system has several challenges. 
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The first challenge of CMOS THz imaging system is how to obtain surface imaging. The state-

of-art CMOS detectors use power imaging [5.9]. Power imaging works for surface imaging if the 

wavelength of EM wave for imaging is small enough. For example, our eye uses power imaging, 

and the outline of surface can be detected successfully with EM wave in visible light frequency 

band. However, with EM wave in THz band, it is almost impossible to identify detailed surface 

information from power imaging.  This is mainly due to the fact that the path loss change due to 

surface roughness is too small. 

As an example, one setup for power imaging is shown in Fig. 5.6.  

(a)

(b)  

Fig. 5.6 (a) Setup of surface power imaging (b) Surface pattern 

In setup, a reflective surface is mounted on a dielectric (non-reflective) backplane. The distance 

between reflector and THz source/detector is 10 cm, while the surface roughness height of 

surface pattern is 0.25 mm. The THz source/detector works at 300 GHz. The simulation result of 
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power imaging is shown in Fig. 5.7. It is clear that only the outline between reflector can be seen, 

but the surface pattern cannot be detected. This is due to the fact that the path loss due to surface 

roughness height is less than 0.1%, and therefore cannot show in imaging result. 

 

Fig. 5.7 Simulated imaging result of power imaging. The path loss is assumed to be square-law. 

The second challenge is low cut-off frequency of CMOS devices. Though the cut-off frequencies 

of CMOS devices in advanced technology node is already in THz band, it is still not high 

enough. On the other hand, the resolution of THz imaging system is determined by radiation 

frequency. The resolution limit defined by diffraction of THz imaging system can be expressed 

as: 

2 2
cd

NA NA f


 
                                                      (5.1) 

where d is resolution limit, λ is the wavelength of radiation, NA is numerical aperture, c is speed 

of light, and f is the frequency of radiation. With higher radiation frequency, resolution limit 

decreases, which means that better resolution can be achieved.  

The third challenge of CMOS THz system is calibration problem. For a reliable THz system, 

routine self calibration of THz source is necessary, as the work condition and environment may 
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change over time. For example, when supply voltage and/or environment temperature change, 

the oscillation frequency of THz source may change. Those variation need to be tracked by 

routine calibration. 

However, current standard calibration setup for THz source is very bulky and expensive. 

Standard test equipment for THz source is FTIR system with bolometer. Since bolometer needs 

cooling for sensitivity, liquid helium is necessary. This makes FTIR bolometer very bulky and 

expensive (Fig. 5.8). 

Fig. 5.8 FTIR bolometer with liquid helium 

An alternative way for source characterization is harmonic mixer with spectrum analyzer. 

Harmonic mixer uses super harmonic of carrier to mix down radiation, and spectrum analyzer is 

used to observe power spectral density (PSD). The drawback of this method is that its 

characterization range is defined by the working range of spectrum analyzer, and it is hard to 

capture the wideband (e.g., 300 GHz-2 THz) PSD of radiation. 
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Chapter Conclusion 

This chapter introduces the state-of-art THz applications and CMOS THz technology. For 

CMOS THz technology, we have many challenges to address.  
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Chapter 6 

THZ INTERFEROMETRIC IMAGING 
6.1 PHASE-BASED IMAGING 

In Chapter 5, power imaging has been proved to be improper for surface imaging. The relative 

reflected power change can be expressed as: 

2P h
P D
    

                                                       (6.1) 

where Δh is the change of surface roughness height, D is the average distance between reflector 

and source/detector. Δh is usually smaller than 1 mm, while D is greater than 10 cm. Therefore 

ΔP is too weak to be identified. On the other hand, phase of EM wave is more sensitive to 

surface roughness. The phase difference of reflected wave due to surface roughness height 

change can be expressed as: 

4 h



 
                                                           (6.2) 

where λ is the wavelength of radiation EM wave. As λ of THz EM wave is within the range of 

0.1 mm – 1mm, the phase change is very sensitive to surface roughness height change. 

The same setup in Fig. 5.6 was simulated with phase and power imaging, as shown in Fig. 6.1. 

For 0.25-mm surface roughness height change, phase imaging can clearly identify the surface 

pattern while power imaging cannot. 
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Fig. 6.1 Comparison of power and phase imaging 

Conventional way for phase imaging is interferometry with beam splitter. The setup of 

interferometric imaging is shown in Fig. 6.2 [6.1].  

 

Fig. 6.2 Interferometric imaging 
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The beam from source is split into two identical beams by beam splitter. One beam (object 

reflection beam) travels to reflective object, and is reflected to detector. The other beam 

(reference reflection beam) travels to reference mirror, and is reflected back to detector. The total 

path length of reference reflection beam is d0+2d2+d1, while the total path length of object 

reflection beam is d0+2d3+d1. Suppose we use square-law detector, the output of detector is: 

2
0 1 2 0 1 3

2 3

2 2
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           (6.3) 

where Ai is the amplitude of reference beam, Ar is the amplitude of object reflection beam. The 

output after low-pass filter (LPF) is: 

2 2
2 3

2 3
4 ( )( ) cos

2 2
i r

LPF i r
A d dAY d d A A 




   
                       (6.4) 

It can be seen that the output of square law detector after LPF is a function of path difference of 

two beams. The wavelength of frequency component in radiation also plays a part in output. 

When distance d3 changes due to surface roughness height change, the output of detector 

changes due to phase relation between object reflection beam and reference beam changes. 

Equation (6.4) is the case for one-tone radiation. If multiple tones exist in radiation, the output of 

square-law detector after LPF can be expressed as: 

2 2
2 3

2 3
1

4 ( )( ) cos
2 2

m
ik rk

LPF ik rk
k k

A A d dY d d A A 


 
    

 


                  (6.5) 

where Aik, Ark and λk are the reference beam amplitude, object reflection beam amplitude and 

wavelength of k-th harmonic in radiation, respectively.  
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If we look into (6.5) more carefully, we can see that if we keep d2 and move d3, measure output 

of Y at every d3 and perform Fourier Transform upon Y with regards to variable d3, multiple 

peaks at spatial frequencies of 2/λ1, 2/λ2, 2/λ3,… 2/λm will appear in Fourier Transform. The 

interferometer is essentially doing time-space transform, which transforms time-domain 

frequency component fi in radiation into spatial-domain frequency component 2/λi, where λi =c/ 

fi. 

6.2 CMOS INTERFEROMETRIC IMAGING 

Interferometric imaging can capture the surface roughness information by detecting phase 

change of reflective wave, which solve the challenge of surface imaging. However, it would be 

bulky to put a beam splitter along with CMOS THz imaging system. We need a compact design. 

A compact CMOS interferometric imaging has been proposed in [6.2]. We count on two key 

observations (made by Dr. Al Hadi in [6.2]) for THz interferometric imaging to achieve compact 

design. 

The first key observation is that antenna is THz band is reciprocal. With reciprocity, antenna can 

transmit and receive THz radiation simultaneously. In conventional interferometric imaging 

design, optical design is used and coupler is not reciprocal. Therefore we need to split incident 

beam into two beams and use coupler to receive both in detector. For THz design, we can use the 

same antenna for receive and transmit. Therefore beam splitter can be saved, which makes 

design compact. The setup diagram with reciprocal antenna for THz interferometric imaging is 

shown in Fig. 6.3.  



63 

 

 

Fig. 6.3 THz interferometric imaging with reciprocal antenna 

In Fig. 6.3, an antenna is used for both transmit and receive. A circulator is used to couple 

incident wave from source to antenna, and to couple reflective wave from antenna to detector. 

Reference beam is coupled from source directly to detector. 

The second key observation is that CMOS THz source and detector for inteferometric imaging 

can be one. The second-order non-linearity of MOSFET I-V curve makes MOSFET a good 

square law detector. 

v
i

V

I

Bias 
point

2 3
1 2 3 ...m m mI g V g V g V       

Use strong gm2

in MOSFET!  

Fig. 6.4 I-V curve of MOSFET 

The I-V curve of MOSFET is shown in Fig. 6.4. Around certain bias point, the incremental 

current ΔI with regards to incremental voltage ΔV can be approximated by Taylor expansion: 

2 3
1 2 3 ...m m mI g V g V g V                                        (6.6) 
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where gmi is i-th order nonlinearity coefficient. For MOSFET, gm2 is strong, and therefore it can 

work as a detector. 

The principles of CMOS source/detector is explained as follows. First, we explain how CMOS 

THz source generates THz radiation. A CMOS THz triple-push oscillator is shown in Fig. 6.5 as 

an example in explanation. 

 

Fig. 6.5 CMOS THz source 

For a triple-push oscillator, suppose the fundamental frequency of oscillator is f. In order to 

oscillate at f, the phase of component at f at node n1 is 0, at node n2 is 2pi/3 and at node n3 is 

4pi/3. Due to the non-linearity of MOSFETs, there also exist harmonics of fundamental tone in 

oscillator. The second harmonic at frequency 2f has 0, 4pi/3, 8pi/3 at three nodes, third harmonic 

at frequency 3f has 0, 6pi/3, 12pi/3 at three nodes, and etc. The incident waves are combined at 

antenna. Due to phase relationships, harmonics at 3f, 6f, 9f,…will be enhanced while other 

harmonics are cancelled. This can be explained as follows. For the general case of n-push 

oscillator, the output at antenna can be expressed as:  
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where Ak is the amplitude of k-th harmonic.  

Using the formula of sum of geometric series 
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equation (6.6) can be reduced to 
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Therefore for triple-push oscillator, ideally only 3f, 6f, 9f remain, while other harmonics are 

eliminated. In real case, mismatch induces remaining frequency components at f, 2f, 4f, … at 

output.  

At the same time the oscillator receives reflected THz radiation, as shown in Fig. 6.6. 

 



66 

 

Fig. 6.6 CMOS oscillator as a THz detector 

The reflective wave is received by antenna, which includes frequency components at 3f, 6f, 9f… 

with phase shift of 4πz/(λ/3), 4πz/(λ/6), 4πz/(λ/9)… The phase shift depends on the distance z 

between source and reflector (imaging object). The reflective wave is coupled to gate of 

MOSFETs.  

Therefore at the gate of MOSFET, the total incremental voltage is the superposition of incident 

frequency components and reflective frequency components. The phase difference between 

incident wave and reflective wave is identified by second-order non-linearity of MOSFET in 

oscillator. The total incremental current flowing through power supply is the sum of three 

incremental currents of three MOSFETs (Fig. 6.7).  

 

Fig. 6.7 Incremental current in CMOS source/detector 

We can analyze the incremental current of one single MOSFET. The input incremental voltage at 

its gate is the superposition of incident wave and reflective wave. The incident wave part can be 

expressed as: 

 
3

1
sin t

m

i ik ik
k

V A k 

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                                            (6.9) 

For reflective wave part: 
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where z is the distance between reflector (imaging object) and THz source/detector. The output 

incremental current after second-order nonlinearity and LPF (by RF choke inductor) is: 
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The incremental current is the difference of phases of harmonics between incident wave and 

reflective wave. The total incremental current can be expressed as: 
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where φk is the phase difference between incident wave and reflective wave of k-th harmonic. 

Again, this is a time-space transform, and time-domain harmonics are transformed into spatial-

domain harmonics. Those spatial-domain harmonics will appear in Fourier Transform plot of i(z) 

if we measure i(z) with regards to various z. Time-space transform can also be used to verify 

whether the CMOS interferometric imager works by Fourier Transform output of current. 

A prototype CMOS interferometric imager, designed and tested by Dr. Yan Zhao and Dr. Al 

Hadi in [6.2], is implemented in TSMC 65nm technology. The interferometric imager is a triple-

push oscillator with fundamental frequency of 117 GHz. After triple-push, the strongest tone in 

incident wave is 117 GHz x 3= 351 GHz. The chip micrograph is shown in Fig. 6.8. 
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Fig. 6.8 Chip micrograph of CMOS interferometric imager 

The frequency components of radiation are characterized by FTIR system, as shown in Fig. 

6.9. We can see strongest tone at 351 GHz, and also harmonics at 700 GHz, 1.05 THz and 1.4 

THz.  
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Fig. 6.9 Radiation frequency components detected by FTIR 
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Then we use time-space transform to verify simultaneous transmit/receive concept. The 

experiment was carried out by Dr. Al Hadi. The experiment setup is shown in Fig. 6.10. We 

put CMOS chip and board on one side, and reflector on the other side. We control x,y,z 

coordinator of reflector by linear stage. In order to enhance signal-to-noise ratio, and optical 

chopper along with lock-in amplifier is used. We keep x, y of reflector but change z. We 

measure Ylock_in(z) with various z. If CMOS oscillator can transmit/receive at the same time 

and identify the phase difference between incident and reflective wave, the Fourier Transform 

of Ylock_in(z) will have peaks at the positions corresponding to the wavelength of components 

in radiation. 

 

 

Fig. 6.10 Setup for CMOS interferometric chip experiments 

The output amplitude of lock-in amplifier with various z is shown in Fig. 6.11. We can see 

periodic waveform which corresponding to spatial-domain harmonics. 
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Fig. 6.11 Lock-in amplifier output  

The Fourier Transform of Ylock_in(z) is shown in Fig. 6.12. It is clear that multiple spatial 

harmonics are present in plot, which verifies that there exists time-space transform by 

oscillator. 
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Fig. 6.12 Fourier transform plot of Ylock_in(z) 

We can further transform back spatial-domain harmonics back to time-domain. This can be 

achieved by following mapping relations from wavelength λ to time-domain frequency: 

c
f

 
                                                                 (6.13) 

where c is speed of light.  The mapped-back time-domain frequency PSD is shown in Fig. 6.13. 

The frequencies components include tones at 351 GHz, 750 GHz, 1.05 THz, 1.4 THz, which 
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have exactly the same frequencies as FTIR result. This verifies that our CMOS oscillator can 

indeed work as both a THz source and detector. In addition, some weak tones at 117 GHz, 234 

GHz and 1.75 THz are present. The 117 GHz and 234 GHz tones are fundamental tone and its 

second harmonic of triple-push oscillator. Those two tones are not detected by FTIR since the 

FTIR system has high-pass characteristics and those tones fall below FTIR’s cut-off frequency. 

In addition, 1.75 THz is the 15th harmonic of fundamental tone. This tone is not detected by 

FTIR system since SNR of FTIR system is not as good as our interferometric system. 
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Fig. 6.13 Mapped-back time-domain frequency components plot 

Then we use CMOS interferometric system for imaging. When doing imaging, we keep z 

coordinator but sweep x and y coordinator of object. We record output amplitude of lock-in 

amplifier at each (x,y) position and plot the density map of lock-in amplifier output as imaging. 

The imaging result is shown in Fig. 6.14. We can clearly see the outline of inscription of the 

object, a 50 cent coin. Since the strongest tone in radiation is 351 GHz tone, the resolution of 

imaging is determined by this frequency. 
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Fig. 6.14 Interferometric imaging result of a 50 cent coin 

Chapter conclusion 

This chapter introduces and analyzes CMOS THz interferometric imaging. The concept of 

CMOS interferometric imaging was proposed by Dr. Richard Al Hadi, the chip was designed and 

tested by Dr. Richard Al Hadi and Dr. Yan Zhao, and the analysis was performed by Yilei Li. 
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CHAPTER 7 

SPATIAL HARMONIC EXTRACTION (SHE) TECHNIQUE 
7.1 BACKGROUND 

The low cut-off frequency of CMOS is a bottleneck for CMOS THz systems. Beyond cut-off 

frequency, the gain of MOSFET is not high enough to maintain oscillation. Therefore it is very 

hard to design a CMOS THz oscillator source with fundamental frequency higher than cut-off 

frequency. With low cut-off frequency, the resolution of CMOS THz imaging is limited by 

diffraction limit.  

One promising way to generate frequency component higher than device cut-off frequency is 

Harmonic Extraction (HE). Due to non-linearity of devices, the MOSFETs in oscillator generate 

the fundamental tone of oscillation as well as harmonics. The idea behind HE is, enhance desired 

harmonic while cancel all other harmonics, which is shown in Fig. 7.1 

 

Fig. 7.1 Output power of frequency components (a) before HE and (b) after HE 

The target of HE is to enhance desired harmonic while cancel all other harmonics. There are two 

key metrics of HE. The first is low-order tone leakage. In reality, the cancellation of low-order 

harmonics is not perfect. Therefore there still exists residue low-order harmonic in output 
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spectrum. On the other hand, before HE, the low-order harmonics usually have much higher 

power than desired harmonic. As a result, with insufficient low-order harmonic suppression, the 

low-order harmonic leakage may have even higher power in output spectrum than desired 

harmonic after HE. If this case happens in HE for imaging, then effectively the resolution is still 

determined by low-order harmonic leakage (with low frequency) rather than desired harmonic 

(with high frequency). Therefore the low-order harmonic leakage should be reduced as much as 

possible in HE. The second metric is processing loss. HE needs certain operation to eliminate 

low-order harmonic and enhance high-order harmonic. This operation may induce power loss. 

With power loss, SNR is degraded. Therefore we need to avoid processing loss as much as 

possible. 

A naive method for HE is by filtering. We can build a band-pass filter to enhance desired 

harmonic at THz while eliminate all other harmonics. This is very hard to achieve for CMOS 

THz system. First it is very hard to manipulate poles and zeros in THz band. Due to high 

frequency nature, the value of inductance and capacitance in filter is extremely small, and can be 

easily offset by process, voltage and temperature variation. In addition, the insertion loss of filter 

at THz can be quite large. Therefore filtering is not a good way for THz HE. 

A common way for CMOS THz HE is time-domain HE [7.1]. A diagram for time-domain HE is 

shown in Fig. 7.2. Time-domain HE has n oscillations with the same frequency components but 

different delays. For k-th delayed branch, the delay is k/n. Then those n delayed versions of 

oscillation are combined at output. Based on equations (6.6)-(6.8), in output ideally only 

frequency at nf, 2nf, 3nf… frequency components remain, while all other harmonics are 

cancelled. Since frequency component at nf usually has much higher power than frequency 

components at 2nf, 3nf,…, the dominant frequency component at output is nf. An exemplary 
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phasor plot for time-domain HE of 4th order harmonic enhancement is shown in Fig. 7.3. 

Geometrically it can be seen how the harmonics cancel or enhance after combination. 
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Fig. 7.2 Diagram of time-domain HE 

 

Fig. 7.3 Phasor plot of time-domain HE for 4th order harmonic  

However there is issue with time-domain HE. The most important issue is low-order harmonic 

leakage. From Fig. 6.13, it can be seen that fundamental harmonic has 30-40 dB higher power 

than high-order harmonics. In order to enhance high-order harmonic while eliminate the effect of 
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fundamental tone, low-order harmonic suppression need to be at least 30-40 dB. On the other 

hand, device delay mismatch exists in CMOS chips. In order to achieve such a high low-order 

harmonic suppression, the phase mismatch must be lower than 15 deg is required [7.2], as shown 

in Fig. 7.4. This phase mismatch translates to delay mismatch of less than 40 fs, which is 

extremely hard to achieve for CMOS devices. As an example of low-order harmonic leakage, the 

output spectral profile of state-of-art CMOS THz source with time-domain HE [7.3] is shown in 

Fig. 7.5. In [7.3], the desired harmonic for enhancement is 4th harmonic at 873 GHz. But we can 

see due to device mismatch, the power of 1st to 3rd harmonic is even higher than desired tone. If 

we use it directly for imaging, the resolution is still limited by low-order harmonics.  
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Fig. 7.4 Phase mismatch vs. low-order harmonic suppression 
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Fig. 7.5 PSD of output in [7.3] 

Another issue of time-domain HE is processing loss. Coupler is used to couple THz oscillations 

with various delays together. The coupler can be lossy at THz band, and therefore SNR is 

degraded. 

7.2 PRINCIPLES OF SHE 

As is explained before, time-domain HE has stringent delay mismatch requirement, and it is very 

hard for state-of-art CMOS technology to achieve required mismatch. For radiation at 1 THz 

period, the period is only 1 ps. To achieve acceptable low-order harmonic suppression, a delay 

mismatch of less than 4% of period which translates to <40 fs is required. In short, it’s very hard 

for current technology to achieve the required time resolution for THz time-domain HE. 

On the other hand, our technology can already achieve precise displacement with precise linear 

stage. The resolution that a low-cost linear stage can achieve is less than 1 μm (Fig. 7.6). For 

radiation at 1 THz, the wavelength in air is 300 μm, so a resolution of 1 μm translates to error of 

less than 0.3%. This is equal to phase mismatch of less than 1 deg. If we can do phase shift in 
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spatial domain instead of time domain, an excellent low-order harmonic suppression can be 

achieved. 

 

Fig. 7.6 Specifications of a low-cost linear stage 

According to our discussion in Chapter 6, interferometric system performs time-space transform, 

which transforms time-domain harmonics into spatial-domain harmonics. Therefore we should 

be able to implement the dual system in spatial domain to achieve spatial-domain phase shift. 

In order to do phase shift in spatial domain, what we can do is to very distance z between THz 

source/detector and reflector. For CMOS interferometric system with distance z0 between 

source/detector and reflector, the phase shift of reflective wave traveling back to detector is 

4πz0/λ, where λ is the wavelength of radiation frequency component. If we vary distance from z0 

to z0+Δz, the phase shift of reflective wave becomes 4π(z0+Δz)/λ. Therefore, by varying distance 

by Δz, an extra phase shift of is 4πΔz/λ induced. By sampling data at specific positions and 

combing data together, the effect of desired harmonic is enhanced while effect of other 

harmonics is cancelled. 

Concretely, suppose we want to enhance n-th harmonic and cancel all other harmonics. 

According to discussion in previous section, we need data with fundamental tone phase shift of 

0, 2π/n, 4π/n,…, 2(n-1)π/n, and add them together. If we want to implement phase shift in spatial 

domain, we start by sampling interferometric data at position z0 (Fig. 7.7).  
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Fig. 7.7 First step of SHE: sample interferometric data at position z0 

At position z0, the incident wave SI(t) can be expressed as: 
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And the reflective wave SR(t) can be expressed as: 
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The output of lock-in amplifier Ylock-in can be expressed as: 
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where φk is a constant phase shift (does not depend on distance z) between incident wave and 

reflective wave. Then we need to have phase shift of 2π/n for fundamental tone in Ylock-in. This 

translates to position displacement Δz=λ/2n (Fig. 7.8). 
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Fig. 7.8 Phase shift of 2π/n by spatial displacement of λ/2n 

At position z0+λ/2n, the incident wave SI(t) does not change. The reflective wave SR(t) can be 

expressed as: 
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The output of lock-in amplifier Ylock-in can be expressed as: 
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We keep moving reflector by step of λ/2n, until z=z0+(n-1)λ/2n. At z= z0+(n-1)λ/2n, the output 

of lock-in amplifier can be expressed as: 
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Then we add those n Ylock-in together. The sum can be expressed as: 
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          (7.7) 

The last step of (7.7) is based on (6.8) and the fact that n-th harmonic is much stronger than 2n-

th, 3n-th… harmonics. 

From equation (7.7), it is clear that after spatial domain phase shift and combination, the n-th 

harmonic is enhanced while all other low-order harmonics are cancelled. Phasor plot of an 

example of Spatial Harmonic Extraction (SHE) for 4th-order harmonic extraction is shown in 

Fig. 7.9.  

 

Fig. 7.9 Phasor plot of 4th-order harmonic extraction by SHE 
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SHE is dual of time-domain HE in spatial domain. For imaging purpose, time-domain HE and 

SHE both work in ideal situation. Time-domain HE enhances and eliminates harmonics in 

radiation. After time-domain HE, ideally the radiation only contains desired tone. It samples only 

once for one image, and ideally the resolution of image is determined by desired tone (Fig. 7.10).   

freq

freq

freq

freq

object

image

data

SF  

Fig. 7.10 Imaging using time-domain HE 

On the other hand, SHE sample multiple times for one image. Each sample contains the effects 

of multiple tones. After summation, only the effect of desired tone is enhanced while the effect 

of all other tones is eliminated (Fig. 7.11). 

 

Fig. 7.11 Imaging using SHE 
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The advantage of SHE is also clear. First, high-accuracy displacement is possible in spatial 

domain, and therefore phase error of phase shift can be kept low. Therefore good low-order 

harmonic suppression can be achieved for THz harmonic extraction. In addition, the processing 

is not lossless for THE. This is due to the fact that data at each position is sampled and digitized. 

Therefore combination of data is just sum in digital domain. By contrast, combination step of 

time-domain HE involves power combination at THz band, which can be lossy and degrade SNR 

of imaging.  

7.3 QUADRATURE SAMPLING 

The output of lock-in amplifier output of interferometric imaging can be written as: 
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Our interferometric imaging for surface profiling is based on one important assumption: the 

amplitude of reflective wave does not change, i.e., the reflection index of surface does not 

change. Therefore the output change of lock-in amplifier is assumed to be solely caused by the 

phase change of reflective wave due to surface depth change.  

However, if the reflection index of surface also changes (i.e., the amplitude of reflective 

changes), then we cannot distinguish the output change of lock-in amplifier due to surface 

depth (which changes phase 4πz/λ) from the change due to reflection index (i.e., Ark). The 

change of both surface roughness height and reflection index is quite common. One example is 

the mosaic plate in Fig. 7.12. 
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Fig. 7.12 A common plate with mosaic which has both surface and reflection index change 

In order to distinguish amplitude change of reflective wave from phase change of reflective 

wave, quadrature sampling is proposed. We first assume that in the reflective wave, only one 

harmonic is dominating. The output of lock-in amplifier can be expressed by: 
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If we move z by λ/8, 2λ/8 and 3λ/8, then the outputs of lock-in amplifier can be expressed as: 
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We can manipulate (7.9) - (7.12) to calculate AiAr: 
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With quadrature sampling, the amplitude change of reflective wave can be tracked. This can be 

very useful to obtain both phase and amplitude information of reflection. With both phase and 

amplitude information of reflective wave, do can combine power and phase for imaging. This 

technique can also be used together with SHE for high-harmonic imaging for enhanced 

resolution. The cost of quadrature sampling is more data required for imaging. This is similar to 

Heisenberg’s uncertainty principle: the product of Δx (position error, which translates to 

resolution in this case) and Δt (measurement time) must be larger than a certain value. 
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7.4 EXPERIMENT RESULTS 

The experiment of SHE is similar to setup in Fig. 7.7, and was carried out by Dr. Al Hadi. To 

verify that SHE works, we checked the output DFT before and after SHE. Before SHE, we 

swept z from z0 to z0+6 mm, and sampled output of lock-in amplifier (Fig. 7.13). In DFT 

result, we can see fundamental tone leakage of the triple-push oscillator at 117 GHz, while the 

strongest tone is at 350 GHz (Fig. 7.14). 

 

Fig. 7.13 Lock-in amplifier output of z sweep 

 

Fig. 7.14 DFT result of lock-in amplifier output 
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We tried to enhance 1.4-THz tone while cancel other tones. The 1.4-THz tone is the 12th 

harmonic of 117 GHz. So we need to combine 12 data with spatial displacement step of λ/24. 

We then swept z, sampled output of lock-in amplifier, and clipped data with 12 different data 

windows. Each data window has z-axis shift of λ /24. Then we add 12 data clips together (Fig. 

7.15). 

...

 

Fig. 7.15 Combination of lock-in amplifier with various phase delay 

Then we do DFT on the sum of 12 clips of data. In DFT, we can see that the 12th harmonic 

enhanced while other harmonics are suppressed (Fig. 7.16). This verifies SHE method.  
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Fig. 7.16 DFT results of waveform after SHE 

Another concern in interferometric imaging is the effect of non-linearity. We try to enhance 

12th harmonic, which has very small power. The non-linearity terms of MOSFET can alias 

other harmonics with 12th harmonic. Since 12th harmonic has small power, we need to make 

sure that output tone at 12th harmonic is actually the effect of 12th harmonic instead of the 

effect of nonlinear aliasing. 

Besides the second non-linearity that can generate a desired DC term corresponding to phase 

difference, third-order and fourth-order and other higher order harmonics can also generate a 

DC term with similar form (see below). 

 

The third-order and fourth-order nonlinearities both alias 2nd harmonic to 4th harmonic. The 

output amplitude corresponding to desired second-order nonlinearity has linear relation to 
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reflective wave amplitude. On the other hand, the output amplitude corresponding to third- and 

fourth-order nonlinearity aliasing has quadratic relation to reflective wave amplitude. 

Therefore we can identify whether output is dominated by square-law detection or high-order 

nonlinearity aliasing by changing the amplitude of reflective wave and measuring the output 

amplitude.  

We then insert attenuator with various attenuation between source/detector and reflector, and 

measure output amplitude of harmonics in Fourier Transform. The results are shown in Fig. 

7.17. It can be seen that the change of output amplitude has linear relation with attenuation. 

Therefore we can conclude that the dominant effect in output is desired second-order 

nonlinearity instead of other higher order nonlinear terms. 

 

Fig. 7.17 Harmonic amplitudes vs. attenuation 

We then use SHE for CMOS THz imaging. The experiment setup is similar to Fig. 7.7. We 

first sample imaging data at z-position z0 by sweeping x-y coordinator of object. This data at z0 

is named as I(z0). I(z0) is the imaging result with 350 GHz tone. If we want to enhance n-th 

harmonic by SHE, we sample imaging data at z0+λ/2n (i.e.,I(z0+λ/2n)), imaging data at 
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z0+2λ/2n (i.e.,I(z0+2λ/2n)),…, imaging data at z0+(n-1)λ/2n (i.e.,I(z0+(n-1)λ/2n)), and add 

I(z0), I(z0+λ/2n), I(z0+2λ/2n),…, I(z0+(n-1)λ/2n) together. We measured imaging result with 

6th harmonic at 700 GHz, 9th harmonic at 1.05 THz and 12th harmonic at 1.4 THz, as shown in 

Fig. 7.18. 

 

 

 

Fig. 7.18 Imaging result with various harmonics in radiation 

It can be seen from Fig. 7.18 that with higher harmonic frequency, the imaging resolution 

becomes better. For 350 GHz imaging, only a brief outline of President Kennedy can be seen. 

With higher harmonic frequency, more and more details are available. When using 1.4 THz 

imaging, even the inscription of “L” and “I” on the coin can be seen. By using SHE, we 

successfully extract high order harmonic with good low-order harmonic leakage. Therefore the 

resolution is determined by desired harmonic instead of low-order harmonic leakage. 
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The main limit of SHE is SNR. Since high-order harmonic has very low power, the SNR after 

SHE is still low. In order to enhance SNR, we can either increase radiation power, or increase 

the integration time of lock-in amplifier. The SNR of 1.4 THz imaging in Fig. 7.16 is around 

6-7 dB, which can be calculated from DFT result in Fig. 7.14. We have 8192-point DFT, 

which translates to 36 dB noise floor reduction. In one-shot sampling, the SNR is around 

32~33 dB. When 12 samples are combined, SNR is enhanced by 11 dB. Therefore SNR is 

estimated to be around 6-7 dB. SNR can also be estimated by referring to the image quality-

SNR comparison table in Fig. 7.19 [7.4, 7.5]. 

 

Fig. 7.19 Image quality-SNR comparison table 

Chapter Conclusion 

This chapter introduces SHE based on CMOS THz interferometric imaging. The concept of SHE 

and analysis were by Yilei Li, the experiment was carried out by Dr. Richard Al Hadi. 
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CHAPTER 8 

FAST CMOS THZ SOURCE CHARACTERIZATION BY COMPRESSIVE 
SENSING (CS) 

8.1 BACKGROUND 

As has been discussed before, regular self-test is a key requirement for reliable THz systems. 

Due to the possible change of voltage and temperature, the THz source output frequency may 

drift in THz system. Without regular self-test, this drift cannot be tracked or compensated.  

A THz imaging system with SHE technique for resolution enhancement need exact wavelength λ 

of radiation. As discussed in Chapter 7, the displacement step of SHE is determined by λ. 

However, λ may drift with time. When supply voltage of oscillator changes, the oscillation 

frequency changes and the components in radiation can change frequency accordingly. The 

oscillation frequency can also change with environment temperature. Even if we use phase-

locked loop to lock oscillation frequency, λ can still change due to change of dielectric constant 

of environment (e.g., dielectric constant change due to humidity change). If change of λ is not 

tracked, then SHE cannot achieve enough low-order harmonic suppression, which in turn 

degrades resolution of THz imaging. 

The requirements of self-test for low-cost compact THz system include: 

(1) Self-test must be low-cost. Self-test is an integral part of THz system, and therefore any extra 

cost of self-test adds to the total cost of THz system. 

(2) Self-test must be implemented with low hardware overhead. If instruments for self-test is too 

bulky, the whole THz system becomes bulky and cannot meet the requirement of portable 

applications. 
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(3) Self-test must be fast. If self-test takes too much time, the change of environment cannot be 

tracked in real time.   

Conventional way for THz source characterization is FTIR system or harmonic mixer with 

spectrum analyzer. Those solutions are bulky and expensive, and cannot meet the requirement of 

low-cost compact THz system.  

An alternative way for THz source characterization for interferometric system is by time-space 

transform of oscillator with reciprocal antenna, which was first proposed by Dr. Al Hadi in [8.1]. 

The setup is shown in Fig. 8.1.  

CMOS interferometric source/
detector chip

Linear stage

Reflector
Primary 

lens

Collimated
beam

variable distance 
z

Optical
chopper

chopping 
freq.

Ylock_in(z)

Oscillator

Antenna

Reflective

Incident

Lock-in 
amplifier  

Fig. 8.1 Setup for interferometric THz system with reciprocal antenna 

With interferometric spectral profiling (ISP), we just to vary z, measure Ylock_in(z) at every z 

location and calculate Ylock_in(f), which is the Fourier Transform of Ylock_in(z). Due to time-space 

transform, every time-domain tone in radiation is transformed into spatial-domain tone in 

Ylock_in(f). From Fig. 8.1, it can be seen that the ISP method does not add any hardware overhead. 

Therefore the ISP method can meet the requirement of compactness and low-cost. 
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However, there is issue with ISP, which is measurement time. For each step of z, it may take 

several hundred milliseconds as integration time of lock-in amplifier. Therefore it takes several 

milliseconds to take one Ylock_in(z). On the other hand, the quality of ISP greatly depends on the 

number of measurement points. An example of 8192-point Discrete Fourier transform (DFT) 

result of ISP is shown in Fig. 8.2. A total of 7 tones are clearly seen in DFT. 
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Fig. 8.2 8192-point DFT result of ISP 

However, taking 8192 points may take 1 hour to finish. This self-test time is too long to do 

regularly. On the other hand, if we only have 1024 points for DFT, the ISP quality is degraded. 

Due to poor quality, we can see only 4 tones in DFT (Fig. 8.3). 



95 

 

0 1000 2000
-80

-60

-40

-20

0

Frequency (GHz)

N
or

m
al

iz
ed

 A
m

pl
itu

de
 (d

B
)

 

Fig. 8.3 1024-point DFT result of ISP 

The DFT is based on uniform sampling method. According to time-frequency duality of Fourier 

transform [8.2], large time-domain step brings about poor resolution. 

If we take a closer look at Fig. 8.2, it can be seen that only a few frequency bins have significant 

power, while all other bins have nearly zero power. Therefore the PSD is sparse.  In other words, 

the information can be compressed by setting a threshold power, and set power of all frequency 

bins that have less power than threshold to zero, while maintaining the original power of 

frequency bins that have larger power than threshold. However, this kind of compression needs 

sampling first and then compression [8.3]. In our case, the bottleneck is measurement time, and 

we need a compressing-while-sampling scheme. In this scheme, we can directly reduce the 

number of samples required by PSD reconstruction without significantly degrading the quality of 

reconstruction. This scheme is compressive sensing [8.4-8.7]. 
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8.2 INTRODUCTION TO COMPRESSIVE SENSING 

Compressed sensing has been proposed by Candes, Romberg, Donoho and Tao in [8.4-8.7].  

Instead of uniform time-step sampling in common measurements, compressive sensing uses 

random sampling (Fig. 8.4).  

 

Fig. 8.4 (a) Uniform sampling and (b) random sampling 

For a signal x with length of N, it can be expressed by certain basis Ψ as: 

x v                                                         (8.1) 

where v is the projection of x in basis Ψ. Signal x is said to be K-sparse with basis Ψ if v has 

only K non-zero elements. In real applications, signal x is approximately K-sparse with basis 

Ψ if v only has K large elements while all other elements are near zero. On example of sparse 

signal is x=sin(2πft), which is dense in time domain, but is sparse in frequency domain as it 

only has two non-zero elements (at –f and +f). If x is K-sparse with basis of Ψ, then we can 

use random sampling matrix Φ to sample x with only M measurements to measure v, where 

M<<N.  

Ideally, v can be reconstructed by L1-norm optimization algorithm, as long as: 

2logM K N                                                      (8.2) 
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where K is a constant. Unlike DFT transform where frequency domain is calculated by linear 

transform, compressive sensing reconstructs v in Ψ domain by solving following optimization 

problem: 

 1 2min  subject to l lv v y                                   (8.3) 

where y is the measured signal by random matrix Φ, and ε is error tolerance. 

The diagram of CS is shown in Fig. 8.5 [8.3]. 

 

Fig. 8.5 Diagram of CS by random sampling 

In real case, due to the presence of noise, the achievable compression ratio is among 8-10. This 

is due to the fact that random noise present in real world is not sparse with any basis. With 

compressive sensing, noise is folded and SNR is degraded [8.8]. In order to keep reasonable 

SNR, compression ratio should be kept around 8-10. 
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8.3 SOURCE OUTPUT PSD CHARACTERIZATION BY CS 

According to the discussion above, we can apply CS to THz isp. This is due to the fact that 

output of isp is sparse in Fourier domain representation Ylock_in(f). Therefore Ψ in our case in 

inverse DFT matrix, and we can randomly subsample Ylock_in(z) and reconstruct Ylock_in(f) with 

L1-norm optimization algorithm: 

1 2min ( )  subject to ( ) ( )lock inl lY f Y f Y z                            (8.4) 

The diagram of CS for ISP is shown in Fig. 8.6. 

 

Fig. 8.6 Diagram of CS for ISP 

With CS, we can randomly sample Ylock_in(z) and reconstruct Ylock_in(f) by L1-norm algorithm. 

The random sampling can be controlled by PC. If Ylock_in(z) at certain step is sampled in 

random matrix, the linear stage will stop at that position and wait for lock-in amplifier to 

integrate. If Ylock_in(z) is not sampled at certain step in random sampling matrix, the PC will 

control linear stage to simply skip that step, and therefore measurement does not wait at that 

position. Also, reconstruction of Ylock_in(f) can be achieved by reconstruction algorithm 

implemented in PC, such as C program or MATLAB. Note that in reconstruction, random 

sampling matrix is known to algorithm. This means that we need to record random sampling 
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sequence and then input it to reconstruction program. The setup of CS for ISP shown in Fig. 

8.7. 

 

Fig. 8.7 Setup of CS for ISP 

In experiment, we used Ylock_in(z) data set in Chapter 7.3 and use MATLAB program to do 

random sampling and reconstruction. 

We use compression ratio of 8 in our experiment, i.e., 1024-point data in CS. Then we use L1-

norm reconstruction algorithm in [8.9]. The result is shown in Fig. 8.8(a). The 8192-point DFT 

result is also shown in Fig. 8.8(b) for comparison. We can see that the overall quality of 

reconstruction is good, but one weak tone at 1.75 THz is missing in reconstructed PSD of CS. 

The reason for missing tone is incoherence noise [8.10], which will be explained in detail in 

next section. 
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Fig. 8.8 (a) Reconstruction of CS with 8X compression (1024 point) and (b) result of 8192-

point DFT 

8.4 ZOOM-IN RECONSTRUCTION ALGORITHM 

When tones of Ylock-in(f) do not fall exactly on frequency bins in CS, incoherent noise is 

generated. This can be understood as follows. 

Reconstruction of CS is essentially optimization. It tries to find optimal linear combination of 

given basis which has minimal error with respect to sampled signal. The ideal case is when 

sampled signal is exactly linear combination of basis. For example, suppose basis is [cosωt, 

sinωt, cos2ωt, sin2ωt], and sampled signal is 2cos2ωt at some t samples, then solution is simply 

[0,0,2,0]. Optimization algorithm can find perfect solution in this case. However, in actual case, 

sampled signal cannot be exactly represented by linear combination of basis. For example, basis 

is [cosωt, sinωt, cos2ωt, sin2ωt], but sampled signal is 2cos(1.5ωt). In this case, energy of 

2cos(1.5ωt) leaks to many frequency bins and induces incoherent noise. This is not similar to 

DFT: DFT is linear transform and if one frequency component is off-grid, it only leaks to 

neighboring bins. However, reconstruction of CS is not linear, and the off-grid frequency 

components can leak to many bins which increases noise floor. In addition, if one weak tone is 
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off-grid, the tone can be missing at reconstruction result, as in Fig. 8.8(a), as the energy of the 

weak tone leaks to other bins. 

As an example of incoherence noise induced by off-grid frequency components, a noise-free 

signal (Fig. 8.9(a)) is randomly sampled, and reconstructed by off-grid frequency bins (Fig. 

8.9(b)). The reconstruction result is shown in Fig. (8.9(c)). It can be seen that significant 

incoherence noise is present in reconstruction, and signal quality is greatly degraded. 
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Fig. 8.9 (a) Noise-free signal, (b) sampling frequency grids and (c) reconstruction results 
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In order to reduce incoherence noise, a zoom-in CS reconstruction scheme is proposed. First, we 

reconstruct with original Ψ with uniform frequency bin size. According to reconstruction result, 

we identify candidate tones, including detected tones and their harmonics (Fig. 8.10(a)). 

Then, we update Ψ, and put dense frequency bins near candidate tones. After that, we rerun 

reconstruction algorithm (Fig. 8.10 (b)).   

 

Fig. 8.10 Two-step zoom-in CS reconstruction 

We can see before zoom-in, the distance from candidate tones to frequency bin can be large. 

After zoom-in, tones will have smaller distance from frequency bins. This will decrease 

incoherent noise. Note that we only need one data set for reconstruction, so measurement time 

will not increase.  

The experiment result with noise-free signal of two-step zoom-in reconstruction is shown in Fig. 

8.11. We used 8X compression ratio. The reconstruction result of first step is shown in Fig. 

8.11(a). The incoherence noise is significant, but candidate frequencies can still be identified. 

Then we zoom-in by 3X frequency bin density near candidate frequencies and update Ψ. The 

reconstruction result with the updated Ψ is shown in Fig. 8.11(b). It can be seen that the 

incoherence noise is reduced to very low level. 
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Fig. 8.11 (a) Reconstruction with original Ψ and (b) reconstruction with updated Ψ 

We then apply two-step zoom-in algorithm on compressed sense data. The comparison of DFT 

and CS results are shown in Fig. 8.12. In Fig. 8.12(a), 8192 data points are used for DFT, and 

we can see seven tones at 117 GHz, 234 GHz, 351 GHz, 700 GHz, 1.05 THz, 1.4 THz and 

1.75 THz. However gathering 8192 points may take as long as one hour, and cannot meet the 

requirement of fast characterization and calibration. If we only sample 1024 data points for 

DFT with uniform sampling, then the resolution becomes very poor and only 4 tones can be 

seen. On the other hand, if we use random sampling (compressive sensing) to sample 1024 

points, the reconstruction quality can be much better than 1024-point DFT. With naive L1-

reconstruction algorithm, we can see six tones at 117 GHz, 234 GHz, 351 GHz, 700 GHz, 1.05 

THz and 1.4 THz, but 1.75 THz tone is missing (Fig. 8.11(c)). This is due to incoherence noise 

as discussed in earlier this chapter. With two-step zoom-in algorithm with 3X zoom-in, the 

incoherence noise is reduced and we can see all seven tones (Fig. 8.11(d)). At this point the 

SNR is limited by noise folding instead of incoherence noise, so zoom in with more frequency 

bin density does not help much in reconstruction quality enhancement. With the zoom-in 

reconstruction algorithm, we achieved 8X compression ratio without significantly degrading 
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quality. Therefore the time for characterization is reduced to 7 minutes instead of nearly one 

hour. 
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Fig. 8.12 (a) DFT with 8192 data points (b) DFT with 1024 data points (c) CS with 1024 data 

points without zoom-in (d) CS with 1024 data points with 3X zoom-in  

Chapter Conclusion 

This chapter introduces CS-based fast THz source characterization. The concept of 

interferometric spectral profiling was by Dr. Richard Al Hadi. The concept of CS-based fast THz 

source characterization and analysis were by Yilei Li, the experiment was carried out by Dr. 

Richard Al Hadi. 
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CHAPTER 9 

CONCLUSION 
 

In this work, applications of phase-based algorithms are proposed. Phase, as a key degree of 

freedom in EM wave, can be manipulated for various applications.  

For data link interconnect, phase can be modulated to carry information. A hardware-efficient 

algorithm is proposed in this work for carrier phase synchronization. By sending specific 

information known in priori, the phase difference status of carrier in TX and RX can be 

identified by simple 1-bit ADC. This greatly reduces hardware overhead for MRFI compared 

with conventional carrier phase synchronization scheme, where high-speed high-resolution 

ADCs are required. Furthermore, the dispersion effect of channel for phase synchronization is 

investigated and optimal demodulation phase for random signal with weak dispersion is 

derived. 

For THz applications, combing signals with specific phase relation can enhance or cancel the 

effect of certain harmonic component. Conventionally this harmonic extraction is done in time 

domain, which has mismatch issue in THz band and can induce large low-order harmonic 

leakage. In this work, we propose to perform harmonic extraction in spatial domain for 

interferometric imaging, and a 4X resolution enhancement with 1.4 THz imaging is achieved.  

In addition, random sampling of phase can help us reduce the data amount needed to 

reconstruct a sparse signal. This compressive sensing theorem is used in fast characterization 

of THz source with inteferometric spectral profiling. The spectral profiling of THz source is 
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sparse in frequency domain. Further, a zoom-in two-step reconstruction algorithm is proposed, 

which takes full advantage of information known in priori about spectral profile of THz 

source. By applying random sampling and zoom-in reconstruction algorithm, we are able to 

reduce the amount of data required by spectral profiling by eight times with reasonable 

characterization quality. This reduces the time needed for measurement of inteferometric 

spectral profiling to acceptable range. 
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CHAPTER 10 

FUTURE WORKS 
10.1 CHARACTERIZATION OF INTERCONNECT WIRE BY COMPACT MRFI TRANSCEIVERS 

Currently interconnect wire is characterized by S-parameter analyzer. S-parameter analyzer is 

bulky, expensive and needs calibration. On the other hand, the S-parameter analyzer is overkill 

for wireline transceivers. The information that wireline transceivers need includes: 

(1) Amplitude-frequency response.  

Notches in frequency response can induce unwanted signal distortion and inter-symbol 

interference (ISI). With MRFI, we are able to place signal frequency bands to flat region of 

frequency response. Therefore we need to identify the notch positions of frequency bands. The 

absolute loss is not necessary, what we need is the frequencies where received signal is 

extremely weak in amplitude. Therefore we can use MRFI to detect notch position. MRFI TX 

transmits signal with amplitude known in priori, and RX detects the amplitude of received 

signal. By sweeping carrier frequency within range of interest (this can be done by various 

structures such as dual mixer, fractional PLL, or simply fine tune reference frequency of PLL), 

the relative amplitude response is measured by RX.  

(2) Phase-frequency response 

Dispersive channel displays non-linear phase delay with regards to frequency. The phase 

response can be detected by MRFI transceivers as follows. For each frequency, carrier phase 

synchronization routine is performed to find optimal phase code. Then we sweep carrier 

frequency in both TX and RX. Based on the optimal phase code in various frequencies, we can 

decide whether the phase delay through channel is linear with regards to frequency or not. 
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Dispersion can be put into consideration for carrier frequency selection, as in a strongly 

dispersive frequency band the IQ interference is strong and theoretically cannot be eliminated 

for random signal. 

10.2 FREQUENCY-MODULATED CONTINUOUS WAVE (FMCW) RADAR WITH SHE 

Interferometric imaging can obtain outline of a smooth surface whose height does not change 

much. However, there is aliasing issue if object surface has large change of surface height. 

This is due to the fact that the output of lock-in amplifier is periodical with change of z. The 

output of lock-in amplifier is: 

 
2 2 4cos

2 2
i r

lock in i r
A A zY z A A 


     
   

Ylock-in(z) is periodical with period of λ/2 (period ambiguity, Fig. 10.1). In addition, Ylock-in(z) = 

Ylock-in(kλ/2-z) (non-monotonic). With quadrature sampling, the alias due to non-monotonic 

Ylock-in(z)   can be eliminated [10.1], but period ambiguity still exists. 

 

Fig. 10.1 Surface with the period ambiguity 

In order to avoid alias, we can use the solution similar to FMCW radar, which sweeps 

wavelength of radiation to solve ambiguity (Fig. 10.2) [10.2]. For any position z, we have the 

following equations: 

1

2 2
1 1

1 1
1

4( ) cos 2
2 2

i r
i r

A A zS z A A k


 


 
     

                          (10.1) 
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where Ai1, Ar1, Ai2, Ar2, φ1 and φ2 are constants and can be determined by calibration with  

reflector at position known a priori. We can solve k1, k2 and z from (10.1) – (10.4) with the 

constraint that k1 and k2 are integers. With presence of noise, exact solution may not be 

possible, but we can still estimate z with highest probability.  

 

Fig. 10.2 FMCW to solve z 
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With z determined, the imager is actually radar. The surface plot is the depth distribution of 

surface. 
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