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Accurate SAXS Profile Computation and its Assessment by Contrast
Variation Experiments
Dina Schneidman-Duhovny,†* Michal Hammel,‡ John A. Tainer,§{ and Andrej Sali†*
†Department of Bioengineering and Therapeutic Sciences, Department of Pharmaceutical Chemistry, and California Institute for Quantitative
Biosciences (QB3), University of California at San Francisco; ‡Physical Biosciences Division, Lawrence Berkeley National Laboratory,
Berkeley, California; §Department of Molecular Biology, Skaggs Institute of Chemical Biology, The Scripps Research Institute, La Jolla,
California; and {Life Sciences Division, Department of Molecular Biology, Lawrence Berkeley National Laboratory, Berkeley, California
ABSTRACT A major challenge in structural biology is to characterize structures of proteins and their assemblies in solution. At
low resolution, such a characterization may be achieved by small angle x-ray scattering (SAXS). Because SAXS analyses often
require comparing profiles calculated from many atomic models against those determined by experiment, rapid and accurate
profile computation from molecular structures is needed. We developed fast open-source x-ray scattering (FoXS) for profile
computation. Tomatch the experimental profile within the experimental noise, FoXS explicitly computes all interatomic distances
and implicitly models the first hydration layer of the molecule. For assessing the accuracy of the modeled hydration layer, we
performed contrast variation experiments for glucose isomerase and lysozyme, and found that FoXS can accurately represent
density changes of this layer. The hydration layer model was also compared with a SAXS profile calculated for the explicit water
molecules in the high-resolution structures of glucose isomerase and lysozyme. We tested FoXS on eleven protein, one DNA,
and two RNA structures, revealing superior accuracy and speed versus CRYSOL, AquaSAXS, the Zernike polynomials-based
method, and Fast-SAXS-pro. In addition, we demonstrated a significant correlation of the SAXS score with the accuracy of a
structural model. Moreover, FoXS utility for analyzing heterogeneous samples was demonstrated for intrinsically flexible
XLF-XRCC4 filaments and Ligase III-DNA complex. FoXS is extensively used as a standalone web server as a component
of integrative structure determination by programs IMP, Chimera, and BILBOMD, as well as in other applications that require
rapidly and accurately calculated SAXS profiles.
INTRODUCTION
Atomic resolution modeling and validation of macromolec-
ular assemblies in solution by small-angle x-ray scattering
(SAXS) has become a key tool in structural biology (1–4).
Combining data from solution scattering with atomic reso-
lution structures holds great promise for addressing how
specific complexes and conformational changes drive
biological processes. High-accuracy and precision SAXS
experiments with advanced instrumentation (5) lead to
more confident assignment of the conformational state(s)
of a given sample. Notwithstanding instrumentation devel-
opments, the accurate and rapid calculation of a model
SAXS profile is in turn essential for accurate and rapid
development of a structural hypothesis. Applications of
SAXS profile calculation from atomic models include
modeling of perturbed conformations relative to available
crystal structures (6,7), determination of biologically rele-
vant states from the crystal (8), binding of small molecules
(9), structural characterization of protein flexibility (10,11),
assembly of complexes from subunit structures (12–14),
fold recognition (15), and comparative modeling (16,17).

Several methods are available to calculate SAXS profiles
from atomic models. They differ in the calculation of the
interatomic distances, in the treatment of the hydration
layer, and in background adjustment (1,18,19). Interatomic
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distances can be computed explicitly (20) by applying the
Debye formula (21), using spherical harmonics for rapid
calculation (18,22,23) or based on a hierarchical spatial
decomposition (24). Another approach to speed up the
calculation is Monte Carlo sampling of the distances in
the model (25). Coarse graining that combines several atoms
in a single scattering center is also used to speed up profile
calculation (26–28). However, with experimental data of
higher accuracy, precision, and range, there is a greater
need for high-accuracy rapid computations of SAXS pro-
files to interpret experimental data for informative results.
By using explicit atom distances (20) and water models to
account for the effect of solvent (18), superior fits between
experimental high-resolution structures and SAXS data are
obtained (3). The explicit representation of the molecule is
particularly useful for multidomain flexible assemblies,
which frequently adopt highly anisometric shapes (18).

A SAXS experiment involves determining both the scat-
tering profile of a solute in a buffer and a buffer on its own; a
scattering profile is an intensity of a sample as a function of
spatial frequency. The experimental scattering profile of a
solute with its ordered hydration layer is that obtained as
the difference between these two profiles. The theoretical
SAXS profile is also computed as the difference between
the scattering of a single solute molecule with its ordered
hydration layer and the scattering of the excluded volume
(i.e., the scattering of the bulk solvent in the excluded
volume of the solute with its ordered hydration layer)
http://dx.doi.org/10.1016/j.bpj.2013.07.020
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(22,29,30). However, accurate approximation of the ex-
cluded volume is a challenging task, because the volume
varies significantly depending on the atomic radii. Addition-
ally, the protein crystal packing and cryo-cooling used in
x-ray crystallography may reduce the protein volume in
the crystal compared to that in solution (31). Thus, adjust-
ment of the excluded volume is required for optimal match-
ing of the experimental SAXS profile.

Although solute atoms dominate the scattering signal at
high angles, the scattering from the ordered solvent atoms
in the hydration layer must also be considered (32). Strongly
bound water molecules are known to fill surface grooves and
channels, stabilizing their structures and smoothing the
excluded volume (33). The first hydration layer with an
average density ~10% larger than that of the bulk solvent
was observed using x-ray and neutron scattering (34).
Computationally, the hydration shell has been modeled
by explicitly placing water molecules on the surface
(18,26,28,35–37). Alternatively, implicit models surround
the solute particle by a continuous envelope representing
the hydration shell of 3 Å with a density that can differ
from the free solute (22) or use voxelized representation
of the protein and the hydration layer (23,38–40). In implicit
models, the density of the hydration layer can be adjusted
for optimal fitting to the experimental SAXS profile.
Modeling the hydration layer improves the accuracy of the
calculated scattering profiles, although the contribution
from the ordered hydration layer is several orders of magni-
tude lower than the scattering from the solute or the
excluded volume (40).

Here, we developed fast open-source x-ray scattering
(FoXS) to take advantage of high-quality data and enable
us to better distinguish between proposed atomic models.
FoXS provides an efficient method with explicit computa-
tion of interatomic distances, accurate estimation of the
excluded volume, and an implicit model of the first hydra-
tion layer. FoXS was tested on 14 cases with available
high-quality experimental SAXS profiles and crystallo-
graphic atomic structures. We also compared FoXS to
four state-of-the-art programs, including CRYSOL (22),
AquaSAXS (39), the Zernike polynomials-based method
(23), and Fast-SAXS-pro (28) for accuracy and running
times. In addition, we performed an in-depth comparison
of the excluded volume and hydration layer modeling to
the most commonly used program CRYSOL. To assess the
relevance of adjusting the hydration layer density parameter,
we performed contrast variation experiments and found that
FoXS can accurately represent the changes in the density of
the hydration layer.
METHODS

Profile computation

The Debye formula (21) is used for accurate computation of SAXS profiles,
IðqÞ ¼
XN
i¼ 1

XN
j¼ 1

fiðqÞfjðqÞ
sin

�
qdij

�
qdij

; (1)

where the intensity, I(q), is a function of the momentum transfer q ¼ (4p

sin q)/l, in which 2q is the scattering angle and l is the wavelength of
the incident x-ray beam. The value fi(q) is the atomic form factor, dij
is the distance between atoms i and j, and N is the number of atoms in

the molecule.
Form factors

In FoXS, the form factor fi(q) takes into account the displaced solvent as

well as the hydration layer,

fiðqÞ ¼ f vi ðqÞ � C1ðqÞf si ðqÞ þ c2sif
wðqÞ; (2)

where fv(q) is the atomic form factor in vacuo, fs(q) is the form factor of the

dummy atom that represents the displaced solvent represented by the

Gaussian function (29), si is the fraction of solvent-accessible surface of

the atom i (41), and fw(q) is the water form factor. The surface is calculated

using a probe with radius of 1.8 Å. The third term in Eq. 2 implicitly

accounts for the first hydration layer by placing a water molecule with

the same coordinates as the solvent-exposed solute atom. The function

C1(q) is used to adjust the total excluded volume of the atoms and is

equivalent to the G(s) function in CRYSOL (22) (Eq. 13),

C1ðqÞ ¼ c31 exp

2
64�

�4p
3

�3=2

q2r2m
�
c21 � 1

�
4p

3
75; (3)

where c1 is the scaling of the atomic radius (default value ¼ 1.0) and rm
is the average atomic radius of the molecule. During fitting, we allow

5% variance of the radius 0.95 % c1 % 1.05. For comparison, CRYSOL

allows ~11% variance in the atomic radius (1.4 % rm % 1.8, rm value

is ~1.62 for proteins). The parameter c2 is used to adjust the difference

between the densities of the hydration layer and the bulk water (default

value ¼ 0.0). During fitting, the value of c2 can vary from 0 to 4.0, reflect-

ing an estimate of up to four water molecule neighbors for an exposed

solute atom. This threshold is comparable to the average number of water

molecules within 3 Å of each other in the TIP3P water box. The hydration

shell density for c2 ¼ 4.0 is 0.388e/Å3. The density of the hydration layer

around the protein can, in principle, be lower than that of bulk water,

depending on the amount of surface charge. Therefore, we also allow

c2 to be negative (�2.0 % c2 % 4.0). The hydration shell density for

c2 ¼ �2.0 is 0.307e/Å3.
Profile fitting

The computed profile is fitted to a given experimental SAXS profile by

minimizing the c-function with respect to c, c1, and c2,

c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

M

XM
i¼ 1

�
IexpðqiÞ � cIðqiÞ

sðqiÞ
�2

;

vuut (4)

where Iexp(q) is the experimental profile, s(q) is the experimental error of

the measured profile, M is the number of points in the profile, and c is

the scale factor. The minimal value of c is found by enumerating c1 and

c2 (0.95 % c1 % 1.05 and �2.0 % c2 % 4.0), in steps of 0.005 and 0.05,

respectively, and performing the linear least-squares minimization to find

the value of c that minimizes c for each c1, c2 combination. To avoid profile

computation for each combination of c1 and c2, the multiplication of two
Biophysical Journal 105(4) 962–974



964 Schneidman-Duhovny et al.
form factors from Eq. 1, fi(q)fj(q), is divided into six parts independent of

the c1 and c2 values:

fiðqÞfjðqÞ ¼ f vi ðqÞf vj ðqÞ
1

þC2
1ðqÞ f si ðqÞf sj ðqÞ

2

� C1ðqÞ ðf vi ðqÞf sj ðqÞ þ f si ðqÞf vj ðqÞÞ
3

þ c2 f
wðqÞðsjf vi ðqÞ þ sif

v
j ðqÞÞ

4

� C1ðqÞc2 f wðqÞðsjf si ðqÞ þ sif
s
j ðqÞÞ

5

þ c22ðf wðqÞÞ2sisj
6

:

(5)

Profiles are computed separately using Debye formula for each of the six

parts and summed up during parameter enumeration.
Form factors and distances approximation

The computational time for the Debye formula is proportional to N2jqj,
where N is the number of atoms and jqj is the number of points in the

computed profile (typically jqj > 100). To allow for rapid calculation of

many profiles, form factors and distances are approximated as follows.

A form factor fi(q) is approximated by fi(0)E(q), where fi(0) is the form

factor at q¼ 0 and E(q) is an approximation function (13). The atomic form

factor in vacuo is simply the number of electrons in the atom. The form fac-

tor of the dummy atom is rVi, where r is the electron density of the solvent

and Vi is the solvent volume displaced by the atom. The form factors of

hydrogen atoms are added to the covalently bound heavy atom. E(q) is

approximated by a Gaussian function e�bq2, where b is obtained from the

full form factor calculation (13).

The distances between atoms are binned into a distance histogram,

where each bin specifies the number of atom pairs with distance r5D.

However, instead of counting atom pairs at distance r5D, their zero

form factors are summed up into six form factor histograms, F(r), indepen-

dent of c1 and c2 values (Eq. 5). The bin size of 0.5 Å is much smaller than

the highest resolution of the data (at the maximal q of 1 Å�1, the resolution

is 2pÅ).

These approximations allow for a rapid evaluation of the Debye formula,

without sacrificing accuracy. Once the distance histogram F(r) is computed,

it is converted into reciprocal space:

IðqÞ ¼ E2ðqÞ
X
r

FðrÞ sinðqrÞ
qr

: (6)

For additional speed-up, a squared-distance histogram is used in practice;

squared interatomic distance is computed first and the square root is com-
puted for r during conversion to reciprocal space in Eq. 7. These approxi-

mations reduce the computational complexity from N2jqj to N2 only.
Additional program options

The program has additional options that may be useful in different

applications:

c2free for assessing model data agreement

Analogous to Rfree in x-ray crystallography, c2free uses a cross-validation

scheme, where only a fraction of randomly selected data points are used

for calculating the c-score. The value c2free is taken as a median over mul-

tiple rounds of selections of data points (42).
Biophysical Journal 105(4) 962–974
Profile offset

A constant can be added to the experimental data to minimize c:

c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

M

XM
i¼ 1

�
IexpðqiÞ � cIðqiÞ þ a

sðqiÞ
�2

:

vuut (7)

This offset accounts for possible systematic errors in the experimental data

due to mismatched buffers. The optimal value of the constant is found using
the linear least-squares minimization.

Background correction for high-resolution datasets

FoXS provides optional background correction for high-resolution SAXS

data (qmax > 0.3 Å�1) with small noise (43). Briefly, the profile is trans-

formed into

IcorrectedðqÞ ¼ IðqÞ
½1þ G1q2 þ ðG1=4þ G2=12Þq4�; (8)

where G1 ¼ B/C and G2 ¼ 3(4AC-B2)/C2. To determine the values of A, B,

and C, the SAXS profile is transformed to
X
q>0:2

q2IðqÞ

as a function q2; A, B, and C are the coefficients of the parabola that fits this

function.
Residue-level coarse-graining

The profile is computed using one point per residue, resulting in signifi-

cantly faster but less accurate calculation. The option can be used for initial

filtering of unlikely models, followed by more accurate atomic resolution

profile calculation.

Log-scale fitting

This option allows the user to fit the profiles using logarithms of intensity

values and their standard deviations.

Single form factor profile computation

This option allows estimating the profile of shapes represented by a bead

model.

Benchmark

FoXS was tested on 14 experimental datasets and corresponding high-

resolution structures (Table 1). The cases vary in size (from 424 to

12,833 atoms), in shape (globular versus elongated), and in molecule

type (11 proteins and three nucleic acids). Atomic structures fit the profiles

well in all cases (Fig. 1), including three cases with high-resolution profiles

(qmax ¼ 0.5 Å�1) of glycosyl hydrolase (44), glucose isomerase, and super-

oxide dismutase (45). The application of FoXS in combination with mini-

mal ensemble search (MES) (11) was tested on the XLF-XRCC4 complex

(46) and flexible human ligase III-DNA assembly (47).

Data collection

All SAXS data was collected at the Advanced Light Source SIBYLS beam-

line (BL12.3.1) (5) at Lawrence Berkeley National Laboratory (Berkeley,

CA), except for glycosyl hydrolase data that was collected at the European

Synchrotron Radiation Facility (Grenoble, France) beamline ID02 (48).

The datasets are available from BIOISIS.net (Table 1). The SAXS data

for contrast variation experiments have been collected using two standard

proteins, lysozyme (14 kDa) and glucose isomerase (174 kDa). Proteins

at the concentration 5 mg/mL were first dialyzed in buffer containing

http://BIOISIS.net


TABLE 1 Benchmark results (c-values and running times in seconds) for FoXS, CRYSOL, AquaSAXS, the Zernike polynomials-

based method, and Fast-SAXS-pro

Molecule PDB BIOISIS-ID

FoXS CRYSOL AQUASAXS Zernike method Fast-SAXS-pro

c Time c Time c Time c Time c Time

Rubredoxin (6) 1BQ9 1RBDGP 7.05 0.14 7.60 2.37 10.50 80.0 15.24 6.73 39.23 5.07

Lysozyme (this work) 2VB1 LYSOZP 1.89 0.22 1.77 2.79 1.77 107.0 4.53 30.67 4.09 20.52

28 bp DNA — 28BPDD 1.70 0.45 1.57 2.76 — — 4.52 13.42 1.94 51.83

Immunoglobulin-like domains 1 and 2 of the

protein tyrosine phosphatase LAR3 (67)

3PXJ LAR12P 1.16 0.39 1.24 3.02 1.37 118.0 5.11 31.05 3.44 58.55

S-adenosylmethionine riboswitch mRNA (56) 2GIS 2SAMRR 2.28 0.44 2.25 3.16 2.11 135.0 2.47 20.36 3.69 82.29

Superoxide dismutase (45) 1HL5 APSOD 1.69 0.51 1.74 3.51 2.54 187.0 11.50 31.22 17.76 105.38

Abscisic acid receptor PYR1 (6) 3K3K 1PYR1P 2.03 0.69 1.39 3.65 2.93 117.0 5.06 31.32 4.06 147.77

Glycosyl hydrolase þ C-terminus (44) 1EDG AT5GHP 1.30 0.78 1.04 4.07 1.10 190.0 2.23 42.43 2.46 204.95

P4-P6 RNA Ribozyme domain (56) 1GID 1P4P6R 4.39 1.00 2.81 3.79 3.51 170.0 5.35 32.88 10.28 212.11

Superoxide reductase (5) 1DQK 1APXGP 4.69 1.12 3.55 4.16 7.96 141.0 9.95 38.78 17.66 181.71

Ubiquitin-like modifier-activating enzyme

ATG7 C-terminal domain (57)

3T7E ATG7CP 2.16 1.70 2.54 4.69 2.53 172.0 3.87 50.86 5.05 339.31

DNA double-strand break repair protein

MRE11 (58)

3AV0 MRERAP 1.19 7.28 0.72 7.89 1.14 351.0 1.80 112.46 6.76 1746

Glucose isomerase (this work) 2G4J GISRUP 4.69 6.69 7.99 8.10 10.31 514.0 24.74 184.00 25.33 2088

Complement C3b þ Efb-C (59) — C3BEFP 1.62 8.18 2.51 8.56 1.77 494.0 2.48 230.29 9.24 1860

Average 2.70 2.11 2.77 4.47 3.81 213.54 7.06 61.18 10.79 507

Median 1.96 0.74 2.01 3.72 2.53 170.00 4.80 32.10 5.91 165

References in the first column indicate the sources of experimental SAXS profiles. Benchmark cases are ordered according to the number of atoms in the

structure.
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50 mM Tris pH 7.6. Dialyzed proteins were aliquoted into the 50-mL frac-

tions that were diluted with 50 mL of different NaCl or KCl salt solutions

giving final salt concentration varying between 25 and 1000 mM. The cor-

responding buffer blanks for SAXS experiments were prepared identically

by diluting 50-mL aliquots of the dialyzing buffer with salt solutions. SAXS

data was collected and analyzed as described in Hura et al. (5). These data-

sets are also available from BIOISIS.net with IDs LNaClP, LYKClP,

GNaClP, and GIKClP for lysozyme and glucose isomerase in NaCl and

KCl, respectively.
RESULTS

FoXS is fast and accurate

FoXS has produced accurate fits for the 14 benchmark cases
(Fig. 1, Table 1). The average c-value was 2.70 and the
average running time was 2.11 s. Next, we have tested the
accuracy of the form factors and distance histogram approx-
imations by performing profile calculation using the Debye
equation directly. There was no significant difference in the
accuracy of the fits as measured by c-values (see Fig. S1 in
the Supporting Material). However, the average running
time was significantly longer (13 min). We have also tested
whether increasing the range of values for c1 and c2 param-
eters can result in improved fits. Setting the ranges to
0.85 % c1 %1.15 and �4.0 % c2 % 8.0 did improve the
fits to the average c-value of 2.64 (compared to 2.70). How-
ever, because the physical model does not justify these
ranges, we did not modify the default values. We have
also tested the effect of the probe radius for calculation of
atomic solvent accessibility. The average c-value was
2.72, 2.71, 2.7, and 2.7 for the radii of 1.4, 1.6, 1.8, and
2.0 Å, respectively.
Comparison with other programs

FoXS results were compared to the four state-of-the-art
programs broadly used for profile computation, including
CRYSOL (ATSAS package 2.4.1-6, EMBL Hamburg,
Hamburg Germany; http://www.embl-hamburg.de/biosaxs/
crysol.html), AquaSAXS (Delarue Group, Institut Pasteur,
Paris, France; http://lorentz.dynstr.pasteur.fr/aquasaxs.
php), the Zernike polynomials-based method, and Fast-
SAXS-pro (http://yanglab.case.edu/software.html). All pro-
grams were assessed for accuracy as reflected by the c-value
and for efficiency as recorded by running times. The running
times were measured on a standard PC computer (Intel
Xeon 2.27 GHz) for FoXS, CRYSOL, Zernike polyno-
mials-based method, and Fast-SAXS-pro. Because the
download version for AquaSAXS is not available, the
running times were taken from the server log. All the runs
were performed with default parameters for all programs.
By default, FoXS produces a profile sampled with jqj ¼
500 data points, which is comparable to the number of
points in the experimental profiles. The average number of
points in our benchmark profiles is 600. In CRYSOL the
default is 51 data points. For comparison, we increased the
number of data points in CRYSOL to the maximum possible
value of 256. AquaSAXS also produces 50–100 profile
points by default; however, increasing profile resolution re-
sulted in significantly longer running times, therefore the
default profile sampling was used. Fast-SAXS-pro requires
log10(intensity) for the input experimental profile and also
outputs the log10(intensity) in the output profile. We have
therefore converted the experimental profile to log10(inten-
sity) for input to Fast-SAXS-pro. Because Fast-SAXS-pro
Biophysical Journal 105(4) 962–974
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FIGURE 1 Fit and residual plots for FoXS and CRYSOL: experimental data (dark gray), FoXS (red), and CRYSOL (green). The fit plots are for q(Å�1)

(x axis) versus log-intensity (y axis). The residual plots are for q(Å�1) (x axis) versus experimental intensity divided by computed intensity (y axis). The cases

are ordered by the number of atoms as in Tables 1 and 2.
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does not report the c-value, we have converted the
log10(intensity) theoretical profile back to normal intensity
and used FoXS c-minimization protocol to compute the
c-value. A scattering profile calculated by FoXS, CRYSOL,
AquaSAXS, and the Zernike polynomials-basedmethod was
fit to the experimental curve by adjusting the excluded vol-
ume and hydration layer density parameters as well as the
scaling factor separately for each case in the benchmark.

In contrast, a scattering profile from Fast-SAXS-pro was
calculated by adjusting only the scaling factor. Overall,
Biophysical Journal 105(4) 962–974
FoXS had the lowest average c-value (2.70) and the shortest
average running time (2.11 s) for the 14 benchmark cases
(Table 1 and Fig. 1, and see Fig. S2 and Fig. S4). CRYSOL
produces a similar range of c-values (average c ¼ 2.77)
with slightly longer running times (4.47 s), especially for
smaller proteins. AquaSAXS, and the Zernike polyno-
mials-based method, have higher c-values and significantly
longer running times (Table 1). Fast-SAXS-pro has the
highest c-values (average c¼ 2.77) and the longest running
times (507 s). Due to the coarse-graining of the molecules,
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the profiles computed by Fast-SAXS-pro often do not fit the
data at high q values (q > 0.25) (see Fig. S4, A, D, F–I, and
M). Moreover, there is often a significant deviation from the
experimental profile at low q values (see Fig. S4, F, and K–
N). These results indicate that obtaining a good fit to the data
requires a full atom model as well as fitting excluded vol-
ume and hydration layer density parameters, in addition to
the scaling factor. Because c-values may vary due to profile
experimental noise and are not directly comparable between
different experimental datasets, we have also compared the
median c-value for the 14 benchmark cases among the five
programs. FoXS had the lowest median c-value (1.96), fol-
lowed by CRYSOL (2.01) and AquaSAXS (2.53).
FoXS accurately accounts for the excluded
volume contribution

Whereas the accuracy and efficiency of the programs can be
measured by c-values and running times, respectively, most
of the programs include a few free adjustable parameters,
such as c1 and c2 in FoXS. Next, we compared CRYSOL
and FoXS in terms of optimal adjustable parameters.

FoXS c1 parameter is equivalent to r0/rm in CRYSOL,
where rm is the average atomic radius of the molecule (typi-
cally 1.62 Å) and r0 is enumerated for best fit of the data
(1.4 < r0 < 1.8). The FoXS c2 parameter is comparable to
dr in CRYSOL and can be converted to dr by taking the
c2 value of 4.0 to correspond to the density of 0.388e Å�3.
Both programs produce similarly good fits to the data. In
eight of the fourteen cases, the c-values are within 0.5 units
of each other; in three cases, FoXS produces a better fit and
in the remaining three cases CRYSOL produces a better fit
(Table 2, Fig. 1).

The closer look at the fitting parameter that allows scaling
of the atomic radius shows large variation in CRYSOL.
However, the values of c1 parameter in FoXS are much
closer to the ideal value of 1.0. In FoXS, the values vary
TABLE 2 Benchmark results for FoXS and CRYSOL

Molecule PDB No. of atoms qm

Rubredoxin 1BQ9 424 0.3

Lysozyme 2VB1 1001 0.3

28 bp DNA — 1209 0.3

Immunoglobulin-like domains 1 and 2 of the protein

tyrosine phosphatase LAR3

3PXJ 1624 0.3

S-adenosylmethionine riboswitch mRNA 2GIS 2058 0.3

Superoxide dismutase 1HL5 2220 0.5

Abscisic acid receptor PYR1 3K3K 2924 0.3

Glycosyl hydrolase þ C terminus 1EDG 3035 0.5

P4-P6 RNA ribozyme domain 1GID 3409 0.3

Superoxide reductase 1DQK 4060 0.3

Ubiquitin-like modifier-activating enzyme ATG7

C-terminal domain

3T7E 5318 0.3

DNA double-strand break repair protein MRE11 3AV0 12,148 0.3

Glucose isomerase 2G4J 12,176 0.5

Complement C3b þ Efb-C — 12,833 0.2
between 0.95 and 1.05 with a standard deviation of 0.025,
whereas in CRYSOL c1 significantly varies between 0.865
and 1.265 with a standard deviation of 0.12 (Table 2,
Fig. 2 a). This variation indicates that CRYSOL signifi-
cantly adjusts the excluded volume variable to achieve a
better fit of the computed profile to the experimental data.
On the other hand, the c2 parameter correlates well with
dr in CRYSOL (Table 2, Fig. 2 b), indicating that the adjust-
ment of the hydration layer density is similar for the two
programs.

In the case of glucose isomerase data with qmax ¼
0.5 Å�1, FoXS produces a significantly better fit, especially
in the high q region. The discrepancy for the high q range is
due to the large size of glucose isomerase, which makes it
difficult for the default number of multipoles to accurately
represent the density of the molecule. Similar discrepancies
are also observed for other tested programs using multipole
expansion (see Fig. S1, Fig. S2, and Fig. S3). Increasing the
order of harmonics from a default value of 15–50 improves
the fit from c ¼ 8.0 to c ¼ 6.4, although the running time
increases from 8 to 25 s. For comparison, the default
FoXS run takes 7 s and the c-value is 4.7.

FoXS is significantly faster than CRYSOL for average
size structures below 10,000 atoms (Fig. 2 c). The programs
have similar performance for structures with ~15,000 atoms.
However, for this size of macromolecule, CRYSOL requires
higher-order harmonics to obtain more accurate spherical
averaging. In summary, CRYSOL is slower than FoXS
across the whole range of macromolecules that are typically
studied by SAXS.
Importance of excluded volume and hydration
layer fitting

To demonstrate that FoXS fitting of excluded volume
and hydration layer does not result in over-fitting of the
experimental profile, we test the ability of the c-score to
ax FoXS c CRYSOL c FoXS c1 CRYSOL c1 FoXS c2 CRYSOL dr

0 7.05 7.60 1.02 1.10 �0.15 0.01

5 1.89 1.77 1.00 0.87 1.91 0.02

3 1.70 1.57 1.05 1.11 3.28 0.05

2 1.16 1.24 1.04 1.10 �0.33 0.01

2 2.28 2.25 0.95 1.12 0.88 0.01

0 1.69 1.74 1.02 0.88 �0.18 0.00

2 2.03 1.39 1.02 0.87 �0.82 0.00

0 1.30 1.04 1.02 1.04 0.05 0.01

2 4.39 2.81 1.05 1.21 4.00 0.07

2 4.69 3.55 1.03 1.00 0.68 0.01

3 2.16 2.54 1.00 1.11 4.00 0.04

2 1.19 0.72 1.00 1.07 4.00 0.04

0 4.69 7.99 1.02 0.87 0.23 0.01

8 1.62 2.51 1.01 0.87 4.00 0.05

Biophysical Journal 105(4) 962–974
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FIGURE 2 Comparison of FoXS and CRYSOL adjustable parameters and running times. (A) CRYSOL r0 versus c1. (B) CRYSOL dr versus FOXS c2. (C)

Running times of FoXS (red) versus CRYSOL (green) and CRYSOL L50 (dark green, order of harmonics ¼ 50).
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discriminate structural models based on their accuracy.
Ideally, the fitting scores would correlate strongly with the
accuracy of the model over a broad range of accuracy
(i.e., Ca RMSD from 0 to 10 Å). We compare this correla-
tion for the default FoXS protocol, which fits the excluded
volume and hydration layer as well as the scaling factor,
to the correlation for FoXS0 that fits only the scaling factor,
but fixes the excluded volume and hydration layer (c1 ¼ 1.0,
c2 ¼ 0.0). Each dimeric structure in our benchmark (super-
oxide dismutase, abscisic acid receptor PYR1, ubiquitin-
like modifier-activating enzyme ATG7 C-terminal domain,
and DNA double-strand break repair protein MRE11) was
separated into monomers. Dimeric models were generated
using docking by PatchDock or SymmDock (49).

We have examined the correlation of c-scores with
RMSD for models with RMSD < 10 Å (Fig. 3, a–d). For
FoXS, in all cases except for the abscisic acid receptor
PYR1, the Pearson cross-correlation coefficient of c-values
with RMSD is in the range from 0.42 to 0.48. In contrast, for
FoXS0, no significant correlation is observed. For abscisic
acid receptor PYR1, the correlation coefficient for FoXS
is lower (0.24) and similar to that for FoXS0; it is possible
that there are additional conformations in solution, because
upon binding of abscisic acid, PYR1 adopts a more compact
closed conformation (6). In addition, we have extracted all
glucose isomerase structures from the PDB and computed
the correlation between the resolution of the structure and
the values of c-scores (Fig. 3 e). Although there is a signif-
icant correlation for the default FoXS, there is no correlation
for FoXS0. For comparison, the CRYSOL program, which
also adjusts the excluded volume and hydration layer, has
a cross-correlation comparable to FoXS for superoxide dis-
mutase, abscisic acid receptor PYR1, and DNA double-
strand break repair protein MRE11 cases, and no significant
correlation for ubiquitin-like modifier-activating enzyme
ATG7 C-terminal domain and glucose isomerase cases.
Validation of hydration layer model by contrast
variation experiments

SAXS profiles for glucose isomerase and lysozyme at the
concentration of ~2.5 mg/mL were collected under different
Biophysical Journal 105(4) 962–974
ionic strengths using NaCl or KCl concentrations varying
between 0 and 1000 mM. Each profile was fitted to high-res-
olution structures (PDB:2GLK and PDB:2VB1) with FoXS
and CRYSOL. We examined changes in the density of water
layer as represented by fitting parameters c2 for FoXS and
dr for CRYSOL (Fig. 4). To simplify comparison between
FoXS and CRYSOL c2 values were converted to dr by fixing
c2 to 4.0, corresponding to the density of 0.388e Å�3.

For glucose isomerase, the values of dr do not change
across different salt concentrations, indicating that the
density of hydration layer is not varying. For lysozyme,
the dr-value increases from �0.007 to 0.03e Å�3 for the
higher salt concentrations and indicates an increase in the
hydration layer density at higher salt concentrations. We
observed similar changes in hydration layer parameters for
both FoXS and CRYSOL.

The difference between glucose isomerase and lysozyme
is presumably associated with different dynamics of the
hydrogen-bonding network of water molecules near the
protein surface. Glucose isomerase is a highly charged pro-
tein with a highly dynamic hydration shell (50) and ions
accumulating away from the hydration layer. In contrast,
lysozyme has only a few exposed charged residues,
whereas the surface residues are more hydrophobic with
polar backbone. Addition of ions to this kind of protein/
water binary system can cause reorganization of the
hydrogen bonds, resulting in an increased hydrogen bond
lifetime (51). For this type of protein surface, increasing
ionic strength is associated with incorporation of ions
into the first hydration layer (51), causing higher electron
density of the first hydration layer. This incorporation of
salt ions and the resulting higher density of the first hydra-
tion layer explain the increase in c2 at high salt concentra-
tions for lysozyme.

Furthermore, we show that FoXS parameter c2 can suc-
cessfully mimic the hydration layer as determined by water
molecules in high-resolution crystal structures. We used
sub-Ångstrom resolution x-ray structures for both lysozyme
and glucose isomerase that contain positions of explicit
water molecules up to the 6 Å distance from the protein sur-
face (lysozyme PDB:2VB1 with 170 waters; glucose isom-
erase PDB:2GLK with 1705 waters). The water molecules
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FIGURE 3 Cross correlation of c-scores with model accuracy. (A) Superoxide dismutase, (B) abscisic acid receptor PYR1, (C) ubiquitin-like modifier-

activating enzyme ATG7 C-terminal domain, (D) DNA double-strand break repair protein MRE11, and (E) glucose isomerase. For each of the five cases,

a set of models is shown, followed by the c-scores versus model accuracy for FoXS, FoXS0, and CRYSOL.

Biophysical Journal 105(4) 962–974

SAXS Profile Computation 969



A B

C D

FIGURE 4 Salt concentration versus hydration

layer density (dr) for FoXS (red) and CRYSOL

(green). (A and B) Glucose isomerase with KCl

and NaCl, respectively. (C and D) Lysozyme with

KCl and NaCl, respectively.
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were used explicitly by FoXS as additional atoms, and
hydration layer modeling was turned off (c2 ¼ 0). We per-
formed FoXS calculations with varied thickness of the
hydration shell using different cutoffs for the protein sur-
face-crystal water distances. The distance to a closest pro-
tein atom defines the distance of a crystal water molecule
to the protein surface.

FoXS calculated the fit to experimental data including all
salt concentrations using crystal waters, starting from dis-
tance 0 (no hydration layer) to 5.5 Å (see Table S1 and Table
S2 in the Supporting Material). For both tested proteins, the
fits using crystal waters are similar in accuracy to the fits
using the FoXS hydration layer model. In addition to the
similar accuracy of the fits for implicit and explicit hydra-
tion layers, the c-values obtained for both models are
similar. The minimal c-value obtained for crystal water
models over the range of distances (columns 4–8, bold-
green) is comparable with the c-value for the FoXS-
modeled hydration layer (column 2, bold). The dependence
of the c2 parameter on the salt concentration is similar to that
of the crystal water layer thickness. The optimal thickness of
the crystal water layer for lysozyme increases with higher
salt concentrations (Fig. 5 a). For glucose isomerase, the
optimal crystal water distance of 2.8 Å gives the best fit
for all salt concentrations (Fig. 5 c), further confirming
that the hydration layer does not change with an increase
in salt concentration. In addition, we show that the optimal
thickness of crystal water layer correlates well with the c2
values of the implicit hydration layer for both lysozyme
(Fig. 5 b) and glucose isomerase (Fig. 5 d). These results
confirm that the FoXS c2 parameter efficiently mimics the
changes in the hydration layer and that the hydration layer
Biophysical Journal 105(4) 962–974
needs to be included for accurate fitting to the experimental
SAXS profiles.
Application of FoXS to modeling macromolecular
flexibility

SAXS profiles are informative about macromolecular flexi-
bility. Previously, we developed a SAXS-based modeling
technique describing dynamic systems in terms of ensem-
bles of structures (11). Here, we take advantage of FoXS
as a fast and accurate SAXS calculator, and combine it
with the minimal ensemble search (MES). We apply the
approach to describe the transient states of human XLF-
XRCC4 filaments and the intrinsic flexibility of human
ligase III-DNA complex.

The XLF-XRCC4 complex forms filaments in the crystal
lattice (8). SAXS was used to determine the transient char-
acter and filament formation in solution. Theoretical profiles
were computed for various filament lengths using FoXS,
followed by an ensemble analysis using MES (11). The
selected combination of various filament lengths achieved
a significant improvement in the fit to the experimental
data. The best fit obtained with the single filament length
had the c-value of 5.1, whereas the minimal ensemble of
three different filament lengths reduced the c-value to 1.7
(Fig. 6, a and b) (46).

In our second example, we present FoXS-MES applica-
tion for the identification of the conformational flexibility
of the human ligase III-DNA assembly. The crystal structure
of the ligase III-DNA complex assumed a ring-like structure
with the ligase III wrapped around a DNA molecule. This
closed conformation fit experimental SAXS data very
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FIGURE 5 The thickness of hydration layer

based on crystal waters versus concentration for

(A) lysozyme and (C) glucose isomerase. The

thickness of hydration layer based on crystal

waters versus hydration layer density (FoXS c2)

for (B) lysozyme and (D) glucose isomerase.

(Blue) NaCl; (red) KCl.
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poorly (c ¼ 12.9). To match the data, the mixture of open
and closed states was selected by MES (c ¼ 5.1, Fig. 6, c
and d) (47). The significant improvement of FoXS-MES
fit in comparison to single FoXS fit in the entire q range
indicates the flexibility of the molecule.

FoXS allows simultaneous analysis of multiple models
against experimental data. Because MES (11) is part of
the FoXS suite presented here, the FoXS-MES combination
becomes a powerful tool to identify the flexibility (52) as
well as structural and compositional heterogeneity (8) of
the studied system.
Software availability

FoXS is a part of the open source IMP package (http://

salilab.org/imp). FoXS is also available for download and

as a web-server from http://salilab.org/foxs, and as a part

of UCSF Chimera visualization software (53). MES appli-

cation for ensemble analysis is a part of the FoXS web-

server and also available for download from SIBYLS

http://bl1231.als.lbl.gov/. The model decoy dataset used

is available from http://modbase.compbio.ucsf.edu/foxs/

decoys.zip.
FIGURE 6 Finding the minimal ensemble

consistent with a SAXS profile. Ensemble fit

(blue) of the SAXS data (black) versus single

conformation fit (red) for (A) XLF-XRCC4 fila-

ments and (C) ligase III-DNA complex. (B and

D) Conformations and their weights in the minimal

ensemble.
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DISCUSSION

Major challenges in structural biology include efficiently
and accurately determining the structures of proteins and
their assemblies in solution (2,5,54). Here, we present the
development of software for rapid, accurate, and user-
friendly calculation of SAXS profiles from atomic resolu-
tion models, enabling comparison of sequence-based
structures to experimental SAXS profiles. Calculating
SAXS profiles from atomic models is nontrivial. High-reso-
lution SAXS datasets produced by current beamlines require
higher accuracy in theoretical SAXS profile calculators for
correct interpretation of experimental data. There are
several useful methods available, differing in the spherical
averaging algorithms, the approximation of the excluded
volume, and the treatment of the hydration layer. Multiple
approximations, such as significant adjustment of excluded
volume and hydration layer density, may diminish the abil-
ity of the method to identify a near-native model in a set of
multiple candidates based on a SAXS profile. The FoXS
algorithm explicitly computes all interatomic distances for
accurate spherical averaging, estimates excluded volume
scattering without significant variance in the protein vol-
ume, and models the first hydration layer based on the
atomic solvent-accessible areas. The results on a benchmark
of 14 cases show that this approach is more accurate and
faster than the best-in-class and most widely used method,
CRYSOL (Figs. 1 and 2 and Table 2), as well as three
additional often-used programs (AquaSAXS, the Zernike
polynomials-based method, and Fast-SAXS-pro (Table 1,
see Fig. S1, Fig. S2, and Fig. S3).
Adjustment in the hydration layer density is
required for accurate SAXS fitting

Contrast variation experiments confirm the importance of
adjusting the hydration layer in the SAXS calculation
(Fig. 4). Although explicit water layer experiments could
provide a more-accurate representation at higher computa-
tional cost, the theoretical hydration layer calculated in
FoXS successfully mimics the data derived from contrast
variation experiments, as well as an explicit water layer
defined by waters from high-resolution structures (55).
The modeling of hydration layer is important for anisotropic
structures that are the main candidates for solution structure
determination. The results from the benchmark presented
here show that larger adjustment of the hydration layer den-
sity correlates with the anisometry of the system, which may
contribute to the intrinsic flexibility (Table 2, Fig. 2 A). Both
FoXS and CRYSOL require high density hydration layers
for accurate fitting of the P4P6 RNA Ribozyme domain
(56), 28-bp DNA, the ubiquitin-like modifier-activating
enzyme ATG7 C-terminal domain (57), DNA double-strand
break repair protein MRE11 (58), and complement C3b-
Efb-C (59). The datasets in our experimental benchmark
Biophysical Journal 105(4) 962–974
were considered to reflect systems adopting single confor-
mations under physiological salt concentrations. However,
the anisometric or elongated structures possess intrinsic
elasticity. This conformational fluctuation around well-
defined conformations alters experimental SAXS profiles
and needs to be considered during the SAXS fitting (1,18).
To simplify testing and comparison of different programs,
we fit our experimental benchmark with a single conformer.
However, high c2 values observed for P4P6, 28bp DNA,
ATG7, MRE11þATP, and C3b-Efb-C reflect flexibility of
the elongated macromolecules rather then high density
hydration values.
FoXS is an open-source method with multiple
user-friendly interfaces

SAXS profile calculation from the structural model is a
necessary component of the SAXS toolbox. As an open-
source method, it can be simply integrated with other
modeling methods using Cþþ or PYTHON interfaces.
Indeed, the FoXS method is a module of the integrative
modeling platform (IMP) software suite (60,61), allowing
SAXS profiles to be used simultaneously with other exper-
imental datasets supported by IMP, such as electron micro-
scopy and various proteomics data. FoXS can also be
accessed through UCSF Chimera visualization software
(53), where SAXS calculations can be performed in combi-
nation with other tasks, such as comparative modeling with
MODELER (62). We have also developed a freely available
web service for profile calculation, sparing the user of any
software installation (63).
FoXS-MES as a tool for ensemble analysis

The FoXS web server allows profile fitting and simultaneous
analysis of a collection of high-resolution models against an
experimental SAXS profile with MES (11). This combina-
tion of methods is important for identification of partially
populated solution states that are crucial to biological func-
tion. SAXS measurements provide a collective snapshot of
the thermodynamic ensemble. It is likely that accurate
modeling of solution structures requires an ensemble of
different conformational states. The two test cases presented
here, the transient XLF-XRCC4 complex and flexible ligase
III, clearly demonstrate that the interpretation of the scat-
tering profile with the population-weighted thermodynamic
ensemble is crucial for accurate description of solution
states.
CONCLUSIONS

Because the quality and throughput of SAXS experimental
data has recently improved dramatically, there is a corre-
sponding sharply increased demand for more accurate and
faster computation of SAXS profiles (64). Here, superior
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fits between experimental high-resolution structures and
SAXS data are obtained by using explicit all-atom distances
and a hydration layer model to account for the effect of
solvent. The explicit representation of the hydrated macro-
molecule is particularly useful for multidomain-flexible
assemblies, which frequently adopt highly anisometric
shapes. The FoXS algorithm explicitly computes all inter-
atomic distances that include the first solvation layer based
on the atomic solvent-accessible areas. In addition to accu-
racy, rapid calculation speed is critical for SAXS-based
structural modeling tools, which often perform multiple
SAXS calculations for large pools of conformers or assem-
blies (5). FoXS capabilities have proven valuable for
defining the archaeal motor mechanism (65), for validating
model-data resolution limits (42), and for comprehensive
SAXS structural comparison maps revealing structural sim-
ilarities (66), suggesting FoXS will prove important for
emerging biology plus advanced SAXS metrics and analysis
techniques. In fact, we show here that FoXS is faster than
other best-in-class programs. Because FoXS is available
through a web server, it enables uploading and simultaneous
analysis of a collection of atomic coordinate input files
against experimental data. In combination with the MES
(11), the user is provided with tools to identify the flexibility
as well as the conformational and compositional heteroge-
neity of the studied system.
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