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Abstract

Narrative processing is an important skill to model both
from a cognitive science perspective and a computa-
tional modeling perspective which applies to intelligent
agents. Communication between humans often involves
storytelling patterns that make the mundane exchange of
information more interesting and with proper emphasis
on important communicative goals. Current narrative
generation models evaluate their generations based
on either a priori domain semantics (e.g. game state
for an in-game conversation with player agents) or
generic text quality measures (e.g. coherence). However,
in utilizing storytelling as a communicative tool for
real-world interactions, domain-specific approaches fail
to generalize and text quality measures fail to ensure
that the narrative is perceived as interesting. Hence, such
generation needs to consider the cognitive processes
involved in the perception of narrative. Using theories of
cognitive interest, we present results of an investigation
of whether word embeddings (e.g. GloVe (Pennington,
Socher, & Manning, 2014)) could be used to model and
estimate cognitive interestingness in stories.

Introduction and Background
In computational narrative generation, the communication
context for which the narratives are generated plays an in-
tegral role in determining both the method constraints dur-
ing the generation and the evaluation metrics for the result-
ing narratives. Not all approaches to narrative generation are
compatible with all narrative communication paradigms, be-
cause they result in vastly different qualities in the generated
narratives and also differ in their assumptions and constraints.

Moreover, no single set of evaluation or optimization met-
rics can ensure the success of a narrative generator across
multiple paradigms. Such “success” is usually dependent
upon being received positively by the audience and achiev-
ing any potential communicative or social goals. In simpler
terms, a “good” narrative has to be interesting to the audi-
ence.

Entertainment, and games in particular, have been a promi-
nent context for narrative generation and communication.
Many games change the events that are not (at least directly)
in control of the player, or affect what the players say (in
voice or text), in order to create the “best” storyline possible
with a goal of maximal immersion and character believability
(Mateas & Stern, 2003; McCoy, Treanor, Samuel, Mateas, &
Wardrip-Fruin, 2011; Ryan, Mateas, & Wardrip-Fruin, 2016).
Other games can involve an interactive settings, where the
player can influence the progression of the story through mak-
ing choices (Riedl & Bulitko, 2012).

In such game-related use cases, it is often possible to in-
fer the quality or interestingness of the generated story using
known domain semantics. For instance, if a simple genera-
tor is making a story about chess, it is easy to know which
sequence of events or moves are worthy of being recited as
a story, since we know the significance of every move, or
sequence of moves, to the game progression or to the win-
ning chances of each side. Similar inferences about event se-
quences can be made about more complex games as well,
given that some game semantics are available. Moreover,
even when games are not involved, many story modeling and
narrative generation approaches rely on a semantic model of a
particular domain (e.g. characters, goals, entity relationships,
etc.) which allows the derivation of a sequence of events and
ultimately a narrative, such as in (Elson, 2012a). The same
is true about classic story generation systems that while in-
spiring, rely on a bank of previous stories and their assumed
structures to generate new ones with a measure of interesting-
ness or success, such as Minstrel (Turner, 1994) and Mexica
(PÉrez & Sharples, 2001).

Other narrative generation approaches are less dependent
on a particular context of communication and use case, and
consequently, do not depend on a priori semantic models. In-
stead, they attempt to generate narrative of stories that make
general sense (as a sequence of events) and contain correct
sentences (if presented in text). Thus, in order to assess the
quality of the generated story, such approaches often focus
on the general properties and qualities of the generated text,
such as coherence or the causal plausibility of the sentence
ordering (Papineni, Roukos, Ward, & Zhu, 2002). This way
of generating narrative is sometimes referred to as open story
generation (Martin et al., 2017; Swanson & Gordon, 2008).

Improving on generic text-based evaluation metrics, in
(Purdy, Wang, He, & Riedl, 2018), a set of proxy measures
are introduced to assess the “story quality” in an open story
generation task. These measures are shown in (Purdy et al.,
2018) to correlate with human judgment of story quality;
hence, they can be used towards a better evaluation of the
generated narrative and an easier and faster fine-tuning of
many generative models, such as Recurrent Neural Networks
(RNNs). They include:

- Correct grammar use (“grammaticality”),
- Complexity of used language (“narrative productivity”),
- Similarity of adjacent sentences (“local contextuality”),
- Level of adherence to the usual ordering of events in most
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stories, e.g. “eat” comes after “order” (“temporal order-
ing”).

Humans possess an intuitive evaluation metric for stories,
one that goes beyond linguistic measures. Expert human sto-
rytellers are not considered experts merely because of the
quality of their use of language (however sophisticated it may
be), but also because of their ability to tell stories that seem
interesting to a large number of audience. Such experts mas-
ter narrative authorship techniques and can recognize the pro-
cesses involved in human’s cognitive perception of narrative.
In other words, they tell stories in ways that are informed
by their understanding of how human perception of narrative
works.

To that end, proxy measures introduced above are a useful
start to assessing narrative quality when it is not tied to
a specific domain of semantics. However, an important
aspect of story quality, i.e. “how good a story is”, depends
on more complex evaluations metrics than language use,
local contextuality, or the normality of the event orderings.
While those measures are relevant, they do not inform the
generation process about the perception of narrative. Ideally,
a generator should also optimize for its generated narratives
to be perceived as interesting. Moreover, as mentioned
above, a computational generation of narrative heavily
depends on the communication context in which it operates.
A particular reason why a focus on narrative perception is
imperative is the rapid evolution of such contexts, which
will increasingly include interactive and sociable agents (e.g.
embodied or virtual agents (Goodrich, Schultz, et al., 2008;
Fong, Nourbakhsh, & Dautenhahn, 2003) or conversational
agents (NPR, 2017)).

Story Interestingness
Storytelling, as an intuitive, natural and commonplace human
behavior, seems deceptively simple to judge in terms of “in-
terestingness”. However, similar to some other intuitive and
natural behaviors, such as nodding and gazing, it is extremely
complicated to predict or reconstruct a story’s interestingness.
This perceived interest can be subjective, is often cultural and
it can also change over time (e.g. a popular movie’s narrative
becomes less popular among a new generation). Moreover,
the subtleties and arts of authorship makes the ways in which
a narrative can seem interesting incredibly diverse, subtle and
nuanced. Despite such difficulties, there are ways in which we
can start understanding this phenomenon and begin develop-
ing proxy measures for perceived story interestingness, to be
used in generative models. To this end, the related work in the
field of cognitive science is a great resource to draw from.

While various types of interest can be established in a
story, many researchers have broadly categorized these inter-
ests in two main groups. Under various names, such as indi-
vidual and situational (Hidi & Baird, 1986), or cognitive and
emotional (Kintsch, 1980), researchers have focused on the
source of interest to make such categorization. “Cognitive”

interests are largely the properties of the narrative (or author-
ship techniques) and “emotional” interests are largely rooted
in an audience’s predispositions. The latter group is more
subjective, and can consist of instinctive “absolute” (Schank,
1979) interests (e.g. danger, power, sex), or “topic interests”
(Campion, Martins, & Wilhelm, 2009).

While it is plausible to assume that all kinds of interest
affect each other when it comes to perception, cognitive in-
terests are categorized as the less subjective factors, ones
that have a larger focus on the stimuli: the properties of the
narrative. Many researchers have developed theories of the
mechanisms that lead to the establishment of cognitive in-
terest in stories. Notable theories include: unexpectedness
(Schank, 1979), the interaction between background knowl-
edge, uncertainty and postdictability (Kintsch, 1980), incon-
gruity (Mandler, 1982), change in one’s belief (Frick, 1992),
generation of inference (Kim, 1999), and the generation of
predictive inference (Campion et al., 2009).

Many of these theories above are conceptually close to and
can overlap with each other. In this paper, we focus on two
of these theories that represent familiar notions: unexpect-
edness (closely related to surprise) and predictive inference
(closely related to foreshadowing).

A detailed overview of the theories of story interestingness
is provided in (Behrooz, Mobramaein, Jhala, & Whitehead,
2018).

Search for Specificities
Another reason for creating proxy measures for story inter-
estingness is the potential roles of such measures in choosing
an appropriate set of specificities in a narrative.

Picking the Right Specificity in a Situated Context If a
narrative generation system, for instance one used by an agent
operating in the real world, attempts to build a narrative from
events that have previously happened, there would be a search
problem involved to choose which observations, details or
specificities (if any) should be included in the story. At a min-
imum, a sequence of events can be described as a mundane
narrative that minimally describes the story’s events. How-
ever, the inclusion of certain specificities about the elements
in the story is usually what allows for authorship skills.

The “Chekhov’s Gun” principle says: “every element in a
story must be necessary, and irrelevant elements should be
removed.” On the other hand, many seemingly unnecessary
parts of a telling of a story serve the particular purpose of
making the narrative more interesting (e.g. through foreshad-
owing or red herring techniques). For instance, specifying
that “the moon was shining bright” a few events before two
characters (that the audience may suspect are in love) kiss
for the first time, asserts a property of the moon that is (most
likely) inconsequential to what happens in the story, but is
nonetheless a part of what makes the telling of it interesting.

Thus, while completely irrelevant details and specificities
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can violate Chekhov’s Gun principle, some details and
specificities, when chosen and employed in an informed and
artistic way, can contribute to the interestingness of narrative
when perceived by an audience.

Complementing Approaches That Involve Generalization
of Concepts This search problem can also arise when
generative neural networks (such as RNNs) are used to gen-
erate stories. In order to increase the chances of convergence
in such models, researchers sometimes replace verbs and
words in a story corpus that is used to train the model with
generalized concepts (Martin et al., 2017) using semantic
word networks such as VerbNet and WordNet (Schuler,
2005; Miller, 1995). This would result in the replacement of
both of the words “car” and “automobile”with the semantic
label “self-propelled vehicle.n.01”, and consequently, it
becomes easier for the model to find event patterns involving
either of these words. However, the narratives generated
using such models would then also include the generalized
concepts, and hence, they can be more mundane and less
specific as a result. Having proxy measures to find the more
interesting specificities may offer a solution to this problem.
In particular, word vectors can help with choosing a specific
instance of a semantic label. This lack of specificity can
occur in any generative method for open story generation
that involves generalization of concepts or events, and
consequently results in mundane generated stories, such as
in (Li, Lee-Urban, Johnston, & Riedl, 2013).

Cognitive Interest as a Proxy Measure
In the absence of a domain’s semantic model (as explained
in previous sections), we explore the idea of using word
embedding vectors with the goal of developing proxy
measures for story interestingness. Word vectors introduce
a way to estimate the semantic similarity and relationships
between words, largely based on co-occurrence. The rapid
improvements in deep learning have greatly contributed to
the quality of word embeddings and they have seen much
success in many computational linguistic tasks. In this paper,
we investigate the use of word embeddings to estimate the
cognitive interest in stories.

Foreshadowing
As briefly reviewed before, one of the main causes of the es-
tablishment of cognitive interest in stories is predictive in-
ference by the audience (Campion et al., 2009). Among the
diverse set of reasons why and ways in which a reader may
try to infer what will occur in the continuation of a story,
we focus on a common way in which authors attempt to
intentionally cause such inference in the reader. Commonly
known as foreshadowing (Chatman, 1980), this authorship
techniques involves giving readers implicit hints that can, in
various ways, provide clues about the upcoming noteworthy

events in the story. Foreshadowing can have various degrees
of subtly. In some cases, it can create a vivid question mark in
user’s mind about why a particular point is mentioned in the
story (e.g. “the road seemed scary and dark, with no barriers
in the middle of it”). In such cases, foreshadowing is more
likely to lead to predictive inference. At other times, what
is also recognized as foreshadowing may be too subtle of a
hint to drive predictive inference and may not pose a question
mark to the user until a later event reveals a rather cryptic
connection. In both cases, the goal is for the reader to realize
this connection and make sense of a “coherent macrostruc-
ture” of the story in retrospect; a notion called postdictability
by Kintsch (Kintsch, 1980).

There have been a few notable attempts to generate
foreshadowing in stories. Minstrel (Turner, 1994), relying
on a bank of stories that it has seen before and knows
about, attempts to foreshadow those upcoming events that
are uncommon and hence unexpected. In (Bae & Young,
2008), another planning-based system provides solutions for
generating foreshadowing and flashbacks for events that are
found to be surprising. Suspenser (Cheong & Young, 2006)
uses similar approaches to generate suspense in a planning-
based story generation system. While our focus on cognitive
interest and foreshadowing is not part of a story generation
system, it can be used in one and the aforementioned system
are a great source of inspiration for our work. However, as ex-
plained earlier, our focus is on systems that cannot assume the
levels of semantics needed for use in planning-based systems.

Using Word Vectors to Find Foreshadowing

Estimating the presence of foreshadowing, without a
semantic model of the domain, is a complicated task.
Foreshadowing can take many different shapes, be causal
or non-causal, and can depend on domain-specific clues.
However, certain cases of foreshadowing involve usage of
words that co-occur in many contexts and hence, are likely to
have similar word vectors in an embedding space. This is the
main intuition behind our approach.

Obtaining the Story Keywords Consider the example
story in Table. 1. It contains a case of foreshadowing with
a potential to cause predictive inference in the reader: event
5 (waiter is distracted and tired) foreshadows event 7 (food is
wrong, waiter apologizes). Treating all the words in the story
as a bag-of-words, we first remove stop words (e.g. “the”,
“is”), and then further narrow down our selection of words
using part-of-speech tags. In order to focus on the words that
capture most of the events and descriptions in the story, we
select verbs, nouns and adjectives. Specifically, for verbs we
use verb roots extracted via VerbNet (Schuler, 2005) and for
nouns we exclude named-entities such as “Sam”. It is worth
noting that the current target for state-of-the-art open story
generation approaches is short stories that are 6-10 sentences
(Purdy et al., 2018).
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Table 1: An example story which contains a case of foreshad-
owing. The numbers on the left are story event indexes.

1 Sam and Judy went out for dinner at
their favorite restaurant.

2 While driving to the restaurant, Judy’s
favorite song played on the radio.

3 Sam found a parking space at the very
front of the restaurant.

4 Sam and Judy were seated immediately
and ordered their favorite food to the
waiter.

5 The waiter looked distracted and tired
but was polite while taking their order.

6 Sam’s favorite song played on the radio
while they waited for their food.

7 When the waiter returned with their food
it was all wrong! The waiter apologized
and returned a few minutes later with
the correct order.

8 Sam and Judy enjoyed their meal.
9 They paid their tab, left a tip for the

waiter, and drove back home.

Table 2 shows the keywords extracted as above for the story
in Table. 1 (using Stanford CoreNLP (Manning et al., 2014)
for part-of-speech tags).

Table 2: Extracted keywords from the story in Table. 1.
waiter, return, pay, song, seat, order,
radio, look, go, apologize, dinner, take,
home, wrong, favorite, find, space, leave,
minutes, restaurant, food, enjoy, parking,
tired, drive, distracted, front, correct,
meal, tip, tab, play, wait

Vectorizing and Visualizing the Story Keywords We
used GloVe embeddings, pre-trained on Wikipedia articles,
in order to obtain a set of vectors that represent the words in
Table 2. Hence, this set of vectors represent the major occur-
rences and descriptions in the story, as they map onto the em-
bedding space at use. Moreover, by extension, these vectors
can also represent major groups of concepts that are perceived
by the audience when reading the story.

The original embedding space used is 300-dimensional. In
order to visualize the word vectors, we used the T-SNE algo-
rithm (Maaten & Hinton, 2008) to yield a 2-D representation
of them. The results can be seen in Fig. 1.

Interpreting the Vector Space The T-SNE visualization
shows to us that certain clusters of words can be distinguish-
able from others. These clusters can semantically categorize
the contents of the story without any semantic models of the

Figure 1: 2-dimensional T-SNE visualization of the GloVe
vectors representing the keywords in Table 2.

domain, such that each focus on a particular aspect of the
story, involving its own events, objects and specificities. At-
tempting to extract some of the clusters seen in Fig. 1, we
notice the following by grouping the words that are reason-
ably close to each other:

• dining: waiter, restaurant, dinner, meal, food,
tip, tab

• car: parking, front, seat, space, drive

• logistics: return, take, wait, go, leave

• music: song, radio, enjoy, favorite

• cashier: pay, order

• searching: look, find

• mistake-recovery: distracted, tired, apologize,
wrong, correct

• play-minute-home: play, minute, home

It is also worth noting that other unsupervised clustering
approaches, such as K-means, would lead to very similar
clusters. We used T-SNE for this analysis because K-means
proved less deterministic and could yield less predictable
results depending on its starting state; however, the distance
between two given pairs of word vectors is constant, hence,
T-SNE depicts an appropriate representation of those con-
stant distances.

Finding the “Key Event” Usually, a key event in a short
story (or a segment of a long one) is the target of foreshad-
owing. In classic dramatic structures, such event can play the
role of the story “climax” (Elson, 2012b). Alternatively, an
“inciting incident” in the story (McKee, 1997) can become
the subject of foreshadowing. Such events are often followed
by a resolution (e.g. the correct food order is then brought,
in our example story). Usually, this key event is unexpected,
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surprising, or otherwise interesting to the audience, such that
it would justify the telling of the story in the first place. Find-
ing this key event without semantic models of the story’s
domain is not an easy task. Most techniques employed for
this purpose depend on irregularities and unexpectedness in
a story. In order to find irregularities, one would need to first
develop an understanding of regular progressions of the story
first (without relying on a priori semantics about them). In
(Behrooz, Swanson, & Jhala, 2015), for instance, sequence
modeling is employed to build a model of regular event se-
quence in a domain, and subsequently, irregular progressions
of the story and the events that cause them are identified.

In this paper, we use the cosine similarity of vectors repre-
senting all of the verbs in the story in order to find the most
anomalous verb. Based on the above, this verb has the high-
est chance of being part of the key event. In Table 3, all of the
roots of the verbs in the story in Table 1 are listed along with
the cosine similarity metric between each verb root vector
and the mean of all verb root vector in the story. This mea-
sure can indicate how close or far each verb vector is from
the rest of the verbs in the story, and hence, how semantically
related or unrelated.

Table 3: Verb roots of all of the verbs in the story in Table 1
(excluding stop words), along with a cosine similarity dis-
tance between each verb root vector and the mean of all verb
root vectors. Verb roots are obtained using VerbNet (Schuler,
2005), and word vectors using a pre-trained GloVe model
(Pennington et al., 2014).

Verb root Cosine similarity
go 0.838

drive 0.517
play 0.609
find 0.734
seat 0.416
order 0.566
look 0.698
take 0.839

favorite 0.458
wait 0.697

return 0.697
apologize 0.335

enjoy 0.57
pay 0.631

leave 0.744

As we can see in the Table 3, the verb apologize is the
most anomalous verb in our example story, since it has the
lowest cosine similarity score with the mean of all verb root
vectors. We identify this verb as the key verb in the story, and
since the key verb is mentioned in event 7 (in Table 1), we
also identify that event as the key event in the story.

Finding the Foreshadowing Cluster Given the key event
and key verb, as described above, we can use the keyword
clustering of the story, seen in 1, to find out if there exists a
cluster whose constituent keywords:

1. play a role in the key event and include the key verb, and,

2. play a role in one other preceding event (or sentence) in the
story.

With such constraints considered, we can see that the
mistake-recovery can be the foreshadowing cluster; a
cluster that includes the words involving the foreshadowing
in the story.

Finding the Foreshadowing The preceding event or
sentence in the story in Table 1, in which the foreshadowing
cluster plays a role, is event 5. Hence, we can guess that
event 5 has a chance of foreshadowing our key event, 7.
Moreover, as a whole, these steps can result in an estimate of
the presence of foreshadowing in the story.

Unexpectedness
As mentioned before, many approaches to open story gener-
ation focus on finding the usual progressions of events in the
story. Among such approaches are story scripts (Schank &
Abelson, 2013) which argue that plots about many domains
of storytelling usually follow a similar general pattern. An-
other example are Plot Graphs (Li et al., 2013), which use
crowdsourcing to build networks of usual progressions and
precedence rules of events (e.g. a graph covering many of
the usual paths that a “dining at a restaurant” story would
cover). In (Purdy et al., 2018), using a corpus of movie plot
summaries, a temporal ordering network is created to cap-
ture the common ordering of verbs in stories. The resulting
proxy measure, introduced earlier as “temporal ordering”, is
then used to find the extent to which a new sequence of events
adheres to the common ordering of events in stories.

While such adherence would help estimate a correct causal
chain of events or logical precedence between them, it is
noteworthy that one of main reasons for cognitive interest
in stories is the unexpectedness of events (Schank, 1979).
Hence, as a story generator would benefit from a proxy
measure for correct temporal ordering of events, it may also
benefit from one that rewards it for having some unexpected
event.

“The Inverted-U Function” Kintsch (Kintsch, 1980)
argues that cognitive interest can be an “inverted-U” function
of knowledge and uncertainty about the story. Simply
described, this view argues that if a story creates too many
or too few question marks in user’s mind, it is less likely to
be perceived as interesting. This guides us towards a proxy
measure that can have a higher value if a story deviates in
small amounts from the usual ordering of events, and a lower
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Figure 2: An illustration of a cognitive interest proxy measure
based on unexpectedness and inspired by Kintsch arguments
(Kintsch, 1980). The area marked as A denotes a story that
does not sufficiently adhere to the usual ordering of verbs (or
events). C shows an area where there is no or too little devi-
ation from the usual ordering for the story to cause cognitive
interest. B shows an area indicating that the story generally
adheres to the usual ordering, but contains enough deviations
and hence may cause cognitive interest.

value if it deviates too much from (or does adheres at all
to) the usual ordering. Using a temporal ordering network,
for instance, an unexpectedness proxy measure can have its
highest value if most but not all (e.g. 90%) of the pairs of
verbs in the story adhere to the network’s order. The proxy
measure would sharply decrease if this adherence ratio is
much less, or approaches 1. An illustration of such proxy
measure function can be seen in Fig. 2.

Unexpectedness and Word Vectors Using a vector space
that represents verbs (or sentences (Pagliardini, Gupta, &
Jaggi, 2017)) in a story, the distance between each vector and
the average of all vectors belonging to a story (similar to Ta-
ble 3) can estimate how unexpectedly each verb is perceived
compared to the rest of the story. Hence, in order to follow
an inverted-U pattern, a proxy measure of unexpectedness
can have the highest value when most entries in Table 3 have
large values, but at least one entry has a much lower value
than others.

Conclusion

Communication context is a consequential factor in narrative
generation, in terms of approach, constraints, and evaluation
criteria. Certain narrative generation approaches are tied to
a specific communication context (e.g. games) and depend
on that context’s a priori semantics to evaluate how good
a generated story is. Other approaches are not bound to a
specific context (called open story generation) and often

use generic text quality measures to assess the quality of
the story. Given the importance of narrative perception in
real-world use cases of such story generation (e.g. by an
intelligent agent), we draw from theories of cognitive interest
and investigate the use of word embeddings vectors to find
how interesting a generated narrative is. Specifically, we
assess the existence of predictive inference (through fore-
shadowing) and unexpectedness in stories, using GloVe word
vectors (Pennington et al., 2014). We plan to evaluate this
approach in a situated scenario and seek to find correlations
between proxy measures of cognitive interest and judgments
of human subjects.
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