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Abstract

In order to understand the relationship between
human and machine discovery, it is necessary to
collect data about human discoveries which can
be compared with machine discovery performance.
Historical data are difficult to obtain, are very
sparse, and arguably do not reflect a typical hu-
man performance. We contend that cognitive ex-
periments can provide meaningful data, because
the discovery tasks can be carefully defined and
tailored to the comparison task, and the subject
selection can be controlled in different ways.

We describe an experimental study of the human
processes of concept formation and discovery of
regularities. In our experiments human subjects
were allowed to interact with three world mod-
els on the computer. Our results demonstrate
that humans use heuristics similar to those used
in computer discovery systems such as BACON
or FAHRENHEIT on comparable tasks which in-
clude finding one dimensional regularities, gener-
alizing them to more dimensions, finding the scope
of a regularity, and introduction of intrinsic con-
cepts. Virtually all our subjects made some rela-
tively simple discoveries, while some of them were
able to develop a complete theory of simple world
models. The progress made by human subjects
on comparably simple tasks was impeded signif-
icantly when the domain became richer, as mea-
sured by the number of regularities, their dimen-
sionality, and the number of intrinsic concepts in-
volved. This can be called a contextual complexity
phenomenon. Our subjects demonstrated a defi-
nite pattern of chaotic experimentation and lack
of theoretical progress when the level of complex-
ity was too high.

*The work described in this paper was supported by the
Office of Naval Research under grants #N00014-88-K-0226
and #N00014-90-J-1603.
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The task

Little systematic study is available on human at-
tempts at discovery tasks (Mynatt, Doherty, and
Tweney, 1977; Shrager, 1985, 1987; Qin and Simon,
1990). Studies that concentrate on concept creation,
such as Bruner, Goodnow, and Austin, (1956) do not
consider concepts in the context of law discovery. Dis-
covery has traditionally been perceived as an excep-
tional achievement that happens rarely and to special
people. Recent experience with computer discovery
systems demonstrates that the capability for making
discoveries can be decomposed into a number of dif-
ferent “small” capabilities, each devoid of mystery and
applicable to a broad range of cases. Relatively simple
discovery systems like BACON (Langley, Simon, Brad-
shaw, and Zytkow, 1987) or FAHRENHEIT (Koehn
and Zytkow, 1986) are successful in solving simple dis-
covery tasks and in combining them into more complex
discoveries of concept and law. FAHRENHEIT has
been applied in controlling chemistry experiments and
collecting data in a real labgratory, and to infer the-
ories based on those data (Zytkow, Zhu, & Hussam,
1990). Studies on human subjects done by Shrager
(1985, 1987), Qin and Simon (1990), and casual exper-
iments reported in Langley et al. (1987, p.53) demon-
strate similar discovery behavior in humans. It is rea-
sonable to conjecture that many humans are endowed
with the skills needed to become successful discover-
ers. World models which can be explored both by hu-
mans and discovery systems provide a controlled envi-
ronment for studying human discoveries.

In order to construct and justify a framework for de-
scribing human discoveries, it is necessary to collect a
lot of data in exploratory mode. In our experiments we
wanted to see how humans combine different discovery
skills, and how they select methods appropriate to dif-
ferent tasks, in particular the tasks which involve the
accumulation of several discoveries. We were able to
keep our subjects motivated up to several hours. Thus,
simple multidiscovery tasks that could be concluded in
a matter of hours (covering perhaps a few days in sep-
arate sessions) were chosen. In the future we foresee
longer experiments.
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Our subjects were confronted with computer simula-
tions of simple world models. These world models were
interactively encoded, allowing subjects to conduct ex-
periments of their choice. Yet, how does one create a
world of appropriate difficulty? We did it empirically,
by trial and error. In the first series of experiments
(section on the ZOO), we underestimated the difficulty
of discovery problems. In effect, our subjects discov-
ered very little, and the protocols were not useful for
comparisons because different people explored differ-
ent small subspaces of all possibilities. We have learned
several interesting things, however, which we briefly re-
port in the section on the ZOO experiments. The next
two experiments (GOBLINS and GREMLINS) were
more successful and we report on them in this paper.

The method

Our subjects were computer science graduate stu-
dents and undergraduate seniors who had enrolled in
machine learning courses. They were told that their
participation in the experiment would help them un-
derstand the problems of machine learning and discov-
ery. Although there were no time limits set on their
discovery task, they were asked to continue their re-
search as long as needed to develop a complete theory
of each world, a theory that allows one to predict the
result of any experiment. They were allowed to con-
duct as many sessions as they wished, and to resume
them when they wished. Only after all subjects fin-
ished their work, the issues of machine discovery have
been addressed in class. To explore the experimental
-worlds, the students were placed in a loop in which
they designed an experiment, were provided with a re-
sult, designed the next experiment, and so forth. Each
experiment took a few keystrokes, and the result was
immediately available. Students developed their theo-
ries on paper.

We did not want to create abstract problems and,
at the same time, we wanted to minimize the interfer-
ing background knowledge. The world models were
introduced in brief stories. The stories introducing
GOBLINS and GREMLINS are quoted in the next two
sections. After completing their experiments, many
subjects acknowledged that they quickly forgot about
the stories, and started to think in terms of abstract
problems. The worlds of GOBLINS and GREMLINS
required at least several hours of study before a sub-
ject could develop a more or less complete theory. The
level of difficulty was a little too high, but the ability
to keep people interested was just about right for the
selected group of subjects.

Two types of protocols were kept. First, each exper-
iment was automatically recorded on a computer: time
of experiment, input data and the result were stored.
Secondly, we asked students to record as many ideas
that came to their mind as possible, including all hy-
potheses that they entertained, and to mark the time
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at which they occurred. The information about time
was helpful in cross-referencing both types of proto-
cols. As we expected, the notes of students differed
considerably. Still, we did not want to specify in detail
what they were supposed to record. We felt that any
instruction that would result in a more uniform collec-
tion of data would provide hints that might influence
their discoveries.

After the students’ protocols were turned in, only
some clarifying questions were asked. In this way
we sought explanation of unfinished phrases and ob-
scure formalisms that they invented. No additional
comments were accepted that could reflect knowledge
gained at a later stage. As a result, the protocols were
quite clear and adequately complemented the listings
of experiments collected on the computer. We be-
lieve that the open format we selected best fits our ex-
ploratory studies. However, other methods could also
be used (Ericsson and Simon, 1984).

The experiment with GOBLINS

The following story introduced the world of GOB-
LINS:

There are many goblins in the fairyland. Each
goblin is characterized by intelligence and ap-
petite. Both can be ANY number, and are lim-
ited to numbers. Each goblin has its energy,
too, that is measured in numbers. Does energy
depend on intelligence and appetite? If so, in
what way? This is the problem for you. Find a
complete theory, applicable to all goblins. You
can develop your theory as a result of exper-
imentation with goblins. You can also make
hypotheses if you wish.

The subjects could study the world of GOBLINS
by making “experiments”. Each experiment consisted
of selecting numerical values for intelligence ¢ and ap-
petite a for which the value of energy e(i,a) was re-
turned. The world model of GOBLINS is described by
a numerical function e(3, a) of two independent numer-
ical variables i and a:

(a—1)(0.5:4+1) fora>2u
e(i,a) = { i*a® for a > 10 — i2
a’ +2 in all other cases

Possible discoveries include (1) three regularities for
energy e(i,a) as a function of intelligence i and ap-
petite a, that hold in three areas of the 2-dimensional
plane (7,a), and (2) two boundaries that separate those
areas. Each regularity can be discovered by BACON
and FAHRENHEIT. FAHRENHEIT can also discover
the boundaries @ = 2i and a = 10 — #* that separate
the areas of different regularities.

Eleven students worked on this problem. The num-
ber of experiments varied between 71 and 1227. The



Table 1: Summary of experiments and theories generated within the GOBLINS experiment

Number of experiments | 1227 1067 300 289 95 224 137 71 180 80 96
Formulae discovered 3 3 3 3 3 3 2 2 1 1 0*
Boundaries found 2 2 2 1 1 0 1 0 0 0 0

* Two regions of different behavior were discovered

time spent on experiments varied from 16 minutes, cor-
responding to 137 experiments, to 924 minutes, cor-
responding to 1067 experiments, plus additional time
on building theories. Everybody had some success in
making discoveries (cf. Table 1). Three students devel-
oped a complete and correct theory, including each of
the three regularities and their boundaries. Columns 3
and 5 of Table 1 stand out in comparison to other en-
tries because those subjects needed fewer experiments
to achieve successful results. In both cases, early ex-
periments were centered on a particular idea. It is
not really possible to generalize the typical route to
success, because the protocols reveal a variety of ap-
proaches. For instance, for the entry in column 6 with
224 experiments, the records show that the first conclu-
sions were reached after one experiment, and all sub-
sequent experiments were very systematic with a good
range of positive and negative numbers as input data.
The first correct formula was thought up after about
15 experiments, the second after 93 experiments and
the third after 144 experiments. A long time was then
spent in trying to understand the boundaries for each
of the three formulae; this issue, however, was never
fully resolved. Much value was attached to the pre-
dicting power of new ideas.

Protocols of students’ data collection reveal a fre-
quent use of two experimentation patterns which can
be described as (1) sequential and (2) boundary search,
usually bisectional. The first pattern includes all se-
quences of experiments in which one variable is varied
whereas other variables are kept constant. A sequence
of experiments can be further characterized by the ini-
tial value of the varied variable, the increment, and
the number of experiments in sequence. Typically, a
student kept one of the variables, say appetite, con-
stant and varied intelligence in a sequence of 4-6 ex-
periments, using a small integer as a starting value,
and a small increment, usually 1. Then he varied
appetite by a small increment and made another se-
quence of experiments by varying intelligence. This
can be called “recursive sequential experimentation”
and it occurs when the same pattern is used for vary-
ing other variables. Both BACON and FAHRENHEIT
use this strategy for data collection.

Sequential experimentation was used in the search
for regularities, whereas the second experimental strat-
egy was used almost exclusively in the search for a
boundary after a regularity had been detected. The
bisectional search narrows the distance between two
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values of an independent variable (other variables held
constant): the last known value for which a particular
regularity holds, and the first for which that regularity
fails. FAHRENHEIT uses this strategy, systematically
dividing the difference in half, and terminating when
the difference is less than the experimental error. Some
of our subjects terminated that search when the differ-
ence was one, but some others carried the divisions to
the limit of the floating point operations.

Experiments with GREMLINS

The world of GREMLINs was described in the fol-
lowing way:

There are many gremlins in the fairyland.
There is a distinct species of gremlins for each
character from a to z. For instance ¢’ grem-
lins, or v’ gremlins. Each gremlin belongs to
one species, while there may be many gremlins
in one species. Gremlins like to eat, and each
gremlin has its (or his, or her) taste denoted by
a positive number. Gremlins like to fight each
other, too. Find the law that for ANY TWO
gremlins, tells which one wins if they fight one
against the other. You can develop your the-
ory in result of experimentation with gremlins.
You can also make hypotheses if you wish.

The subjects specified the type and taste for both
gremlins: a letter I;, (i = 1,2), and a positive number
t;, (1 = 1, 2) for each, and in return received a message
about win, tie or loss by the first gremlin. Each pair
(%i,t;) defines a particular gremlin. Invisibly to the
experimenter, each letter is mapped to a number:

abcdefg h i jk 1 m n op
2345689 10 11 12 1 12 12 12 12 4.6666
qr s tu vV W X Yy z

12 12 12 12 8.3333 12 12 12 12 12

Then, the products n;f; are computed and compared.
If mity > maty, then the first gremlin wins; if n,t,
naty , then both tie; if nyi; < nyts , then the first
gremlin loses.

Two major discoveries include (1) the introduction
of an intrinsic property for each gremlin, defined by
a mapping from letters to numbers, and (2) finding



that there is a boundary between the wins and loses,
and that n;t; = noty determines the tie, while two
inequalities determine the win and loss.

Fourteen students worked on this problem. The
number of experiments performed varied between 55
and 589, with the amount of time spent at a terminal
between 62 minutes (corresponding to 60 experiments)
and 460 minutes (corresponding to 482 experiments).
Three persons developed a theory that accurately pre-
dicts all experimental results, each theory based on a
different formalism, in 179, 326, and 589 experiments
respectively. Three other students developed almost
the full theory, but were plagued by errors in assigning
numbers to letters. Seven students assigned numerical
values to letters or to pairs of letters. Seven never tried
to map letters to numbers.

Contrary to the world of GOBLINS, where every-
body detected a meaningful regularity, GREMLINS
presented insurmountable problems for those who did
not introduce an intrinsic numerical property. Those
subjects detected only “weak” regularities, such as
“the higher letter wins” (at the conclusion of 55 exper-
iments), and “species in category 1 are stronger than
species in category 2; in the same category it requires
higher taste to beat someone farther away alphabeti-
cally” (at the conclusion of 125 experiments).

An intrinsic property can be introduced in various
ways. Our subjects used three ways of assigning num-
bers to letters: (1) a number to each letter, (2) a frac-
tion to a pair of letters, (3) express each letter by a
multiplier for a selected single letter, say k: a is 2k,
b is 3k, and so forth. Within (1) two mappings were
used. One was the ordinal mapping of letters to con-
secutive numbers: a-1, b-2,c-3,...,2-26. The other was
identical or close to the actual mapping used in GREM-
LINS, and described above. Below we give a sample of
various experimental strategies, formalisms, and theo-
ries related to the introduction of intrinsic concepts by
individual subjects.

S-1 introduced the ordinal mapping after 31 experi-
ments, then switched to the mapping derived from ex-
periments, but still some remnants of the original map-
ping remained in the final solution reached after 164
experiments.

S-2 introduced an almost correct mapping at the end
of his study, after 258 experiments, as a result of the-
oretical analysis.

S-3 performed about 100 experiments and then intro-
duced a “shifted” ordinal mapping, by assignments:
a-2, b-3, c-4,..., z-27. Later he realized that k is spe-
cial, and letters past k are equivalent, but he never
gave up the initial assignment, producing as a result a
very complex theory of 21 rules. The cost of maintain-
ing a wrong paradigm is obvious, but the result was
empirically adequate, with some exceptions.

S-4 performed 150 experiments and then started to use
fractions of letters, and equated them with fractions of
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numbers, for instance a/b = 3/1 Very soon S-4 real-
ized that 2 = 28 — 34 %, and quickly generalized
this computntmn to nﬂ letter fractions. Afterwards,
S-4 used only fractions of consecutive letters. Finally,
after 326 experiments, S-4 derived a theory that per-
fectly predicts results of all experiments, but never at-
tempted a mapping to single letters.

S-5 wrote down the ordinal mapping entirely apriori,
before starting any experiments. But in 178 experi-
ments he never used that mapping and he did not pro-
duce any regularities, ending up “frustrated at the fact
that the system contained so many inconsistencies.”

S-6 assigned fractions after 28 experiments, then af-
ter 54 experiments switched to a “multiplier” for each
number, at the same time producing a theory that per-
fectly predicts all results. From then, until he com-
pleted 179 experiments, he concentrated on assigning
numbers to letters.

S-7 came up with another perfectly predicting theory,
making 589 experiments, and using still another for-
malism. All letters were grouped and all groups were
ordered according to different multipliers ‘jof k. For in-
stance b belongs to 2k, ¢ to 3k. k plays a “privileged”
role and does not belong to any group. No attempt to
assign numbers to letters was made.

Recovering from the erroneous mapping of letters
into numbers (the ordinal mapping) provided us with
interesting accounts of scientific crisis and theory re-
vision. S-3 responded to the empirical inconsisten-
cies with complicating his theory, while S-1 changed
his theory gradually. The first law had the form
t2 = 2t;/(Ny + N3), and was very nicely confirmed
within the first 39 experiments. Then, in response to
the growing counter-evidence (around experiment 93),
S-2 introduced another law, not changing the ordinal
mapping. (N, + 1)t; = (N + 1)t5. This law works
nicely for letters a through e. After that, rather than
creating new “small” laws as did S-3, S-2 used the new
law for assigning numbers to letters. He eventually
changed his law to the final form: N;i, = Nyi,. His
protocols offer a captivating example of gradual recov-
ery from a false theory.

Two very useful experimental strategies were intro-
duced. One consisted in using the same taste value
for both gremlins, while the letters were varied. This
allowed for efficient ordering of all letters according to
their “strength”. S-2 used it in 84 experiments, be-
fore switching to another strategy which he used for
86 final experiments. The second strategy, used by
all six successful subjects can be described as a search
for the boundary between win and loss, in a sequence
of experiments where two letters and one number are
fixed. The second number, usually the taste of the
first gremlin was varied until a draw was produced, or
until the boundary was determined with the integer
accuracy. The assumption that the tie is a state be-



tween win and lose was responsible for the bisectional
boundary search at the beginning, while the method
was later strengthened by its successful results. Sev-
eral unsuccessful subjects also used this strategy, but
they tried it unsystematically, abandoning it for more
chaotic experimentation. Only the successful subjects
systematically varied three other variables in the four-
dimensional space of all experiments. Two discover-
ies made by all successful subjects reduced their ex-
perimentation. First, varying the other number was
quickly abandoned when the law of proportionality for
the tastes was detected. Then, after the symmetry be-
tween the first and the second gremlin was detected, or
a mapping between letters and numbers, only selected
combinations of letters were used.

The ZOO experiment

This experiment was chronologically first. The task
was too difficult, however, allowing the subjects to
make only sparse discoveries. The ZOO world encodes
Black’s law and is isomorphic to the processes in which
the temperature of equilibrium is reached for a mixture
of two samples (each can be water or mercury), char-
acterized by their initial temperatures and masses. In-
trinsic concepts include specific heat, latent heat, and
the phase. Each experiment requires a choice of value
for six variables: one nominal and two symbolic for
each sample. The dimensionality of regularities and
their boundaries is much higher than in the case of
GOBLINS and GREMLINS. The cover story talked
about animals rather than samples. Curiosity played
the role of mass, while intelligence doubled for temper-
ature. Animals stayed in pairs, and in each pair the
intelligence of both animals became equal. The task
was to find the intelligence of animals in a given pair.

Eight students, different from those who worked on
GOBLINS and GREMLINS, worked on the ZOO prob-
lem. Nobody developed the full theory governing the
ZOO (i.e. discovered the full form of Black’s law) or
even came close to discovering the latent heat law, the
specific heat concept, etc. Some lesser things were dis-
covered though. For instance, several students came
across the numbers 0 (freezing point of water), 100
(boiling point of water), 357 (boiling point of mercury),
and noted their significance, describing them as magic
numbers (2 persons), telling that “Strange things hap-
pen for 357, 100", or that “some ranges of numbers
always seem to give you the intelligence of 357”. Only
three persons attempted to fit some formulae to their
experimental results. The rest gave qualitative descrip-
tions only: “beta animals seem to be more intelligent”,
and the like.

Two phenomena differentiate the work on the ZOO
from the simpler domains of GOBLINS and GREM-
LINS. First, it seems that the overall difficulty encoun-
tered in the ZOO impeded even partial results. It was
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much easier to find regularities and concepts if they oec-
curred in the simpler worlds of GOBLINS and GREM-
LINS, even if they were equally difficulty as many par-
tial results in the ZOO. The second phenomenon refers
to the experimentation in the ZOO world. Everyone
started with a very systematic, sequential experimen-
tation pattern (see Section on GREMLINS), which for
all but two subjects quickly degenerated into chaos.
Four subjects showed a pattern of random choice of
input parameters in at least the last 15% of their ex-
periments. Chaotic experimentation patterns seem to
be due to the complexity of the problem and should be
further investigated as a response to non-progressing
research, which does not provide new regularities and
generalizations of the existing laws. Chaos emerged to-
wards the end of most ZOO experimentation, whereas
only two students working with GREMLINS started to
show a bit of chaotic pattern towards the end of their
efforts, complaining about complexity of the problem:
“this is definitely getting complex”.

Dimensions of discovery

The results of our study can be analysed along many
dimensions. In the current section we will briefly sum-
marize selected results.

Experimentation strategies: We have already re-
ported on these in the sections on GOBLINS, GREM-
LINS, and ZOO. The exploration of all worlds ben-
efited from the use of orderly experimental methods,
even though some people needed hundreds of experi-
ments to achieve success. In particular, the strategy
of two persons who best described the world of GOB-
LINS can be characterized as that of a calculator pro-
grammed to check every detail step by step as opposed
to reaching any conclusions in a more daring way.

Experimental Limitations: Most subjects used
only a very limited range of input values in experi-
mentation. Small integers (n < 13) were used almost
exclusively. Six persons never used fractions. Most
of the others used them sporadically if they could not
complete the bisectional search otherwise. Five people
never used negative numbers in their experiments with
GOBLINS. Small integers were almost exclusively used
as increments for generating experimental sequences.

Testing: Very little time was spent on testing the dis-
covered theories. We noted an intriguing phenomenon.
After making a major discovery, a student commonly
switched to another task rather than going on to test
the validity of the discovery. The same phenomenon
can be noticed in protocols from experiments con-
ducted by Shrager (1985). Positive thinking prevailed
over critical thinking, and there is little evidence that
falsified theories were rejected. In general, subjects
did not change their theories in response to contradict-
ing experiments, even if performed immediately after-



wards. Positive evidence, however, was remembered
for a long time.

Complexity: First conclusions were drawn very
quickly, on average after 10 experiments. This is com-
patible with discovery systems, which also draw con-
clusions that involve one independent variable after ex-
amining only a few results. Another phenomenon was
quite clear: If two laws of similar complexity hold in
two world-models, wm; and wm;, wm;, being overall
more complex than wm,, then it is far more difficult
for human discoverers to find such a regularity in wm,
than in wm,. Discovery systems can succeed equally
well in both models, if they are put on the right track.

Meta-principles:  The modest support sufficient
to draw meta-level conclusions was remarkable. Sub-
jects who made metalevel statements used just one or
few experiments to claim symmetry (“order of pairing
is unimportant”), time independence (“time is not a
factor”), or determinism (“no randomness in the do-
main”). It is actually true that both domains were
deterministic, and the world of GREMLINS is sym-

metric.

Beyond empirical equivalence: Additional crite-
ria can be applied to further rank the final theories.
Three subjects reached the experimentally complete
theory of GREMLINS, but one result ranks higher
because each gremlin was represented by a number,
whereas in the remaining two a number is associated
with each pair of gremlins. The first theory is more
comprehensive. It implies both theories of the second
type, but not the other way.

Conclusion

Our research confirms that many students have been
able to combine useful experimentation strategies with
elementary discoveries, and to combine elementary dis-
coveries into more complex theories. This confirms
conclusions of Shrager (1985), and Qin and Simon
(1990). Similarly to Qin and Simon, we found many
analogies between human subjects and discovery sys-
tems in the use of operators and heuristics However,
it is difficult to go beyond superficial comparisons to
related work because the space of possible experiments
on discovery is enormous, and each existing study
explores an “orthogonal” direction. Qin and Simon
(1990), for instance, used Kepler’s third law to study
in depth the process of one-dimensional equation find-
ing. Although discoveries in our worlds involved sev-
eral one-dimensional equations, none of them has been
complex enough to allow comparison to the results of
Qin and Simon. Moreover, while Qin and Simon pro-
vide students with data, we require them to make ex-
periments. Experimentation would simplify the prob-
lem, because it would be easier to find Kepler's law
in data obtained for small integers, which the subjects
would undoubtedly use.
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Our work can be extended in many directions. We
would like to better understand the mechanisms by
which humans introduce intrinsic variables and use
symmetry heuristics. BACON’s mechanisms for both
(Langley et al., 1987) were not used, but BACON’s
symmetry operators require a particular experimenta-
tion strategy (Langley et al., 1987, p.171-4). If that
strategy is not followed, the comparison is difficult.
Experiments on new versions of GREMLINS may help
in solving these problems.

Another interesting problem is the proportion of ef-
fort spent on experimentation and theories. In a yet
unreported experiment, we found that even a few sec-
onds’ delay in computer response to the requests for ex-
perimental results stimulates subjects’ interest in the-
ory formation, limiting the number of experiments they
perform before they start building theories.
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