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ABSTRACT OF THE THESIS

Synchronization through Manipulation - Indirectly Coupled Oscillating Walking Robots

by

Yudong Wei

Master of Science in Engineering Sciences (Mechanical Engineering)

University of California San Diego, 2021

Professor Nicholas G. Gravish, Chair

Synchronization behavior universally occurs in our daily life, and it is so important

and ubiquitous that has been studied over the past few decades. For example, the Millennium

Bridge nicknamed as "Wobbly Bridge" because of the alarming swaying motion caused by

synchronization of pedestrians on its opening day. Nowadays, along with the improvement of

theoretical research, scientists start to control swarm of robots based on the idea of synchronization.

However, no previous study has investigated the synchronization among indirectly coupled robots,

which are completely independent with each other without any central controller. This thesis

describes the design and implementation of a new kind of swarm of robots and their decentralized

controllers. Firstly, robots with one rear driven legs are designed to form swarms of robots.

ix



Then, an adaptive control method based on Hopf oscillator is implemented to regulate the

phase of the oscillating walking robots. Data from both simulations and experiments has been

collected and analysed to discover the properties of collective behavior. Finally, the significance

of synchronization of multi-robot working systems is verified to be lower power consumption

and greater total output force compared with disordered or non-regulated systems.
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Chapter 1

Current state of art and Introduction

1.1 Current state of art

Synchronization is a ubiquitous phenomenon in the nature world. In spite the nature

tendency for being disordered, synchronization is such a unique and abnormal phenomenon.

However this kind of collective behavior is so universal that it occurs from non-living things (e.g.

chemical reactions and turbulence) [1], to living things (e.g. fireflies [2, 3] and bacterial flagella

[4, 5, 6]). With a large amount of research results from physicists, chemists, mathematicians and

biologists, engineers are able to implement more engineering methods and improve our lives.

For instance, the study of mutual synchronization occurs in our bodies including the pacemaker

cells of the heart [7, 8, 9], the insulin-secreting cells of the pancreas [10, 11], and the circadian

pacemaker [12, 13]give us a better understanding of our body mechanisms [14].

Animals and people can get certain benefits from synchronization. For instance, when

trying to carry a piece of food which is dozens of times bigger and heavier than a single ant, the

group of ants would gather into a formation and synchronize their motions to make impossible

becomes possible [15, 16] (also as shown in Fig. 1.1)a. Another case is shown in Fig. 1.1b, a

group of athletes paddle hard in a dragon boat competition, which is a traditional custom in China.
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Only with perfect synchronization on the act of paddling [17], the boat is able to move fast enough

to win the first place. Besides, Fig. 1.1)c shows a popular tradition in Alaska - the dog sledding.

People can sit on a sled which is being pulled by dogs and speeding through the Alaskan forest.

In this traditional event, it can be observed that all the dogs are almost synchronized in pace with

each other to generate huge drag force simultaneously. It is known that the synchronization could

greatly help the animals and people to work better, but the mechanisms behind is still unclear.

Thus, it is of great importance to do more in-depth study on mutual synchronization, especially

the collective behavior of living things.

(a) (b)

(c)

Figure 1.1: Some synchronization behaviors in the natural world and our daily life.

1.1.1 Previous Mathematical Approaches

To study the synchronization behavior in the nature world theoretically, we must have

some mathematical interpretations and further analysis. Obviously, we can regard the periodic

spacial locomotion as oscillators, which can be nonlinear and complex. In order to get rid of

the difficulties by directly analysing a group of such oscillators, some further simplifications are
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needed. Therefore, a great deal of previous research has focused on modeling and analysing the

oscillators in the aspect of mathematics. Generally, there are two types of oscillators: smooth

oscillators whose locomotion is continuous, and episodic oscillators which are pulse-like.

The most common representation of smooth oscillators is the limit cycle behavior [18].

There are many well-known limit cycle models like the Kuramoto oscillator [1, 19], the Hopf

oscillator [20, 21], the Van der Pol oscillator [22], etc (detailed equations and properties are

shown in Table 1.1).

Table 1.1: A table of three typical models describing smooth oscillators.

Name Equation Property
Kuramoto
oscillator ϕ̇i = ωi +∑

N
j=1 Γi j(θ j−θi)

simple and abstract; only regulate the
phase

Hopf
oscillator

ϕ̇i = ωi
ṙ = (µ− r2)r

adjust both on phase and radius; per-
form perfect limit cycle behavior

Van der Pol
oscillator

ẋ = y
ẏ = µ(1− x2)y− x

sharp corners on phase space; bent
isochrones

The Kuramoto oscillator is a typical type of phase oscillators, which is the simplest and

commonest way to describe and analyze weakly coupled oscillators. The Hopf oscillator (Hopf

bifurcation) is a kind of isochronous oscillators, and this type of oscillator is commonly used to

describe the oscillatory behaviors in biology. The Van der Pol oscillator is a relaxation oscillator.

This type of oscillator in general does not have closed form solutions, and is often related to

physical mechanisms that keep accelerating and decelerating periodically. In terms of control and

robotics, different types of oscillator equations could be implemented so that engineers are able

to adjust the phase or the radius to meet their demands.

Another important type of oscillators is episodic. Such oscillators are of special impor-

tance for biological oscillators, which exhibit pulse-like behaviors and often synchronized via

impulsive stimulus from each other. For example, a group of fireflies can get synchronized by

responding to the flash of each other and adjusting their cadences accordingly.
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One of the most popular model of such oscillator is the synchronization model of integrate-

and-fire oscillator, which was introduced by Peskin in 1975 [9] and developed by Mirollo and

Strogatz in 1990 [14]. The model is described by a return map, in which all the oscillator are

moving smoothly from the lowest state to the highest state, once one oscillator reaches the highest

state, it would immediately "fire" and return back to the lowest state. At the same time all other

oscillators would be stimulated by the "fired" oscillator and immediately jump up for a certain

state difference but not higher than the highest state. For almost all initial conditions, it has been

proven that the system eventually becomes synchronized.

1.1.2 Bio-inspired Robotics and Swarm Robotics

The idea of bio-inspired robot is to learn from nature and apply the optimized mechanisms

to the robot design. This is an effective way to solve engineering problems and has brought about

the widespread attention in robotic research in the recent years.

Firstly, a lot of research works have been carried out in the area of synchronization on

bio-inspired robots. A well-known example of coupled synchronized robotics is the central

pattern generators (CPGs) [23] that controls the locomotion in animals. For both invertebrate

and vertebrate animals that can produce rhythmic patterns of neural activities, CPGs are neural

circuits that work like the spinal cord and are able to generate coordinated patterns of periodic

locomotion without any external inputs from higher control centers like brain. This bio-inspired

concept can serve as a lower level controller in bio-inspired robots, so that smooth switches

between different gaits like swimming and walking is enabled [24].

Another important area of bio-inspired robotics is the collective behavior of swarm

animals. Although the collective behavior of swarm animals has been widely studied, e.g. ants

gathered into a group to carry heavy foods or form like a raft to survive on rivers, swarm robotics

is a fairly new field [25]. For instance, inspired by the communication and locomotion of living

cells, a kind of particle robot has been designed to have decentralized controllers and coordinate
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to migrate in swarms [26]. The carrying ability of swarm robots with force interactions is also

important. With the knowledge from study and test of the resultant force from different kinds of

robots in group, researchers have designed a team of "µTug" robots can pull 2000 times its weight

on glass [27]. Another example is the "Kilobot", a tiny robot that moves with two vibration motors.

With thousands of Kilobots, researchers can design and let the Kilobot swarm to rearrange to a

typical shape or transport an obstacle fully autonomously [28, 29].

1.2 Introduction

In this thesis we mostly focus on the smooth oscillators, especially the Hopf oscillator.

With the inspiration from biology, we can apply control methods on robots to imitate the activities

and behaviors of creatures. Then by constructing and developing robot systems and analysing

experiment results, we can not only make progress in the sense of robotics, but also in turn get a

better understand of the mechanisms behind the biology behaviors. Therefore, our research work

could play the role as a two-way bridge between biology and robotics.

There are already lots of research work about the collective robot behaviors. However,

instead of studying directly coupled agents via sensory feedback, we designed robot swarms

which are indirectly coupled and no need of a centralized controller. This kind of robot does

not require any sensors except for the built-in sensor of its actuator, and it is "proprioceptive" of

external force stimulates so that synchronization could be realized by collective force interactions

among a group these robots.

The benefit from synchronization is the motivation of our work. Some preliminary

calculation has been implemented as shown in Fig. 1.2. We have modeled the force of individuals

to push a car and derived the max resultant force at different synchronization status. When

pushers are perfectly synchronized, the maximum resultant force is almost three times larger than

the asynchronous case. Therefore, it would be extremely useful if we can build pushing robots
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that can synchronized with each other.

(a) (b) (c)

0

0
0 7 0

0

1

1Periods

1 Asynchronous:

Synchronous

Sync status

1
π

max(F)

N = 1

N = 10

F

f i

N
1

i=1
f iΣ

Figure 1.2: Collective pushing is optimized with synchronization of pushing forces. a) An
example of people collectively pushing a car. b) We envision that individuals within the group
apply a periodic force to push. The top plot shows the pushing force from a truncated sin wave
in which the negative component is set to zero (i.e. there is no pulling force). Bottom plot shows
the net force from a group of N = 10 pushers with random phase distributed between [0,2π].
Force in both plots is normalized by number of pushers. c) The expected value of the maximum
pushing force from a group is dependent on synchronization. Sync status is the amplitude of the
complex order parameter defined in text. When pushers are in phase synchronized the maximum
force is three-fold larger than when non-synchronized.

In Chapter 2 we describe the design work of the robot, including the mechanical structure,

electronic components and the controller. The design of the platforms and the procedures of

simulations and experiments are also described respectively in detail.

In Chapter 3 we demonstrate and compare the results from simulations and experiments.

Some mathematical methods has been introduced to cope with the results. And some basic

analyses are presented in this chapter. By comparison of results from simulations and experiments,

we verify the simulation results with the experiment results.

In Chapter 4 we make some qualitative analysis from our previous results. The detailed

mechanisms behind such indirectly coupled swarms of robots are studied to better understand the

collective behavior and further improve our design of the adaptive controller.

In Chapter 5 we draw some conclusions as a summary of our current research work.

Besides, we also make expectations on some improvement to be done in the future work and

some further studies to be continued.
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Chapter 2

methodology

2.1 Robot Design

To accomplish the goal of discovering the theories behind indirectly coupled robots, it is

necessary to design the robots to be completely independent, easily manipulated and relatively

small. Thus, we designed a tiny 2-legged robot (Fig. 2.1) with all components on it, so that

this robot is not only independently controlled by its own controller but also fully isolated and

autonomous among the swarm.

In general, this robot is mainly composed of two parts: lower mechanical structure and

upper electronic components. Each robot’s geometric dimension is about 65mm× 30mm×

35mm (L×W ×H) without electronic components (65mm× 30mm× 60mm in total with

electronic components), and its mass is 85 g in total.

2.1.1 Mechanical structure

The lower part is the actuator which contains all mechanical structure of the robot (Fig.

2.1b). To make the robot as simple as possible and easy to assemble, it was designed to have

only one driven leg, and minimize the number of pieces of the whole robot. In this sense, this
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battery

infrared receivercontrollerSD card 
breakout board

10 mm

main body with 
front leg

rear (driven) leg assembly

gear motor 
with encoder

motor hub
motor bracket

bearing

(a) (b)

(c)

pull stroke push stroke

Figure 2.1: Design of the robot. (a) Complete structure of the robot with all electronic com-
ponents. (b) Exploded view of the robot without upper electronic components. (c) Push-pull
schematic diagram of the driven leg.

main mechanical structure of the robot contains a 3D-printed PLA main body with the front leg,

a 3D-printed PLA rear leg assembly, a gear motor with encoder and other standard mechanical

components. We designed the L-shaped main body to be both the chassis of the robot and the

front non-driven leg to support the robot.

With one side connected to the motor output shaft and the other side supported by a

bearing, the rear driven leg is composed of three parts. With this design, we can quickly redesign

the shape of the foot and replace to the robot, so the process of the foot shape optimization is

easier. With the intuitive of increasing the effective length of the leg while pushing forward, the

foot is designed to have a inclined curved-shape foot for it to walking efficiently forward by

simply push and pull gaits.

As shown in Fig. 2.1c, for each pull stroke, the foot starts almost at the position where

the length between the rotation axis is the longest, then it rotates forward and tends to leave
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the contact surface, and the robot almost stays still; while for each push stroke, the foot rotates

backward, so that it generates forward driving force by pushing toward the contact surface and

producing enough normal force. Thus, with repeatedly push-pull actuation, the robot can move

forward.

2.1.2 Electronic components

The standard of choosing electronic components is as small as possible, so that we can fit

every components easily on the robot body.

As for the actuator of the robot, it should be a component that can converts electrical

energy into mechanical energy. There are plenty of choices like servo, DC motor, AC motor,

solenoid and even piezoelectric actuator. For enabling the response to external perturbations, we

finally use the brushed DC motor (from Pololu) with a 15:1 gearbox and encoder, so that both

enough torque output and good backdrivability are ensured, and it has a tiny geometry dimension

of 10mm×12mm×26mm and is 9.5g in weight.

To make each robot completely independent, all other electronic components are placed

on the main body of the robot, including a controller, a SD card breakout board, an infrared

receiver and a battery (Fig. 2.1a).

An A-Star 328PB Micro (ATmega328PB AVR micro controller) is chosen to be the main

controller for the robot, which is almost the most tiny arduino controller but still has enough

GPIO pins and PWM pins. It has a 5V regulator that can be powered from 5V to 15V, and it

features a 16MHz resonator, which offers good computing power.

According to the limitation on power output ability of the micro controller to drive the

motor, a DRV8838 brushed DC motor driver is chosen to be the motor controller. It could output

up to 1.7A continuous current and is capable with the power supply from 0V to 11V. With the

5V PWM signal from the micro controller to determine the voltage output and a logic signal to

define the rotating direction, the DC motor is capable to complete further research requirements.
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Since the robot is designed to be fully independent, but the micro controller can not offer

any wireless communication method, an infrared receiver is added. This infrared receiver is

placed in the front of the robot’s top surface for receiving the remote starting signal, so that all

the robots in a group would be perfectly aligned in terms of time.

To record the results from the encoder and the controller, we use a SD card breakout board

linked to the controller and save the results (e.g. measured position from the encoder and the time

index) to a micro SD card. Therefore we can study the exact leg motion of the robot instead of

simply record the videos of the experiment.

All the electronic components are powered by a 6.0 V NiMH battery pack placed between

all the circuit boards and the main body. With its capacity of 350mAh, the robots can finish

almost 2 hours of the experiment when the batteries are fully charged.

With the electronic components above, the basic workflow of the robot controller is:

1. Receiving angular position information from the encoder; 2. Processing the results and

implementing the designed control method to get output signal; 3. Send a Pulse Width Modulation

(PWM) signal to the motor controller, then the motor is actuated. By implementing such workflow,

the robot can move autonomously as designed.

2.2 Robot Control

In order to discover the collective behavior, especially the synchronization behavior of

swarm robots, the control method must have properties of generating oscillating locomotion

continuously, being robust against perturbations and interacting with other robots indirectly

without additional sensors. Thus, we developed an adaptive controller based on the Hopf
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oscillator in phase-radius coordinate system:

ϕ̇ = ω0−Kadp f (θ̄) (2.1)

ṙ = Kr(µ− r2)r (2.2)

y = Kp(r cosϕ− θ̄) (2.3)

where θ̄ is the angular position from the encoder, the output y is the voltage supplied to the

DC motor by pulse width modulation. With constant ω0 and µ and without the adaptive term

following Kadp, the solutions of equations (2.1) and (2.2) are moving counterclockwise and

eventually attracted to an limit cycle with a radius of
√

µ , which are shown in Fig. 2.2. In

equation (2.3), the output signal is composed of the difference between the desired angle r cosϕ

and the measured angle θ̄ multiplied by a proportional gain Kp, so the output equation is basically

a position feedback controller which simply use the proportional control method.

0 1-1

-1

0

1

φ

r cos φ
θ

Figure 2.2: Phase-radius plot of the Hopf oscillator when µ = 1, ω0 = 1, Kadp = 0 and Kr = 1
(the blue solid arrow line is the real phase correspond with the measured angle θ̄ , while the
dashed arrow line represents the target phase ϕ).

In practice, the robot should perform a smooth start and then generate constant amplitude

of the phase , such that the gait would be stable for the robot to move forward. Thus, we set initial
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condition [ϕ,r] = [0,
√

µ], so that r is constant, and the motion would start smoothly since the

starting speed d
dt r cosϕ =−r sinϕϕ̇ = 0. With the properties of this controller, the robot’s rear

leg is able to perform back-and-forth oscillating motions with the stroke angle of 2
√

µ . Hence,

the original adaptive Hopf controller has been simplified to an adaptive phase regulator.

In the aspect of "proprioceptive" feedback of the robot, the armature current of the DC

motor can be calculated as:

I = (V −Eb)/R (2.4)

Where V is the supply voltage, Eb is the back EMF and R is the resistance of armature. Since

the rotational speed of the DC motor is relatively low in our usage scenario, and Eb is almost

zero since it is proportional to the rotational speed, we can consider I to be proportional to V .

Moreover, for DC motors, the output torque is directly proportional to the armature current I.

Thus, we can regard the output torque τ as directly proportional to y, and define:

τ = Kτ/Kpy = Kτ(r cosϕ− θ̄) (2.5)

With the idea of slowing the robots with ahead phases to manipulate them into phase synchro-

nization, we attempt to choose f (θ̄) in equation (2.1) to be relative to the torque output, so f (θ̄)

is chosen to be θ̄ − r cosϕ . In this case, this adaptive function is just proportional to torque

output, and the controller is highly influenced by force interactions. Moreover, by reason of

the practical needs for the robot to stay still during the pulling gait, we can further modify the

control equations to simply study the force interaction during only the pushing gait. Therefore,

the modified controller is a phase regulator with conditions:

ϕ̇ =


ω0−Kadp(θ̄ −

√
µ cosϕ), for pushing gait: sinϕ ≥ 0

ω1, for pulling gait: sinϕ < 0
(2.6)

where ω1 can be different with (normally larger than) ω0 for ensuring that the robot’s leg can

retrieve fast enough, so that during pulling gaits, the robot almost stays still.

By using such torque control and feedback method along with the backdrivability of the
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motor, our robot provides the potential to interact with the environment. Thus, the next step is to

test, verify and improve the preliminary design of our adaptive controller.

2.3 Simulation Details

We implemented and visualized the behavior of swarm robots via PyBullet [30], a physics

simulation engine. In order to discover the synchronization behavior under an common and

generic circumstances, we set up a certain amount of the 2-legged robots to push abreast against

a large cubic obstacle (as shown in Fig. 2.3).

x y

z

Figure 2.3: Simulation setup demonstration in PyBullet: four robots (as shown in grey) pushing
against a cubic obstacle (as shown in red).

As for each robot, we firstly built a 3D model in Solidworks to have same physical

properties as the real robot shown in Fig. 2.1a. The model has the geometric dimension of

65mm× 30mm× 35mm (L×W ×H), with its mass of 85 g in total, which are the same as

the real model. Then, the model was exported as a Unified Robot Description Format (URDF)

model (a collection of files describing robot models in ROS [31]) with its geometry and physical
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information.

In Pybullet, all the URDF files were imported and ready for further control purposes.

We set up the acceleartion of gravity as 10m/s2 along the z-axis, and we set the coefficient

of friction between the front/rear foot and the ground to be 0.7/0.4 as measured from the real

robot. For the parameters in equations (2.6): ω0 = 15rad/s, ω1 = 15rad/s and µ = 0.0625mm2.

We used torque control mode to simulate the motor output as equation (2.5), the torque gain

Kτ = 0.1N·m/rad. With the initial condition [ϕ,r] = [0,
√

µ], r stays constant at
√

µ = 0.25rad.

With a large cubic obstacle placed in front, the robots can push together side by side. The

friction coefficient between the obstacle and the ground is set to be 0.5. Thus, we could then

discover detailed synchronization information by varying the conditions like the initial condition

of robots, the number of robots, and the friction between the obstacle and ground.

2.4 Experiment Details

In order to implement the controller in the real robot and verify the simulation results, an

experiment platform is in need. Unlike the setup in simulation, in the real physical world, many

factors become imperfect, e.g. the inconsistency of motor among different robots, the difference

of friction for each robot’s foot, etc. So that on the one hand, there are more detailed factors which

should be taken into consideration, and it is necessary to establish some constrains to simplify the

experiment. On the other hand, the experiment is also good to show how the robot would behave

under imperfect circumstances and outside perturbations.

With the above considerations, we set up the experiment platform as Fig. 2.4. In addition

to the basic setup in simulation, the robots is set against a "wall" attached to two linear shafts,

then the pushing force from the robots could be transferred to the cuboid obstacle. In this way,

the rotational motion of the obstacle can be constrained, then only the motion and force along

the moving direction need to be taken into account. Furthermore, the motion of robots are also
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constrained by several acrylic bars in parallel, these acrylic bars act as rails preventing robots

from not walking along a straight horizontal line.

10 cm

robots

obstacle

linear shafts linear bearing

weight

acrylic bars

moving direction

Figure 2.4: Experiment setup.

Since we use a geared motor with encoder as the actuator, some control parameters should

be revised in comparison to the simulation. With some preliminary test on walking gaits, the

parameters in equations (2.6) are: steady-state radius
√

µ = 12 encoder counts, ω0 = 15rad/s

and ω1 = 30rad/s. Then the controller is ready to be implemented in the arduino for further

experiment. Considering the computing power of arduino and the numerical accuracy, we simply

implement the 2nd order Runge-Kutta (RK2) method to compute the controller equation. Before

each experiment, the robot’s leg would be firstly calibrated to an certain angle to its body as the

equilibrium position, then rotate to
√

µ and wait for the starting signal.
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Chapter 3

Results

With the controller prototype designed for the robots, the next aim is to implement the

design and verify the functionality of the control method. In this chapter, some simulation results

are firstly presented: including basic test on two robots; results from different numbers of robots,

different adaptive parameters in the controller and different loads; comparisons of synchronization

and disordered case in terms of energy consumption, total output force and working efficiency.

Then, similar test results are obtained from experiments to verify the effectiveness of our simu-

lation, and further experiments have been performed to also test the benefits we can gain from

synchronization and seek for some real application scenarios.

3.1 Simulation Results

3.1.1 Basic tests on two robots

The first priority is to test the synchronization ability of out robot. The simplest and most

intuitive way to do this is to test on just two robots. By manually setup a proper initial delay,

these two robots could start with the specific phase difference that supposed to. Then, some basic

results can be obtained from Pybullet simulations, e.g. two robots starts with almost an anti-phase
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condition as shown in Fig. 3.1.
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Figure 3.1: Some basic results from simulation on two robots. (a) Plot of phase ϕ for each
robot (wrapped in radians to [−π,π]). (b) Mean resultant length (MRL) of two robots’ phases.
(c) The angular error (θ̄ −√µ cosϕ).

All the results related to the robot dynamics can be sorted into mainly two types: internal

phase/angle data from the controller and perturbation data from the outside. It is the combined

effect of these two types of factors that leads to the collective behavior of two robots.

Internal data includes target angle (
√

µ cosϕ) of the robot leg, phase ϕ from the controller,

etc. To further analysis the result, phase data is mostly concerned since it is the most original and

cleanest data and indicate the entire revolution of both locomotion of each robot and relationships

among all robots, which is shown in Fig. 3.1a. It could be easily concluded from the plot that two

robots stared at a different phase then gradually converge to a synchronized status. However, it is

hard to judge how well the two robots get synchronized, i.e. to quantify the relationship between

two robots so that we can intuitively study the synchronization revolution. This problem would

become more serious in the case of a large number of robots. Thus, a circular statistic method

called mean resultant length [32, 33] is been used to calculate the mean length of the resultant
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vector. As shown in Fig. 3.2, the resultant vector can be calculated as:

C =
n

∑
i=1

cosθi, S =
n

∑
i=1

sinθi, R2 =C2 +S2 (R≥ 0) (3.1)

cos θ̄ =C/R, sin θ̄ = S/R (3.2)

in which θi is the angle of each vectors, the quantity of ~R is the length of the resultant vector, θ̄ is

the direction of the resultant vector.

1

2

3

1

2

3

(a) (b)

Figure 3.2: Example of mean resultant length in a unit circle: the length of one-third of the
resultant vector (black dashed arrow), and the resultant vector of three unit vectors (in green, red
and blue) is got by vector addition.

Then the mean resultant length can be simply defined as:

R̄ = R/n (3.3)

which is the length of the resultant vector divided by the number of vectors. In Fig. 3.2a, θ1 = 0,

θ2 =
π

2 , θ3 =−π

3 , so that R̄ =
√

C2+S2

3 =

√
4−
√

3
3 ≈ 0.502. Similarly in Fig. 3.2b, R̄≈ 0.798.

With such statistic method, the degree of synchronization among robots can be represented

by R̄, which is a value in [0,1]. When all the robots’ phases lies in the same group of vectors, we

can consider that: R̄ = 0 means the phases are completely disordered or randomly distributed;

while R̄ = 1 indicates all the phases are coincident and all the robots are fully synchronized in the

same phase. And the closer R̄ to one, the better the robots get synchronized with each other. As

shown in Fig. 3.1b, the smoothed Mean resultant length data from Fig. 3.1a reveals the detailed

process from out-sync to synchronization.
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Another type of data is about the outside perturbation, which is the fundamental cause

of synchronization behavior. The output force is the data related most directly to the outside

perturbations.

With the analysis conducted in section 2.2, the angular error (θ̄ −√µ cosϕ) from the

proportional controller is directly proportional to the torque output of the motor. As for the

force output to drive the robot forward, when the leg angle with the vertical line to the ground

is relatively small and the distance between the motor axle and the contact point on the ground

hardly changes, this driving force could be considered as directly proportional to the torque output

of the motor. Moreover, the input term we designed in the controller is also (θ̄ −√µ cosϕ), so

this angular error would be the most valuable data to analysis.

As shown in Fig. 3.1c, initially for each period, the robot one is more advanced than robot

two, then since the torque output of robot one is always larger than robot two for each period, the

rotational speed of phase of the more advanced one would be slowed down more by our controller,

which leads to the synchronization eventually. This is the primary conclusion we can draw from

the plot, but more detailed and theoretical analysis still needs to be carried out.

Essentially, all the data above can be derived from only two data: the target phase ϕ and

the measured angle θ̄ along with their time index. In addition, thanks to the convenience of

simulation, we can also record the data like contact force between the robots and the obstacle and

positions of robots and obstacles to help us to better describe the dynamic model.

3.1.2 More findings on multiple robots

With the preliminary results of simply two robots, the ability for the robots to get synchro-

nized has been confirmed, and the mean resultant length method has been applied to quantify the

relationship between two robots. Then we move to study some more useful and practical cases,

i.e. to implement the adaptive controller to more robots (5,10,and even 100 robots), so we can:

(1) verify the consistency and effectiveness of our adaptive control method on different scales of
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robot swarms; (2) get more generic results for us to understand the properties of the controller and

to further optimize the parameters in our controller; (3) verify the advantages of synchronization

compared with the non-sync case in the aspects of energy consumption, moving efficiency, etc.

First of all, the results for different choices of Kadp are obtained, which have been repeated

for 5, 10, 20 and 50 robots respectively, as shown in Fig. 3.3. To make all the cases equivalent,

the mass of the obstacle is set to be 50 g per robot, which offers 0.25 N friction as the load per

robot. Since for the pushing case in the controller equations (2.6), the solution would stop rotating

counterclockwise or even rotate backwards if the right hand side is not greater than zero, which

would cause the robot to stop moving. In order to prevent this consequence from happening, the

adaptive gain Kadp should be chosen carefully so that:

ω0−Kadp(θ̄ −
√

µ cosϕ)> 0 ∀(θ̄ −
√

µ cosϕ) (3.4)

in order to get the maximum Kadp that can be chosen, and since during the pushing gait, (θ̄ −
√

µ cosϕ) is always positive, we can derive the equation:

Kadp <
ω0

θ̄ −√µ cosϕ
∀(θ̄ −

√
µ cosϕ) (3.5)

then the maximum value of adaptive gain is:

Kmax
adp =

ω0

max(θ̄ −√µ cosϕ)
(3.6)

For better understanding the synchronization results, we normalized the adaptive gain to be:

γ =
Kadp

Kmax
adp

=
Kadp max(θ̄ −√µ cosϕ)

ω0
(3.7)

in which max(θ̄ −√µ cosϕ) is the maximum value of the angular error. Then the normalized

adaptive gain γ should be chosen less than one to ensure the robot’s ability to move continuously.

Thus, the test for γ larger than one could be ignored.

There are basically four aspects of results we can observed from the Fig. 3.3. Firstly,

with the increasing in the number of robots, the trend of steady-state MRL value versus adaptive

gain remains the same, which means the final synchronization status is largely depends on how
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Figure 3.3: Simulation results with different Kadp. (a) Mean resultant length for 5 robots by
choosing Kadp from -20 to 60, for each subplot there are 25 lines represent for 25 simulations
with random initial conditions. (b) Steady-state mean resultant length values for different robots,
for each subplots, the value is calculated by the last one period values from results like (a), e.g.
for each blue region in (a), the mean value of 25 lines are calculated, then the mean, minimum
and maximum value of these 25 values are obtained, finally a bounded line plot of the values
versus different Kadp values can be made as the first subplot in (b).

much is the adaptive gain rather than the number of robots. And it suggests that the ability of

Kadp to influence the collective behavior of robots remains the same in spite of how large the

robot group is. Secondly, the optimal choice of adaptive gain for synchronization is around 0.8 of

the Kmax
adp . Thirdly, besides the results to be fully disordered eventually for Kadp less than zero,

small Kadp values do not help with synchronization at all either. With observations of the graphics

visualization rendered by simulation, small Kadp can not slow down the phase rotation enough, so

the foot begins slides on the ground, which prevents synchronization. Lastly, the MRL value of

being fully disordered is a value slightly above zero. This is because that the number of robot is

finite, then the distribution of phases around the limit cycle would not be perfectly uniform, which

cause the steady-state MRL from small and non-positive Kadp to be a little greater than zero. And

the more the robots in the group, the more uniformly they distributed, the closer the MRL to zero.

Then, to figure out the external factors’ influence on synchronization, simulations have
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been done with different mass of the obstacle, which leads to different load to the robots, as

shown in Fig. 3.4. Based on the previous results, the adaptive gain Kadp is 40 (γ = 0.8), which is

optimal for synchronization.
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Figure 3.4: Results with different normalized load, where the load is normalized by the friction
load offered by the obstacle divided by the force generated by each robot, then divided by the
number of robots. The blue lines and regions are Pybullet simulation results, and the red lines
are monte carlo simulation results as the theoretical results.

The normalized load is a parameter that 0 means no load and the 1 means the pushing

force generated by all robots. When the normalized load is above one, in any case the robots

are not able to push the obstacle forward, which means there are no interaction among all robots

and they are random in phase. However, the results shows that the steady-state MRL value of

completely disordered cases are not zero, but a value between 0.2 and 0.4. This result is cause

by the large adaptive gain value so the the rotation speed is nonuniform around the limit cycle.

Considering there are n robots with fully non-sync phases, the number of robots in the pushing

gait and pulling gait could be n1 and n2 among all n robots. Equivalently, in this fully non-sync
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systems, the pushing gait takes α = n1
n of the entire time of one period, while the pulling gait

takes 1−α = n2
n . For each half period, the distribution of robots’ phases can be regarded as

uniform. Then from equation (3.1), we can get the MRL of each gait period:

R2 = (
n1+n2

∑
i=1

cosθi)
2 +(

n1+n2

∑
i=1

sinθi)
2 (R≥ 0), R̄ =

R
n

(3.8)

R2
1 = (

n1

∑
i=1

cosθi)
2 +(

n1

∑
i=1

sinθi)
2 (R1 ≥ 0), R̄1 =

R1

n1
=

R1

αn
(3.9)

R2
2 = (

n1+n2

∑
i=n1+1

cosθi)
2 +(

n1+n2

∑
i=n1+1

sinθi)
2 (R2 ≥ 0), R̄2 =

R2

n2
=

R2

(1−α)n
(3.10)

where R̄1 and R̄2 are mean resultant lengths of robots’ phases in the pushing and pulling gait

respectively, and R̄ is the mean resultant length of all the phases. In this way, we are able

to calculate the theoretical MRL value for completely non-sync robot swarms with the time

proportion of pushing gait α , e.g. for the pushing gait half period:

R̄1 =

√
(∑αn

i=1 cos πi
αn)

2 +(∑αn
i=1 sin πi

αn)
2

αn
(3.11)

furthermore, when we have massive number of robots, i.e. n→ ∞, we can derive:

R̄1 = lim
n→∞

√
(∑αn

i=1 cos πi
αn)

2 +(∑αn
i=1 sin πi

αn)
2

αn

= lim
n→∞

√
∑

αn
i=1 ∑

αn
j=1 cos πi

αn cos π j
αn +∑

αn
i=1 ∑

αn
j=1 sin πi

αn sin π j
αn

(αn)2

=

√∫ 1

0

∫ 1

0
cos

π

αn
cos

π

αn
d

1
αn

d
1

αn
+
∫ 1

0

∫ 1

0
sin

π

αn
sin

π

αn
d

1
αn

d
1

αn

=

√∫ 1

0

∫ 1

0
cosπxcosπydxdy+

∫ 1

0

∫ 1

0
sinπxsinπy dxdy

=

√
0+

2
π

∫ 1

0
sinπx dx

=
2
π

(3.12)
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Similarly,

R̄2 =
2
π

(3.13)

Since ~R1 and ~R2 have orientations on π

2 and −π

2 , with the idea of vector addition, the MRL R̄ of

all phases can be calculated as:

R̄ =
R
n
=

R1−R2

n
=

αnR̄1− (1−α)nR̄2

n
= αR̄1− (1−α)R̄2 =

2(2α−1)
π

(3.14)

In this simulation, we have measured the proportion of the pushing gait time to the total

time of one period as 0.7, with α = 0.7, the theoretical MRL value of fully non-sync situation in

this set of simulation is R̄ = 2(2α−1)/π ≈ 0.255, which fits the results in Fig. 3.4.

From Fig. 3.4, the only two variables are the load and the initial conditions of robots. So

we suppose that the how they can synchronized largely depends on whether there are enough

robots to push the obstacle forward initially. To verify our hypothesis, we implement a monte

carlo simulation to solve this probability problem.

To begin with, 10000 sets of random variables has been set for 5, 10,20,50 and 100 robots.

As measured from the simulation, 70% of variables are uniformly distributed in (0,π) and other

30% are uniformly distributed in (−π,0). Since the robots are not glued to the obstacle, there

are always a distance for the robots to really contact the obstacle for each pushing gait, and the

proportion of contact time to the total period is measured as about 0.4. Then for all number of

robots, we count the cases that the certain number of robots is contacting the obstacle at the same

time. For example for the red line in the first subplot of Fig. 3.4, the value of x = 0.6 is got by the

proportion of the number of the cases that has 0.6×5 = 3 robots within 0.4×2π = 0.8π to the

all 10000 random cases. Finally, due to the fact that the lower and upper bound of MRL value in

this simulation is 0.255 and 1, the values from monte carlo simulation are mapped to 0.255 to 1

to represent the final synchronization status of the system.

It can be observed from Fig. 3.4 that the results from monte carlo simulation are quite

similar with the results from Pybullet simulation. Thus, our previous hypothesis, which supposes
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the synchronization is largely depend on initial distributions of the robots’ phases, has been

verified.

3.1.3 Test of advantages from synchronization

Now we have detailed knowledge on how our control method affect the synchronization

behavior among robots, and how we can properly set up the controller to better synchronize the

robots. However, the benefits we can get from synchronization are not yet discovered. In other

words, we should then manage to find out whether our adaptive controller and the synchronization

behavior contribute to better performance of the robot group, and how better our method is

compared with the non-sync group of robots.
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Figure 3.5: Comparisons of obstacle displacements with different γ in simulation.

To test the benefit we can get from synchronization, some comparisons have been made

in Fig. 3.5, Fig. 3.6 and Fig. 3.7. In real application scenarios, the target of the robot would be

to push a certain obstacle forward, so whether the robot is capable of pushing forward and how
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Figure 3.6: Comparisons of energy consumption, efficiency and pushing capacity between sync
and non-sync.

efficiently the robot could finish the task are two indexes to be evaluated.

In Fig. 3.5, the displacements of obstacle with different γ are presented, which correspond

to the plots in Fig. 3.3. In order to compare the results with equivalent circumstances, all the

displacement data are captured just after the robots finished 10 moving cycles. As can be seen

from the plots, the efficiency for robots to push the obstacle forward is low for small and negative

γ (γ < 0.4), which corresponds to the non-sync cases as shown in Fig. 3.3. With the increasing

of γ , the displacement for the robots to run 10 cycles significantly increases until γ = 1. So

synchronization would definitely help the robots to improve the pushing efficiency. However, if

γ > 0, the robot would stop moving against the obstacle, which is in agreement with the previous

results.

In Fig. 3.6, 10 robots are arranged to push the obstacle for 0.1 m. For the x axis, the load

is normalized as Fig. 3.4. Above normalized load of 0.56, the robots in the non-sync case are

not able to push the obstacle forward anymore, so results above 0.56 are ignored. The sync case

is set up with γ = 0.8, which is optimal for synchronization, while for the non-sync case, γ is 0

and ω0 has been modified so that the actual frequencies of the leg are equivalent for sync and
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non-sync cases. The energy consumption is approximated by the numerical integration of the

output power, which equals to output toque multiplied by angular speed. As shown in the figures,

with the increasing of the load, both energy consumption and total time spent increase, but for

the non-sync case the values are always larger with more variance. All these results indicate that

synchronization provide better working efficiency and consume less energy.
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Figure 3.7: Comparisons of the pushing ability of the robots in simulation. (a) Comparison of
obstacle displacements in non sync, sync and adaptive sync conditions. (b) Displacement of the
obstacle in different sync conditions without adaptive gain (darker color indicates better sync).
(c) Max pushing ability of robots calculated from x-intercept of (b).

The ability for the robots to push the obstacle forward is shown in Fig. 3.7a, 4 robots are

used to push the obstacle, which are the same as what we have done in experiment. In this case,
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all robots are allowed to run for 15 periods. There are two sync cases: sync with γ = 0.8 and

disordered initial condition (in green) and sync with γ = 0 and same initial condition (in red) as a

perfect sync case. And for the non-sync case, we set γ = 0 with disordered initial condition.

Fitted by the original data dots, the lines appears to be almost linear, which is basically

caused by the existence of the static friction force of the obstacle, and the detailed reason could

be explained by Fig. 3.8. There is always a error between the target angle
√

µ cosϕ and the

measured angle θ̄ to generate the output torque (proportional to the output force). Then at the

beginning of the pushing gait, the target angle start at θ̄ =
√

µ , at this time the robot is not able

to push the obstacle forward until the target angle rotate to the position so that θ̄ −√µ cosϕ is

large enough to push the obstacle forward. This angular error can be regarded as a constant value

during the entire pushing gait. And each pushing gait ends up with the target angle reaches −√µ .

With the previous derivation in equation (2.5):

θnon-effective travel = θ̄ −
√

µ cosϕ ∝ τ ∝ f = µkMg

s.t. θeffective travel = θtotal travel−θnon-effective travel

= θtotal travel−KpushM

(3.15)

Where Kpush is a constant coefficient, M is the mass of the obstacle, f is the static friction force

of the obstacle and µk is the coefficient of friction. So the effective travel angle of one pushing

gait is a linear function of M, which explains the linear fitted lines in Fig. 3.7a. Besides, these

three lines show that robots can push almost three times as much as the weight of the obstacle by

synchronization. This is because only half of the robots are pushing simultaneously when their

phases are totally disordered. All other results with different γ and different initial conditions

should be in between the light blue line (fully disordered) and the dark blue line (perfectly in

phase).

Furthermore, to discover the relationship between pushing ability and synchronization

status, simulations with varies initial conditions has been implemented (as shown in Fig. 3.7b and

c). In this case, adaptive gain is set to be 0 so that robots would maintain their initial relationship
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Figure 3.8: A schematic diagram about the movement decomposition of the pushing gait.

during the whole process. Fig. 3.7c is the x-intercepts of the fitted lines in Fig. 3.7b, it is clear to

see that fully synchronous robots can generates three times pushing force together compared with

the fully asynchronous robots. However, the robots can perform to have huge benefits only when

they are perfectly synchronized or very close to fully synchronized, i.e. only when the MRL of

robots is very close to 1 can the robots generate much more pushing force together compared

with the non-sync condition.

Overall, with the help of simulations,a guideline for choosing the adaptive gain in the

controller has been derived from the simulation. Some mathematical interpretations have been

implemented to standardize the way we study the collective behavior of robot swarms. We also

verified the advantages of the synchronization behavior realized by the adaptive controller in

some certain application scenarios.

3.2 Experiment Results

Even though a great many of simulation results have been obtained, their effectiveness

still remain to be verified. Then it comes up with the experiment. With the platform built for

experiments, we set up 4 robots to push the obstacle together, which is a proper and enough

amount to show the collective behavior of robots conveniently.
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3.2.1 Some basic tests on four robots

The first set of experiments is to study the influence of the adaptive gain Kadp as we have

done in Fig. 3.3. The mean resultant lengths of robots’ phases are firstly calculated in Fig. 3.9a,

which present 5 subplots with Kadp from -15 to 45. In each subplot, there are 6 lines represent for

6 experiments with random initial conditions. The revolution of MRL values as synchronization

status can be easily observed from these subplots. As shown in Fig. 3.9b, the steady-state MRL

values are calculated by the mean of last period MRL values in the blue regions of 3.9a.
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Figure 3.9: Experiment results with different Kadp. (a) MRL for 5 robots by choosing Kadp from
-20 to 60, for each subplot there are 25 lines represent for 25 simulations with random initial
conditions. (b) Steady-state mean resultant length values for different robots, for each subplots,
the value is calculated by the last one period values from results like (a), e.g. for each blue
region in (a), the mean value of 25 lines are calculated, then the mean, minimum and maximum
value of these 25 values are obtained, finally a bounded line plot of the values versus different
Kadp values can be made as the first subplot in (b).

The first finding of this figure is the range of the MRL values, which are between 0.2

and 1. Recall that ω0 = 15rad/s and ω1 = 30rad/s. With the theoretical explanation in equation

(3.14), α should be 2
3 , and for γ =−0.3, the pushing gait is accelerate a little bit, which leads the

minimum α in our experiments to be around 0.66. So the theoretical minimum value of MRL

for the fully non-sync case is R̄ = 2(2α−1)
π
≈ 0.20, which is consistent with the minimum value
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of MRL in Fig. 3.9a. Another result is about the influence of γ on synchronization. Fig. 3.9b

provides the final status of the robots w.r.t γ from -0.3 to 0.9. Larger γ values help robots to

synchronize better with each other, while small γ values would not contribute to synchronization,

and negative γ values would even drive the robots to a totally disordered behavior. The cases of

γ > 1 are not presented because robots would stop moving forever, as equation (3.7). In spite

of the noisy data with more variance caused by the imperfect experiment conditions, the overall

results and rules of this set of experiments are consistent with the experiment results in Fig. 3.3.

3.2.2 Test of advantages from synchronization

Then we manage to verify the effectiveness of synchronization behavior in the aspect

of efficiency and ability to push the obstacle forward, as shown in Fig. 3.10 and Fig. 3.11.

These experiments exactly correspond to the previous simulations, except for the results related

to energy consumption since it is hard to measure the input or output power precisely with the

current robot hardware.

Fig. 3.10a provides a visualized view of the obstacle displacements. In this experiment,

the mass of the obstacle is 180 g, and all the robots are allowed to run for 25 periods. It can be

seen from the overhead photo that higher γ value can better improve the efficiency of the robot’s

pushing ability. However excessive value of γ > 1 would stall all the motions. Thanks to the

computer vision toolbox in MATLAB, the displacements can be measured from the experiment

videos. In this way, a box plot has been generated as Fig. 3.10b. For each box, there are 6

experiments with random initial conditions. The above overhead photo exactly shows a typical

case for each box, as they shows the similar arrangement of results. With the box plot presented,

we can better compare this experiment result with the simulation results in Fig. 3.5. This result

appears to be highly consistent with the simulation result, which again confirmed the positive

influence of the adaptive controller and synchronization behavior on pushing efficiency of robot

swarms.
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Figure 3.10: Comparisons of obstacle displacements with different γ in experiment. (a) An
overhead view of the beginning positions (transparent) and the end positions (solid). (b) The
displacement results data for different γ

Fig. 3.11 shows how our adaptive controller and synchronization affect how much weight

that the robots are able to push forward. All the robots in this experiment are allowed to run for

15 periods and we would measure the displacements of the obstacle from the recorded videos

as the previous experiment. This experiment is for comparison between different cases, so it

is unnecessary to measure the friction coefficient and the output force of one robot to get the

normalized load (as in simulation), we simply use the total weight of the obstacle as the x axis.

For the non-sync case, robots are set up with disordered initial conditions and γ = 0. For the

sync with adaptive case, robots are also set up with disordered initial conditions but γ is 0.8

to let the robot synchronize with each other. And for the sync without adaptive case, all the

robots have the same initial conditions and γ = 0, so that all the robots keep walking perfectly

in phase. This result has a lot of similarities with the simulation result in Fig. 3.6c. Firstly, the

synchronized robots can provide twice as much as the load of non-sync ones. Then, the fitted lines
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of displacement versus the weight are almost linear, and the reason has already been discussed in

equation (3.15). Thus, the advantage of synchronization has been validated once again.
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Figure 3.11: Comparisons of the pushing ability of the robots in experiment.

From all the experiment results above, synchronization has been proved to have benefits

on improving the the robot group’s efficiency and the ability to pushing against loads. In real

experiment, due to the imperfect conditions, the adaptive may not strictly and perfectly make the

robots to synchronize with each other. However, as a result, even with imperfect synchronization

behavior, the performance of the robots still increased a lot, since the adaptive controller is able

to let all the robots push simultaneously rather than generate intermittent pushing force to the

obstacle.

3.2.3 Other miscellaneous experiments

The previous pushing-against-obstacle experiment is just one of varies possible application

scenarios. With the existing experiment set up, there are a great many possible combinations

for the robots to finish certain tasks. As shown in Fig. 3.12, two possible working scenarios are

presented.
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In Fig. 3.12a, two robots are pushing the obstacle in parallel, while the other two robots

are pushing behind the two robots in front. The synchronization behavior not only occurs between

the two robots in parallel, but also between the front one and the rear one in series. In this way,

the number of robots we can set for pushing the obstacle would not be limited with the width of

the obstacle, since we can place robot in series and the synchronization among all robots in the

group can coordinate to generate huge forces simultaneously.

(a)

(b)

moving direction

moving direction

Figure 3.12: Other two types of application scenarios. (a) Four robots pushing in parallel and
in series. (b) Two robots pulling with strings.

Another example is shown in Fig. 3.12b. The robots in this case no loner push the obstacle

forward. Instead, they are pulling the obstacle together with strings (for better visibility the strings

are shown in dotted lines). In this situation, the robots are connected with the obstacle with a soft

string, so the pulling force only generates during the pushing gait of each robot. Even though

pushing and pulling the obstacle appears to be totally different cases, the mechanisms behind
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them are exactly the same. Through the force interactions during the pushing gait between these

two robots, synchronization behavior has been observed as well. With the help of synchronization,

these two robots can drag the obstacle forward, which is too heavy for a single robot.

Moreover, inspired by the synchronization of metronomes [34] and the crowd synchrony

on the Millennium Bridge [35], we set up another experiment platform that floats above two

polished iron rods (as shown in Fig. 3.13).
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Figure 3.13: Robots walking on a floating platform. (a) A schematic of floating platform. (b) A
top view of the experiment. (c) Two types of results: in phase and anti-phase. (d) The MRL
revolution of the whole process from 15 random experiments.

Some basic test has been done with two robots walking on this floating platform (the

screen shot of the recorded video from the overhead view is shown in Fig. 3.13b). Still controlled

by out adaptive controller, With right set of parameters, these two robots exhibit some regular

behaviors. First of all, unlike the previous experiments that requires positive adaptive gain Kadp for

synchronization, now we observed that the robots only synchronized with negative adaptive gains.

Rather than synchronized by slowing down against pushing the obstacle, these two robots with
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negative adaptive gains tend to accelerate and amplify the motion of the floating platform, then the

motion of the platform would speed up the slower robot until all robots walk in phase. However,

synchronization is not guaranteed in this case. We also observed some anti-phase behaviors (a

typical synchronization behavior is shown in Fig. 3.13c left, and a anti-phase behavior is shown

in Fig. 3.13c right), which happen in the metronomes experiment as well. With some particular

anti-phase initial conditions, two robots may get into the pushing gait consequently, which means

one robot is in the pushing gait while another one is in the pulling gait. The forces generated

by robots act in the opposite direction and counteract with each other, so the platform hardly

oscillates and the robots remain anti-phase. The revolution of the mean resultant length of phases

from 15 random experiments are shown in Fig. 3.13d, where almost all robots end up with the

either in phase synchronization (MRL = 1) or anti-phase (MRL≈ 0). Moreover, this anti-phase

behavior would be uncommon with the increasing of the number of robots.
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Chapter 4

Synchronization Analysis

Now we have massive primary data from both simulations and experiments, some prelim-

inary discussions and analyses have been carried out in the last chapter. In this chapter, we aim to

find more detailed information from results data, further verify and discover the synchronization

property of our robot system, and explain the basic logic behind synchronization behavior. To

simplify the analysis and give a clear clarification, we only focus on the interactions between two

robots.

4.1 Return maps

Involved with collisions, frictions and other force interactions, even though the controller

equations are well defined, the whole robot system is still complex and non-linear. Therefore,

we must find another way to simply express the synchronization behavior of our robot system.

According to the periodic behavior of the phase ϕ in the adaptive controller, the interactions and

synchronization behaviors are also periodic. By ignoring the intermediate process in each period,

a discrete expression can be derived as:

∆
n→ ∆

n+1 (4.1)
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where ∆n is typically defined as the phase difference |ϕ1−ϕ2| when all the two robots are in the

pulling gait. And the superscript n stands for the nth period from the beginning. By reasons of the

changing of the phase angular speed around the limit cycle, a phase difference should be captured

from the equivalent place of each period to represent the relationship between two robots. Thus,

we typically choose ∆n when all the two robots are in the pulling gait, since it has the constant

phase speed ω1.

Some return maps of ∆ from both simulation and experiment results have been presented

in Fig. 4.1. In the two robot case, the phase evolution for each robot should be equivalent, which

means the sign of the subtraction between robot 1’s phase and robot 2’s phase does not matter.

Then the phase difference ∆ is an absolute value between 0 and π .
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Figure 4.1: Return map of two robots’ phase difference. (a) Results from experiments. (b)
Results from simulations. (raw data are shown in red dots, fitted curves are shown in blue dotted
lines)

Despite that the experiment data are quite scattered compared with the data from the
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simulation, the fitted curve shows great similarity for each case. With the knowledge of our

previous results, if the normalized adaptive gain is chosen to be higher than 0.5 but less than 1,

then we can observe synchronization phenomenon among robot swarms. Besides, the higher

adaptive gain is, the better the robots get synchronized. In the return maps, most dots distribute

lower than the ∆n = ∆n+1 line, especially for the cases with γ = 0.7 and γ = 0.9. This indicates

the phase difference would finally converge to zero, so the two robots get synchronized. The

fitted lines illustrate the converge rate, with larger γ , the phase difference would converge to zero

faster, which again verify the results in Chapter 3. Note that for experiments, there are certain

amount of data dots above the ∆n = ∆n+1 line, particularly for small ∆ values, even for large

normalized adaptive gains like γ = 0.9. That is because there are plenty of imperfect factors in

the experiment act as perturbations, so we must apply high adaptive gains to ensure the converge

of synchronization in practice.

4.2 Contact patterns

With the basic guarantee of synchronization from the return maps, now we manage to

break the whole process down to small cases, simply regarding whether the robots are contacting

the obstacle (as shown in Fig. 4.2).

Generally speaking, the process for two robots to interact with the obstacle alternately can

be described as: (a) Firstly One robot is in contact with the obstacle (Fig. 4.2a): the front robot

(in this case is the robot 1) firstly contact with the obstacle, while there is a still distance for the

other one to contact. (b) Secondly two robots are in contact with the obstacle together(Fig. 4.2b):

the behind robot (robot 2) catch up with the front one, then two robots push the obstacle forward

together. (c) Then just another robot is in contact (Fig. 4.2c): the front robot (robot 1) enters

the pulling gait so it is not in contact, while the other one is still in contact with the obstacle.

(d) Finally no robot is in contact (Fig. 4.2d): two robots are all in the pulling gait. Afterwards
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these two robots would repeat the process from (a) to (d) over and over again until they get fully

synchronized.
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φ2
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robot 1
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Figure 4.2: Contact patterns of two robots. (a) Robot 1 in contact with the obstacle. (b) Two
robots all in contact. (c) Robot 2 in contact. (d) No robot in contact.

These four cases above can be classified into three contact patterns : one in contact;

two in contact and no in contact. To understand the detailed synchronization process in each

contact patterns, we collect data from hundreds of simulations and experiment with γ = 0.9, then

calculate the average change rates of the the phase difference ∆, which are shown in Fig. 4.3.

It can be seen from the data in Fig. 4.3 that almost all the change of phase difference

occurs during the "one in contact" pattern, and for the other two patterns, the phase difference

almost does not change. Since the "one in contact" pattern is the only case that two robots yield

different dynamic situations (in the other two cases, they are both impeded by the obstacle or

both move freely), and synchronization process only takes place during this pattern. We may
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Figure 4.3: Box plots of the average phase difference change rates in three contact patterns.

consider our controller as a "contact detector", and this detector works perfectly to identify the

different contact patterns above to realize the final sync behavior between two robots.

4.3 Simplified theoretical model

Back to our adaptive controller equations (2.6), the phase ϕ of each robot is a periodic

value affected by external force perturbations. Since the phase data is the only data that we can

directly and easily recorded from the controller, and it is smooth compared with the angular

data measured from the motor encoder, we use it to represent for the status of each robot in the

previous analyses.

In order to theoretically analyse the synchronization behavior of the system, we assume

that the force is constant when the robot is pushing itself or pushing against the obstacle. In fact,

the measured angle θ̄ is oscillating around a positive equilibrium since the weight of the robot

itself always apply torque to drive the leg angle towards the positive direction. So we simply

ignore the transformation process from one contact case to another, and with the idea from the

last subsection, we define the angular error in these two cases as c1 and c2, in which c1 < c2 (e.g.

from pulling gait to pushing itself, θ̄ instantly move from
√

µ to
√

µ + c1 while φ remains 0 at
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this point). Hence, the controller equations are (ϕ̇ always greater than 0):

ϕ̇ =


ω0−Kadp c1, for pushing itself

ω0−Kadp c2, for pushing the obstacle

ω1, for pulling gait: sinϕ < 0

(4.2)

Firstly we consider the case that two robots are far away from each other, robot 1 is close

to the obstacle and contacting the obstacle to move it forward, but robot 2 still needs time to

move close to the obstacle. In this simple case, we consider the distance for each robot to move

one period is the same. The time for both robots to spend in the pulling case is the same as:

tpull =
π

ω1
. However, for the pushing gait, robot 1 spends tpush1 =

π

ω0−Kadp c2
as it pushes against

the obstacle; robot 2 spends tpush2 =
π

ω0−Kadp c1
as it just pushes itself forward. Since c1 < c2, then

tpull + tpush1 > tpull + tpush2, which means robot 1 needs more time to run one period. Thus, robot

2 moves faster than robot 1 and would eventually catch up with robot 1, then two robots would

contact together with the obstacle.

Then we consider the case that two robot contact together with the obstacle. These two

robots start at the initial phase state [ϕ0
1 ,ϕ

0
2 ] = [0,−α], so robot 1 is the leading robot with

advanced phase. Strictly speaking, perfect synchronization not only means sync in phase, but

also the position of each robot. Here we introduce the position difference δ along with the phase

difference ∆. Now we have the full state [∆,δ ] = [α,σ ] to represent the complete relationship

between 2 robots. In order to analyse the detailed process, some typical cases are shown in Fig.

4.4.

The starting phases are shown in Fig. 4.4b, as robot 2’s phase is α behind of robot 2, and

robot 1 now is σ away from the obstacle. Backward to Fig.4.4a, the σ is caused by the robot 2

pushing forward while robot 1 is transferring from pushing gait to pulling gait. So σ can be directly

represented by σ

l = r(1−cosβ ), where l is the length of the leg and β is shown in Fig.4.4a. When

robot 2 enters the pulling gait, robot 1’s phase should be−π +α . According to equation (4.2), the
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Figure 4.4: Four typical cases of two robots. (a) Robot 1 is entering the pulling gait while robot
2 is in the pushing gait. (b) All the robots are in the pulling gait. (c) Robot 1 is in the pushing
gait while robot 2 is in the pulling gait. (d) Robot 1 is pushing the obstacle while robot 2 is
entering the pushing gait but not touching the obstacle.

time for robot 2 move from Fig.4.4a to pulling gait is t = β

ω0−Kadp c2
= α

ω1
⇒ β =

α(ω0−Kadp c2)
ω1

.

So σ

l = r(1− cos
α(ω0−Kadp c2)

ω1
). This result shows the position difference δ is actually related to

the phase difference ∆, so we only need to prove either one to prove the synchronization for both

of them. The detailed analysis is shown below:

1. From Fig.4.4b to Fig.4.4c (robot 1 entering pushing gait to robot 1 contacting with the

obstacle):

robot 1: ϕ
1
1 = cos−1

(
r− σ

l

)
=

α
(
ω0−Kadp c2

)
ω1

t1
1 =

ϕ1
1 −ϕ0

1
ω0−Kadp c1

=
α
(
ω0−Kadpc2

)
ω1
(
ω0−Kadp c1

)
(4.3)

robot 2: ϕ
1
2 =−α + t1

1 ω1

=
αKadp (c1− c2)

ω0−Kadp c1
< 0

(4.4)

2. From Fig.4.4c to the next case like From Fig.4.4a (robot 1 contacting with the obstacle to
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robot 1 entering the pulling gait):

(a) Suppose (c2− c1) is very small that robot 1 is not able to catch up to contact with the

obstacle:
robot 1 goes to π : ϕ

2
1 = π

t2
1 =

ϕ2
1 −ϕ1

1
ω0−Kadp c2

=
π

ω0−Kadp C2
− α

ω1

(4.5)

robot 2 goes to 0: ϕ
2_1
2 = 0

t2_1
2 =

ϕ
2_1
2 −ϕ1

2
ω1

=
αKadp (c2− c1)(
ω0−Kadp c1

)
ω1

(4.6)

robot 2 from 0 to the end: t2
2_2 = t2

1 − t2_1
2

=
π

ω0−Kadp c2
+

α
(
2Kadp c1−ω0−Kadp c2

)
ω1
(
ω0−Kadp c1

)
ϕ

2_2
2 = ϕ

2_1
2 + t2−2

2
(
ω0−Kadp c1

)
=

π
(
ω0−Kadp c1

)
ω0−Kadp c2

+
α
(
2Kadp c1−ω0−Kadp c2

)
ω1

(4.7)
Recall that

β =
α
(
ω0−Kadp c2

)
ω1

(4.8)

Now we have the new value of β after one period

β
+ = π−ϕ

2_2
2 =

πKadp (c1− c2)

ω0−Kadp c2
+

α
(
ω0 +Kadp c2−2Kadp c1

)
ω1

(4.9)

Compare this new β+ with the previous β we get

β
+−β =

Kadp (c1− c2)
[
ω1π−2α

(
ω0−Kadp c2

)]
ω1
(
ω0−Kadp c2

) (4.10)

According to the previous definition, c1− c2 < 0, ω0−Kadp c2 > 0. Since in practice
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we always choose ω1 much greater than ω0, and with large Kadp , ω0−Kadp c2 is a

very small value, so we can consider ω1 >> ω0−Kadp c2. Along with π > α , we

can derive
[
ω1π−2α

(
ω0−Kadp c2

)]
> 0. From the inequalities above, finally we

conclude that β+−β < 0. Therefore, the position difference would decrease from

period to period and eventually synchronized, so does the phase difference. However,

in the previous Fig.4.4a case, two robots already contact the obstacle at the same time,

with the results above, these robots would gradually synchronize with each other. So

in the next Fig.4.4a case, these two robots are only possible to also contact with the

obstacle simultaneously, which contradicts with our assumption from the beginning.

Thus, the two robots must already start to contact the obstacle simultaneously from

Fig.4.4d to Fig.4.4a.

(b) Robot 1 and robot 2 start to contact the obstacle together at some time from Fig.4.4d

to Fig.4.4a: ϕ2 would approach ϕ2 until they both contact with the obstacle. Suppose

that at this time, the difference of measured angle between two robots, which is σ

l ,

has not changed from the beginning. When these two robots both contact with the

obstacle, the angular errors θ̄ − r cosϕ are both defined to be c2, so we assume that

r(cosϕ1
2 − cosϕ1

1 ) =
σ

l when two robots just contact with the obstacle together. At

this time, we define ϕ1
1−ϕ1

2 = ε to meet r(cosϕ1
2−cosϕ1

1 ) =
σ

l . And we also assume

that ϕ1−ϕ2 would keep the difference of ε until the next Fig.4.4a. We can simply

analyse the two typical time points when robots start to contact the obstacle together

(defined as ϕ1
1 and ϕ1

2 = ϕ1
1 − ε) and robot 1 just entering the pulling gait (defined as

ϕ2
1 = π and ϕ2

2 = π− ε). The new position difference could be defined as:
σ+

l
= r[cos(π− ε)− cosπ] (4.11)
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Then we compare the new σ+ with the previous σ

σ+

l
− σ

l
= r[cos(π− ε)− cosπ]− r[cos(ϕ1

1 − ε)− cosϕ
1
1 ]

= r
(
−2sin

2π− ε

2
sin
−ε

2
+2sin

2ϕ1
1 − ε

2
sin
−ε

2

)
= 2r sin

ε

2

(
sin

ε

2
− sin

2ϕ1
1 − ε

2

)
= 4r sin

ε

2
cos

ϕ1
1

2
sin

ε−ϕ1

2

(4.12)

Since

0 < ε < π, 0 < ϕ
1
1 < pi, ε−ϕ

1
1 =−ϕ

1
2 < 0

⇒ sin
ε

2
> 0, cos

ϕ1
1

2
> 0, sin

ε−ϕ1

2
< 0

(4.13)

Then

σ+

l
− σ

l
< 0 ⇒ σ

+ < σ (4.14)

Which means the position difference would decrease from period to period and

eventually synchronized, and so does the phase difference.

Thus, the two robots are guaranteed to synchronize with each other eventually. With this

result, we can state the conjecture that this sync process remains true for arbitrary large numbers

of robots greater than 2, and the sync results of 50 and 100 robots has already been obtained from

simulations as shown in Fig. 3.3 and Fig. 3.4.
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Chapter 5

Conclusions and future work

5.1 Conclusion

In this thesis, we present a new type of swarm of decentralized robots that indirectly

coupled with each other and can gradually synchronize with each other. The mechanical design is

realized by 3D printing technology. With only one rear leg driven by a geared DC motor along

with the other front leg to support itself, the robot can walk forward with oscillatory gaits. Then

we design and implement the Hopf adaptive controller for our robot. This type of controller works

as a "contact force detector" and provide the robot with "proprioceptive" ability to interact with

the environment without adding any additional sensors. Both simulation and experiment platforms

are properly set up and we generated a great deal of results from them. With the mean resultant

length statistical concept, we are able to quantify the relationship among robots’ phases, so that

we can mathematically define the degree of sync behavior. Besides, some further explanations are

given according to some typical phenomena occurs in the results. From the results, we find the

rule of selecting parameters for our controller so we can improve synchronization. In addition,

the effectiveness of sync compared with non-sync cases is verified, as the synchronized robots is

more efficient and can push the obstacle with a lot more weight forward.
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In the latter part of this thesis, we deeply analyse the rules behind synchronization,

especially for two robots. First, some basic analyses with the return map from period to period

are presented. Then, we further discover the detailed synchronization process in one period by

the definition of three different contact patterns. Finally, based on all the results and analyses,

we establish a simplified mathematical model and prove the synchronization result of two

robots. Thus, we highly understand the property of our controller and the mechanism behind the

synchronization.

5.2 Future work

There are still several aspects we may improve in the future work. Now our adaptive

controller is quite simple and there are lots of other types of controllers we may apply to our robot

(e.g. the Van der Pol oscillator equation). Besides, the proof we make for sync is derived from

the simplified model, which ignored a lot dynamic process. A complete physical model should be

established if we want to further study the mechanism behind sync precisely. Also In this thesis

we mostly explain the interactions between two robots and the obstacle, a more general version

of explanation should be provide for arbitrary numbers of robots.

Currently we only carry out the experiments for four robots, in the future, we can build

more robots and verify the synchronization behavior with extremely large scale of robot swarms.

In addition, the "pushing against obstacle" model in this thesis is simply a one dimension model,

since the motions and force interactions only occur towards a single direction. If the robot can

be redesigned to have the steering ability (e.g. use two rear legs to enable differential steering),

then we may do some further experiments with more robots in a two dimension set up. A

demonstration in simulation is shown in Fig. 5.1, we set up the robots in a square arena with

different initial positions and orientations. We guide the robots to steer and walk towards the

nearest obstacle, then we can observe the interactions among all the robots by pushing against
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the obstacle or contacting with each other. This would be a more realistic application with our

adaptive control method.

(a) (b)

Figure 5.1: A simulation demonstration of robot swarms in an arena. (a) A screenshot from
Pybullet. (b) The movement process in this arena simulation (initial positions are shown in
transparent red, final positions are shown in solid red).
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