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ABSTRACT OF THE DISSERTATION 

 

Spin Waves in Magnetic Insulators: Electrical Control of Damping and Low Dissipative 

Transmission 

by 

Yuxiang Liu 

 

Doctor of Philosophy in Electrical and Computer Engineering 

University of California, Los Angeles, 2021 

Professor Kang Lung Wang, Chair 

Spin waves are collective excitations in magnetically ordered materials. Early spin-wave devices 

find applications in microwave technologies. In more recent years, spin waves have been widely 

considered as an information carrier in the field of magnonics for energy-efficient applications. 

Spin waves in insulators are free from Ohmic losses but still suffer from magnetic damping. When 

it comes to thin films, even the ferrimagnetic insulator, yttrium iron garnet (YIG), with extremely 

low magnetic damping is far from ideal for practical device applications. The spin-wave damping, 

however, can be compensated with spin-orbit torque (SOT) sourcing from a high spin-orbit 

coupling (SOC) material in adjacent to the magnetic material. We demonstrate spin-wave 

amplification at the edge of spin-wave passband with a topological insulator (TI) as the SOC 

material. We also show that by using alternating Pt and Ta bars as the SOC materials to generate 

a SOT wave and matching it in phase with the spin waves, the spin waves can be efficiently 

amplified at a specific wavelength in the main spin-wave passband. On the other hand, the 
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realization of low dissipative spin superfluid transport in a non-local spin transport configuration 

has been proposed theoretically, with some recent experimental signatures demonstrated. We show 

our non-local experimental results based on ferrimagnetic insulator YIG and antiferromagnetic 

insulator bismuth ferrite (BFO). Electrical control of spin superfluid transport in a magnetic 

Josephson junction is proposed and investigated numerically for practical spin superfluid device 

applications.  
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 1 

1 Introduction 

 

Spin waves are collective excitations in magnetically ordered materials. Since the spin waves 

concept was first proposed in 1930s [1], it has been intensively investigated and implemented in 

microwave technology applications [2], [3] such as microwave filters [4], signal-to-noise 

enhancers [5] and frequency selective limiters [6]. In more recent years, research interest in spin 

waves are probably motivated by the wide consideration that the concept of spin waves used as 

the information carrier in the field of magnonics [7] can be readily employed for spintronic 

applications. 

Spintronics, or spin electronics, is a field that uses spin degrees of freedom in solid-state systems 

for computation, storage, etc [8], [9]. Compared with conventional electronics, where devices 

based on electron charges for logic operations and power amplification are volatile and hence 

consume considerable amount of power to retain the information, spintronic devices based on 

electron spin manipulations can be non-volatile due to hysteresis in magnetic systems. Therefore, 

spintronic devices can be energy efficient, which is crucial to address the rapidly growing energy 

demand in nowadays information technology. 

The field of magnon spintronics [10] emerged with the usage of magnonic approaches in 

spintronics where information is transmitted and processed in the magnonic systems utilizing the 

wave nature and various unique properties of magnons. The additional benefits of data processing 

in magnonic system include, just to list a few: the wavelengths of the spin waves can reach 

nanometers, making down scaling of device sizes feasible; the operating frequencies of spin-wave 

devices can range from GHz to THz, selected by different magnetic materials and tunable by 
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applied magnetic fields; magnons as bosons can form a Bose-Einstein condensate (BEC) [11], [12], 

a coherent state that can have long magnon lifetime even at room temperature, etc. 

While in magnon spintronics, highly efficient magnon excitations by spin-transfer torques that 

bridge spintronics and electronics are important for practical applications, spin transport with 

minimal losses is of equal importance for energy-efficient considerations. Spin waves in insulators, 

free from Ohmic losses, can benefit from energy-efficient insulator-based technology. In insulating 

magnetic materials, however, spin waves still suffer from the intrinsic magnetic damping of 

materials, which may be worsen with materials of low growth quality. Among all the insulating 

magnetic materials, yttrium iron garnet (YIG) has been the go-to material for device applications, 

mainly due to its extremely low magnetic damping. When it comes to thin films, however, the 

damping without compensation is far from ideal for practical device applications. 

We shall see that spin waves can be viewed as magnetization precessions, and thus an intuitive 

method to counter spin-wave damping is to apply a torque in phase with the spin waves. Materials 

with high spin-orbit coupling (SOC), such as 5d transition metals and topological insulators (TIs) 

can efficiently generate spin currents (i.e., flow of spin angular momentum) as driven by an applied 

electron (charge) current, an emerging effect [13]. In a heterostructure composed of a high SOC 

material and an adjacent magnetic material, the spin current generated by SOC will flow into the 

magnetic material to effectively exert an spin orbit torque (SOT) onto the magnetization to reduce 

the spin-wave damping [14]–[16] or to switch its equilibrium direction [17], [18]. 

On the other hand, spin superfluidity, a phenomenon closely related to BEC of magnons, offers 

the possibility of low dissipative spin transport carried by the spin supercurrents. Theoretical 

proposal of realizing spin superfluid in easy-plane magnet sandwiched by two SOC materials were 

suggested [19], [20] and experimental signatures have been observed in non-local spin transport 
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setup based on antiferromagnetic insulators [21], [22]. While continuing research efforts have been 

made towards finding suitable material systems to realize spin superfluid at room temperature, 

investigations on control of superfluid spin transport are needed for practical device applications. 

We have so far explained the technological background and the need to reduce magnetic damping 

for practical applications as the motivations behind the research conducted in this dissertation. In 

Chapter 2, we shall describe the relevant fundamental theory to help understand the findings of 

this dissertation, with a focus on the magnetic dynamics and its governing equation, Landau-

Lifshitz-Gilbert (LLG) equation, which lays the foundations for classical spin-wave theory and 

spin superfluid. Spin Hall effect (SHE) will be introduced as the source of spin currents or SOT 

for reduction of spin-wave damping and excitation of incoherent magnons or spin superfluid. 

The numerical methods used for studying spin-wave excitation by microwave antennas and spin-

wave dynamics, will be discussed in Chapter 3. The LLG equation on spin-wave dynamics will be 

solved both numerically in a single domain mode and in micromagnetics simulations based on 

LLG Micromagnetics Simulator and MuMax3; the Oersted field for spin-wave excitation, along 

with other relevant simulations, will be calculated in COMSOL for design and verification 

purposes. Experimental methods involved in the dissertation will be discussed in Chapter 4, 

including propagating spin-wave spectroscopy (PSWS) used for the spin-wave damping 

compensation experiments and current-reversal method/delta method used for the non-local spin 

transport experiments. 

Spin-wave amplification is investigated for coherent spin waves excited inductively by microwave 

antennas. We shall present the work on SOT induced damping compensation in YIG based on 1) 

the conventional spin-wave amplification configuration, where TI replaces 5d transition metals as 

the SOC material to provide the SOT with an improved efficiency, in Chapter 5, and 2) the “comb” 
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configuration generating a SOT wave to more efficiently transfer energy to the spin waves to 

amplify them, in Chapter 6. 

Non-local spin transport scheme, where spin injection and detection are based on the SHE and the 

inverse SHE (ISHE), respectively, is used for incoherent magnon transport and spin superfluid 

experiments. In Chapter 7, we shall present our results on non-local spin transport experiments in 

magnetic insulators. In Chapter 8, we finally discuss our work on electrical control of the spin 

superfluid in the non-local spin transport scheme for practical device applications. 
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2 Fundamental Theory 

 

In this chapter, we will describe the fundamental theory that is relevant to the research conducted 

in this dissertation. More details of these topics can be found in [23]–[28], [20], [19]. We will first 

describe the origin of magnetism and different types of magnetism in Section 2.1. The magnetic 

dynamics under the context of micromagnetics will then be introduced with its equation of motion, 

Landau-Lifshitz-Gilbert (LLG) equation, and the typical magnetic energy terms involved in 

Section 2.2. This then lays the foundations for classical spin-wave theory and spin superfluid, 

which will be described in Section 2.3 and 2.4, respectively. Finally, we will introduce spin Hall 

effect (SHE) as a source of spin currents in Section 2.5, which will be used for spin-wave damping 

reduction and spin injection in non-local spin transport. 

 

2.1 Magnetism 

Magnetism is originated from electrons of atoms in solid state materials. An electron of an atom 

has two kinds of angular momenta associated with it: orbital 𝑳  and spin 𝑺 , which can be 

schematically viewed as shown in Figure 2-1. The orbital motion contributes to the magnetic 

moment as a current loop generates magnetic field and hence the magnetic moment. The electron 

spins, on the other hand, have no classical analogue. In quantum theory, electron is a spin-"
!
 particle, 

with 𝑆' = + ℏ
!
 and 𝑆' = − ℏ

!
, referred to as “spin up” and “spin down” states, respectively, and 

electron spin also contributes to magnetic moment. Due to Hund’s law, however, the spin magnetic 
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moments from up- and down-spin on the same orbit cancel each other, leaving only certain atoms 

or ions possessing permanent magnetic moments. 

 

Figure 2-1 Illustration of the origin of magnetism, where the electron orbiting around the nucleus (𝑳) with its spin (𝑺) 

contributing to the magnetic moment associated with it. 

The solid-state materials that consist of atoms or ions with permanent magnetic moments can be 

classified into four types depending on how they are ordered: paramagnetic, ferromagnetic, 

antiferromagnetic and ferrimagnetic materials, schematically shown in Figure 2-2. In 

paramagnetic materials, the magnetic moments are randomly aligned without a long-range order 

and thus have vanishing total magnetic moment. Under the application of magnetic field, the 

magnetic moments can be partially aligned generating a net magnetic moment. 

The remaining three types of magnetic materials all have a long-range magnetic order below a 

certain transition temperature. In ferromagnetic materials, the exchange interaction between 

adjacent magnetic moments causes them to align in parallel, which leads to a spontaneous 

magnetic moment in the absence of external magnetic field. In antiferromagnetic and ferrimagnetic 

materials, on the other hand, the exchange interaction between adjacent magnetic moments induces 

antiparallel alignment between them, which can be viewed as two opposingly coupled 

ferromagnetic sublattices. The difference between antiferromagnetic and ferrimagnetic materials 

are that the antiparallelly aligned magnetic moments are of equal and unequal magnitudes, 

respectively. 
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Figure 2-2 Four types of magnetism from materials with permanent magnetic moments: (a) paramagnetism, (b) 

ferromagnetism, (c) antiferromagnetism, (d) ferrimagnetism. 

The material used for spin-wave damping reduction experiments and non-local magnon diffusion-

relaxation transport experiment, yttrium iron garnet (YIG), is ferrimagnetic. The other material 

used for non-local transport measurement, bismuth ferrite (BFO), has antiferromagnetic order.  

2.2 Magnetic Dynamics 

In this section, we will briefly describe the micromagnetic model [29], [30] with a focus on the 

equation of motion, the Landau-Lifshitz-Gilbert (LLG) equation. 

Micromagnetics deals with magnetic phenomena at sub-micron length scale, which is small 

enough to resolve magnetic structures such as domain walls, yet large enough to ignore the detailed 

atomic structure of materials. In this length scale, the continuum approximations can be applied 

such that magnetization as the spatially averaged magnetic moments: 𝑴(𝒓) = ∑ 𝝁𝒊"
+,𝒓

, varies 

smoothly in space and time. 

Under the continuum approximations, the magnetization precession under the application of a 

magnetic field 𝑯 according to the momentum theorem follows: -𝑴
-/
= −𝛾𝑴×𝑯, shown in Figure 

2-3, where is 𝛾 the gyromagnetic ratio. Landau and Lifshitz first proposed the formalism of the 

precessional motion of the magnetization in 1935 and introduced an additional torque term to 

account for the magnetic dissipation. The corresponding equation is referred to as Landau-Lifshitz 

(LL) equation: 
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 𝜕𝑴
𝜕𝑡 = −𝛾𝑴 ×𝑯𝒆𝒇𝒇 −

𝜆
𝑀2

𝑴× (𝑴 ×𝑯𝒆𝒇𝒇) 
(2.1) 

where 𝑯𝒆𝒇𝒇  is the total effective field that takes into account the contributions from different 

magnetic interactions, which we will soon discuss, and 𝜆  is a phenomenological constant 

characterizing the damping of the magnetic material. 

In 1955, Gilbert took a different approach and introduced the phenomenological damping as a 

“viscous” force [31]. The corresponding equation is generally referred to as Landau-Lifshitz-

Gilbert (LLG) equation: 

 𝜕𝑴
𝜕𝑡 = −𝛾𝑴 ×𝑯𝒆𝒇𝒇 +

𝛼
𝑀2

𝑴×
𝜕𝑴
𝜕𝑡  (2.2) 

It should be noted that precessional motion has the magnetization magnitude preserved for both 

forms of the damping terms in LL and LLG equations. Additionally, it can be shown that Equation 

(2.2) can be transformed into the following equation: 

 𝜕𝑴
𝜕𝑡 = −

𝛾
1 + 𝛼!𝑴×𝑯𝒆𝒇𝒇 −

𝛾𝛼
(1 + 𝛼!)𝑀2

𝑴× (𝑴 ×𝑯𝒆𝒇𝒇) 
(2.3) 

By having 𝛾3 =
4

"56$
 and 𝜆 = 46

"56$
, Equation (2.3) becomes Equation (2.1). Therefore, LL and 

LLG equations are mathematically identical. They are considered the equation of motion for 

magnetic dynamics with a conserved magnitude of magnetization. 
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Figure 2-3 Magnetic dynamics illustrated as the gyromagnetic precession with a damping torque. 

A key quantity in the equation is the total magnetic field 𝑯𝒆𝒇𝒇 , the local field felt by the 

magnetization 𝑴(𝒓) at 𝒓, which can be calculated from the total free energy of the magnetic 

system, 𝐸/7/: 

 𝑯𝒆𝒇𝒇 = −
𝛿𝐸/7/
𝛿𝑴  (2.4) 

There typically exist 4 contributions to 𝐸/7/: the Zeeman energy 𝐸8, the magnetostatic energy 𝐸8, 

the exchange energy 𝐸9$ and the anisotropy energy 𝐸:;. 

 𝐸/7/ = 𝐸8 + 𝐸< + 𝐸9$ + 𝐸:; (2.5) 

Zeeman energy is the energy of a magnetic body subject to an externally applied magnetic field 

𝑯𝒂 and can be calculated as: 

 𝐸8 = −𝜇>D𝑴 ∙ 𝑯𝒂𝑑?𝒓 (2.6) 

The magnetostatic energy corresponds to the long-range dipolar interaction calculated as: 

 𝐸< = −
𝜇>
2 D𝑴 ∙ 𝑯𝒅𝑑?𝒓 (2.7) 

where 𝑯𝒅  is the demagnetization field, which can be solved from magnetostatic Maxwell 

equations: 

 ∇ × 𝑯𝒅 = 0 (2.8) 

 ∇ ∙ 𝑩 = 𝜇>∇ ∙ (𝑯𝒅 +𝑴) = 0 (2.9) 

The solutions are: 
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 𝑯𝒅 = −∇ΦA (2.10) 

 
ΦA(𝒓) = −

1
4𝜋D

∇′ ∙ 𝑴(𝒓′)
|𝒓 − 𝒓′| 𝑑

?𝒓′ 
(2.11) 

The exchange energy stems from the short-range exchange interactions of pure quantum 

mechanical origin. The Heisenberg Hamiltonian considering only the nearest neighbor interactions 

for a cubic lattice of 𝑛 spins is given by: 

 𝐸9$ = −2𝐽Q𝑺𝒊 ∙ 𝑺𝒋 (2.12) 

where 𝐽 is the nearest neighbor exchange integral. In the semiclassical model, 𝑺𝒊 and 𝑺𝒋 can be 

viewed as vectors with small angle 𝜃DE in between them, and thus Equation (2.12) can be written 

as: 

 𝐸9$ = −2𝐽𝑆!Qcos𝜃DE ≈ const + 𝐽𝑆!Q𝜃DE!

≈ const + 𝐽𝑆!QY𝒎𝒊 −𝒎𝒋[
!

= const + 𝐽𝑆!QY∆𝒓𝒊𝒋 ∙ ∇𝒎[
! 

(2.13) 

 

where 𝒎𝒊 and 𝒎𝒋 are the directional vectors of 𝑺𝒊 and 𝑺𝒋, and ∆𝒓𝒊𝒋 = 𝒓𝒊 − 𝒓𝒋. Considering the 

cubic symmetry and neglecting the constant term irrelevant to equilibrium or dynamics, Equation 

(2.13) can be written in terms of the integration of the exchange-energy density: 

 𝐸9$ = D𝐴(∇𝒎)!𝑑?𝒓 (2.14) 

where 𝒎 can be written as 𝒎 = 𝑴
A%

 and 𝐴 = "
F
𝑛𝐽𝑆!∑∆𝒓𝒊𝒋!  for the cubic symmetry. The exchange 

energy expression of Equation (2.14) still holds for other types of symmetries. 
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The anisotropy energy mostly results from the material structure. The most common case is there 

exists a certain energy-favored direction for the magnetization direction to be aligned along, which 

is called the easy axis of the magnetic material. The anisotropy energy can be expressed in terms 

of the integration of anisotropy-energy density 1: 

 𝐸:; = D𝑓:;𝑑?𝒓 (2.15) 

where the anisotropy energy density 𝑓:; in the case of materials with easy axis, that is, materials 

with uniaxial anisotropy, can be expressed in the spherical coordinate with the easy axis along 𝑧 

axis as: 

 𝑓:; = 𝐾> + 𝐾"sin!𝜃 +⋯ (2.16) 

where 𝐾D are anisotropy constants at different order. The anisotropic behavior mainly depends on 

the 𝐾" term. When 𝐾" is positive, the energy minimum occurs at 𝜃 = 0 or 𝜋, and this is the easy 

axis situation with the magnetization preferably aligning along 𝑧 or −𝑧 direction. When 𝐾"  is 

negative, however, the energy minimum occurs at 𝜃 = G
!
 corresponding to the 𝑥𝑦 plane, and thus 

instead of an easy axis, the material has an easy plane for the magnetizations to align along any 

direction on the plane, or equivalently speaking, there exists a spin-rotational symmetry. In the 

situation of easy plane anisotropy, spin superfluid can be supported, which we shall discuss in 

Section 2.4. 

Due to the nonlinear nature of the LL and LLG equations, linear approximations are necessary for 

the analytical solutions. These analytical solutions are very powerful in understanding and even 

 
1 In literatures, both “+” and “-” sign can be found in front of the integral in the expression of anisotropy energy 
(i.e., 𝐸&' = ∫𝑓&'𝑑(𝒓 and 𝐸&' = −∫𝑓&'𝑑(𝒓), such as in [24] and [32], respectively. Both conventions have their 
corresponding signs of 𝐾) [see Equation (2.16)], the anisotropy constants. In this dissertation, we adopt the 
convention of “+” sign such that the negative 𝐾* indicates the easy-plane anisotropy. 
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quantifying the physics phenomena. We shall discuss two examples with different linearization 

process for the theory of spin waves and spin superfluid in Section 2.3 and Section 2.4, respectively.  

2.3 Spin Waves 

We now focus our discussion on the magnetostatic spin waves with an external fixed magnetic 

field 𝑯 applied along the 𝑧  direction. We first consider the dipolar spin waves with only the 

Zeeman energy and magnetostatic energy and ignore the damping term in Equation (2.2), that is 

𝑯𝒆𝒇𝒇 = 𝑯+ 𝒉(𝑡) and 𝛼 = 0, where 𝒉(𝑡) = 𝒉𝑒HDI/ is small. For the linearization, we consider 

the situation of a small deviation 𝒎(𝑡) = 𝒎𝑒HDI/ in the magnetization vector from 𝑧 axis, 𝑴 =

𝑴𝟎 +𝒎(𝑡), and we can derive the following relation from the LLG equation: 

 𝒎 = 𝜒̅𝒉 (2.17) 

where 𝜒̅ is the Polder susceptibility tensor with the expressions of 𝜒 and 𝜅 as: 

 
𝜒̅ = h

𝜒 −𝑖𝜅 0
𝑖𝜅 𝜒 0
0 0 0

j 
(2.18) 

 𝜒 =
𝜔K𝜔A
𝜔K! − 𝜔! (2.19) 

 𝜅 =
𝜔𝜔A

𝜔K! − 𝜔! (2.20) 

In the above equations,	𝜔K = 𝛾𝜇>𝐻 and 𝜔A = 𝛾𝜇>𝑀2. When damping is considered, 𝜔K should 

be replaced with 𝜔K − 𝑖𝛼𝜔. 

For the magnetostatic Maxwell equations, similar to Equation (2.8) and (2.9), we have: 

 ∇ × 𝒉 = 0 (2.21) 
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 ∇ ∙ 𝒃 = 𝜇>∇ ∙ (𝒉 +𝒎) = 0 (2.22) 

Also similar to Equation (2.10), we can then introduce a scalar potential 𝒉 = −∇Φ based on 

Equation (2.30). Equation (2.31) then leads to the Walker equation: 

 
(1 + 𝜒) o

𝜕!Φ
𝜕𝑥! +

𝜕!Φ
𝜕𝑦! p +

𝜕!Φ
𝜕𝑧! = 0 

(2.23) 

For a thin film of thickness 𝑑, i.e., 𝑥 ∈ [− +
!
, +
!
], and extended infinitely in 𝑦𝑧 plane, as shown in 

Figure 2-4. We look for the plane wave solution, i.e., Φ ∝ 𝑒D𝒌∥∙𝒓, propagating in 𝑦𝑧 plane with 

𝒌∥ = (0, 𝑘∥sin𝜑, 𝑘∥cos𝜑) with 𝜑 being the angle between the spin-wave propagation direction 

and magnetic field direction. Considering the boundary conditions that the tangential component 

of 𝒉  and the normal component of 𝒃 = 𝜇>(𝒎 + 𝒉)  are continuous at 𝑥 = ± +
!

, the general 

dispersion relation of dipolar spin waves can thus be obtained as: 

 𝑘∥! − (1 + 𝜒)!𝑘P! − 𝜅!𝑘∥!sin!𝜑 + 2(1 + 𝜒)𝑘P𝑘∥cot(𝑘P𝑑) = 0 (2.24) 

where 𝑘P = 𝑘∥x−
"5QRST$U

"5Q
 corresponds to the wavevector along 𝑥 perpendicular to 𝒌∥, and the 

dependency of Φ on 𝑥 is sinusoidal inside the film and exponentially decaying outside the film 

(shown in Figure 2-4). 
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Figure 2-4 The in-plane magnetized thin film considered for the dipolar spin waves. The external field 𝑯 is applied 

along the 𝑧 direction. The form of the magnetostatic potential expression is marked in different regions, with “i” and 

“e” indicate the interior and exterior regions of the film and “+”, “-” indicate the +𝑥 and −𝑥 region. 𝑘∥  and 𝑘, 

correspond to the wavevectors in the 𝑦𝑧 plane and along the 𝑥 direction, respectively. 

When 𝑘P is real, the spin-wave mode is called backward volume magnetostatic waves (BVMSWs), 

with “backward” indicating that the group velocity, 𝑣% = 𝑑𝜔/𝑑𝑘 , is negative, and “volume” 

indicating that the spin waves are extended across the entire thickness of the film. 

When 𝑘P is imaginary, the spin-wave mode is called magnetostatic surface waves (MSSWs). This 

spin-wave mode decays exponentially inside the film and thus localized at the surface of the film. 

It has a unique property that when excited inductively by an antenna, that is 𝒎(𝑡) couples to the 

𝒉(𝑡) induced by rf currents 𝑱 in the antenna, the spin-wave at the top and bottom surface of the 

film propagates to opposite directions under a given 𝑯 direction, as shown in Figure 2-5. This is 

the non-reciprocity property of the MSSWs. The difference of phase distribution between 𝒎(𝑡) at 

the top and bottom surfaces results from the dynamic dipolar field generated from them [33], which 

leads to −𝑘V and +𝑘V for the top and bottom surface spin waves and thus the non-reciprocity. The 

spin waves discussed in this dissertation are the MSSWs. 
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Figure 2-5 Illustration of non-reciprocity of MSSW. The top and bottom surface 𝒎(𝑡)  have different phase 

distributions resulted from the dynamic dipolar field generated from them, which leads to −𝑘- and +𝑘- for the top 

and bottom spin waves. 

For two special cases, 𝑯 ⊥ 𝒌∥  and 𝑯 ∥ 𝒌∥ , the former being a MSSW and the latter being a 

BVMSW, their dispersion relations can be simplified from Equation (2.24) as: 

 
𝜔A22W! = 𝜔K(𝜔K + 𝜔A) +

𝜔A!

4
(1 − 𝑒H!X∥+) 

(2.25) 

 
𝜔Y,A2W! = 𝜔K o𝜔K + 𝜔A |

1 − 𝑒HX∥+

𝑘∥𝑑
}p 

(2.26) 

The situation with exchange interaction included is a bit more complicated, we shall skip the 

mathematical details and only present the result as [34]: 

 𝜔! = ~𝜔K + 𝛾
2𝐴
𝑀2

𝑘! + 𝜔A(1 − 𝑃;)� �𝜔K + 𝛾
2𝐴
𝑀2

𝑘! + 𝜔A𝑃;sin!𝜑� (2.27) 

where 𝑃; =
X∥
$

X∥
$5Z.$

− � X∥
$

X∥
$5Z.$

�
!

[.
\!("5^/.)

 and 𝐹; = 2 "H(H)
.901∥2

X∥+
, 𝑘! = 𝑘∥! + 𝜅;!, 𝜅; =

;G
+

. 

Figure 2-6 shows the dispersion curves calculated numerically based on Equation (2.27) with n =

0 (i.e., 𝑘 = 𝑘∥, no thickness mode considered). Other parameters are set as 𝑯 = 600	Oe and 𝑑 =
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1	µm with YIG material parameters. By changing the value of 𝑯, the dispersion curve can be 

shifted up and down, and thus for spin waves with certain wavevectors, the spin-wave frequency 

can be tuned by the external field value. 

 

Figure 2-6 Dipolar exchange spin-wave dispersion curves calculated numerically based on Equation (2.27) with 𝑛 =

0 (i.e., 𝑘 = 𝑘∥, no thickness mode considered). Other parameters are set as 𝑯 = 600	𝑂𝑒 and 𝑑 = 1	µ𝑚 with YIG 

material parameters. 

It is worth mentioning that for the situation when the external magnetic field is applied 

perpendicular to the film along the 𝑥 direction in Figure 2-4, the corresponding spin-wave mode 

is a forward volume magnetostatic wave (FVMSW). More details of this mode can be found in the 

references listed at the beginning of this chapter. 
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Finally, we comment that by quantum treatment (refer to [35] for the Holstein-Primakoff 

approach), the Hamiltonian of multi-spin systems coupled through exchange and dipolar 

interactions can be written as: 

 ℋ =Qℏ𝜔X𝛼X
`𝛼X

X

 (2.28) 

This Hamiltonian is in analogy to that of harmonic oscillators. This quantum treatment yields the 

quanta of spin waves, called magnon. Similarly, 𝛼X
` and 𝛼X are magnon creation and annihilation 

operators, respectively, and 𝑛X = 𝛼X
`𝛼X  is the magnon number operator. The coherent state of 

magnon is given as the eigenstate of 𝛼X (i.e., 𝛼X|𝑐X⟩ = 𝑐X|𝑐X⟩) as: 

 
|𝑐X⟩ = 𝑒H

"
!|b1|

$
Q

(𝑐X);1
(𝑛X!)"/!

|𝑛X⟩
d

;1e>
 

(2.29) 

The average spin components in this coherent state are plane waves 2 and thus recover the classical 

spin-wave behaviors. 

2.4 Spin Superfluid 

Spin superfluidity refers to the ability to support dissipationless spin transport. In a magnetic 

system with the U(1) spin-rotational symmetry, such as in an easy-𝑥𝑦-plane ferromagnet, the small 

𝑧  projection of spin follows a loose conservation law, leading to an algebraic rather than 

exponential decay of spin supercurrents. 

We consider only exchange interaction and anisotropy energy in this case, and 𝐸/7/ =

∫𝑑?𝒓[𝐴(∇𝒏)! + 𝐾𝑛'!] /2  where 𝒏  is the unit vector along spin density vector 𝒔  and can be 

 
2 The average spin components in the coherent state can be calculated as 〈𝑆)

3(-)〉 = A𝑐6C𝑆)
3(-)(𝑡)C𝑐6D. Then we can 

obtain 〈𝑆)3〉 ∝ cos	(𝒌 ∙ 𝒓𝒊 −𝜔6𝑡 + 𝛽6) and 〈𝑆)
-〉 ∝ sin	(𝒌 ∙ 𝒓𝒊 −𝜔6𝑡 + 𝛽6), where 𝛽6 is the phase of 𝑐6. These plane 

wave solutions represent the spin precession. 



 18 

parametrized as 𝒏 = (�1	 −	𝑛'!cos𝜑,�1	 −	𝑛'!sin𝜑, 𝑛') in the spherical coordinate. Unlike the 

spin-wave case where the linearization is carried out by considering the small 𝒎 deviated from the 

precession axis, we consider the situation with small 𝑛'  in the spin superfluid. In the strong-

anisotropy and long-wavelength limit, i.e., 𝜆 ≫ �𝐴/𝐾, we can expand LLG equation [Equation 

(2.1)] into different orders of 𝑛' , consider only the lowest order, we arrive at the following 

equations where the spin density 𝑠 = A%
4

: 

 𝜑̇ = 𝐾𝑛'/𝑠 + 𝛼𝑛̇' (2.30) 

 𝑛̇' = 𝐴∇!𝜑/𝑠 − 𝛼𝜑̇ (2.31) 

In the absence of damping, these two equations are essentially coupled Hamilton equations with 

𝜑 and 𝑠𝑛' as canonically conjugated variables. Similar to the charge density continuity equation, 

𝜌̇ + ∇ ∙ 𝑱 = 0, a spin supercurrent can be defined from Equation (2.31) (𝛼 = 0) as 𝑱𝑺 = −𝐴∇𝜑. 

The spin superfluid can be induced by injecting 𝑧 spins into an easy plane ferromagnet from a spin 

injector on the left in the structure with translation symmetry along 𝑦 and 𝑧 directions as shown in 

Figure 2-7. The detection of the spin supercurrent at the detector can be based on the inverse 

process of spin injection. The steady state solutions of Equations (2.30) and (2.31) are 𝑛'(𝒙) =

const ≡ 𝑛'  and 𝜑(𝒙, 𝑡) = 𝜑(𝒙) + Ω𝑡 , where 𝑛'  is the small 𝑧  projection of spin in the linear 

regime and the precession frequency is Ω = 𝐾𝑛'/𝑠, that is a global precession of a spiraling 

magnetic texture in the easy plane. The dissipation of spin supercurrent is linear: 𝐽23 − 𝐽2g = 𝛼𝑠Ω𝐿 

with 𝐿 being the distance between the spin injector and detector.  
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Figure 2-7 Schematic of realizing spin superfluid in an easy-𝑥𝑦-plane ferromagnet. A spin supercurrent 𝑱𝑺 = −𝐴𝛻𝜑 

is transported from the spin injector to the spin detector carrying a small 𝑧 projection of spin. 

2.5 Spin Currents 

Generally speaking, just like electric charge current is a flow of charges, spin current is a flow of 

spins. In spintronics, spin current is typically generated from spin polarized electric current via 

spin Hall effect (SHE) in 5d transition metals or from the surface states of topological insulators 

(TIs) as a result of the spin-orbit coupling (SOC). 

The spin Hall effect was first introduced by Hirsch [36] in analogy with the Hall effect that charges 

accumulated laterally in an electrical conductor developing a Hall voltage transverse to the electric 

current direction when the conductor is subject to an applied magnetic field perpendicular to the 

electric current. In the case of SHE, accumulation of spins is developed on the lateral direction of 

the electric current in the absence of magnetic fields. The SHE originates from the SOC that when 

an electron is orbiting around a positively charged iron, it will experience an electric field that 

transforms to a relativistic magnetic field in the reference frame of the electron, which in turn 

interacts with the electron spin and causes them to deflect. In materials with high SOC, when an 

electric charge current is passing through, mechanisms such as skew scattering [37], [38] or side 
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jump scattering [39] cause electrons with opposite spins scatter to the opposite directions and thus 

effectively generate a transverse spin current. For a thin film material with thickness comparable 

to its spin diffusion length, the top and bottom surface will have spin accumulations with opposite 

polarizations as a result of the transverse spin current. The process is illustrated in Figure 2-8 (a). 

The charge and spin currents are related by a unitless parameter 𝜃2K called the spin Hall angle as 

𝐽h = 𝜃2K
ℏ
!9
𝐽b, where 𝜃2K is typically between 0 and 1 for heavy metals. 

Topological insulators, on the other hand, is a special class of materials that has an insulating bulk 

and conductive surface states hosting spin-polarized currents also as a result of strong SOC [40]. 

The SOC pushes the valence band above the conduction band, i.e., band inversion. Due to the 

continuity of the band structure, a massless Dirac fermion forms at the TI surfaces and the currents 

at the surfaces are spin polarized with the polarization locked to the momentum of the electrons, 

shown in Figure 2-8(b). Since the surface spin currents of TI are purely spin polarized with the 

application of a certain direction of electric currents, they are more efficient in sourcing the spin 

currents compared with the heavy metals, and the corresponding spin Hall angle 𝜃2K can be greater 

than 1 for TI. 

 

Figure 2-8 Source of spin currents in spintronics. (a) SHE: transverse spin currents are generated when electric charge 

currents pass through a heavy metal and electrons with oppositely polarized spins scatter to opposite directions. (b) 

Spin of the surface currents in TI is locked to the momentum of the electrons. 
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In the heterostructure consisting of a SOC material and a magnetic material, due to the angular 

momentum conservation, as the spin polarized current generated in the SOC material scatters off 

the interface, the angular momentum will be transferred to the magnetic material, creating 

magnons or effectively exert a anti-damping torque [i.e., spin-orbit torque (SOT)] to the magnetic 

moments. The spin-wave damping compensation (in Chapter 5 and 6) and the spin injection and 

detection in the non-local spin transport measurement (in Chapter 7 and 8) are based on such 

effects. 
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3 Numerical Methods 

 

As discussed in Chapter 2, magnetic dynamics is governed by LLG equation, whose analytical 

solutions may be obtained under linear approximations for spin waves or spin superfluid in the 

linear regime. Considering the nonlinear nature of the LLG equation, however, in most general 

situations, we need to resort to the numerical solutions to investigate magnetic dynamics. In 

Section 3.1, we shall see in a single domain model how LLG equation can be solved numerically 

to gain insight of the numerical process and how magnetic dynamics is affected under the 

application of the spin torque. In Section 3.2 and 3.3, two simulation software solving magnetic 

dynamics based on LLG equation, LLG Micromagnetic Simulator and MuMax3, will be 

introduced, respectively. Besides solving LLG equation to gain insight for magnetic dynamics, 

COMSOL Multiphysics (COMSOL for short) has also been adopted for design and analysis 

purpose. Examples of using COMSOL to calculate Oersted field distribution around the antenna 

for spin-wave emission and leakage current will be discussed in Section 3.4. For the numerical 

methods discussed in this chapter, some numerical process and all numerical results are processed 

either in Python with NumPy and SciPy or in Matlab. 
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3.1 Numerically Solving LLG Equation in a Single Domain 

Model 

In this chapter, we will discuss numerically solving LLG equations without introducing any spatial 

dependent parameters, and thus essentially in a single domain model. We choose the Landau-

Lifshitz equation and introduce the spin torque term as follows: 

 𝑑𝑴
𝑑𝑡 = −𝛾𝑴 ×𝑯𝒆𝒇𝒇 −

𝛼
𝑀h

𝑴× Y𝑴×𝑯𝒆𝒇𝒇[ + 𝛾
ℏ𝜃2K𝐽b
2𝑒𝑀h

!𝑡𝑴 × (𝝈� ×𝑴) (3.1) 

The 3rd term on the right hand side of Equation (3.1) corresponds to the spin torque generated from 

the adjacent spin orbit coupling (SOC) material via spin Hall effect (SHE), where ℏ is the reduced 

Planck’s constant, 𝑒 is the elementary charge, 𝜃2K is the spin Hall angle, and thus ℏi%8j9
!9

 denotes 

the flow of spin angular momentum, 𝑡 is the effective thickness of the ferromagnetic layer, and 𝝈� 

is the direction of the generated spin magnetic moment. 

 

Figure 3-1 Single domain magnetic dynamics in the Cartesian coordinates. The applied magnetic field 𝑯𝒂𝒑 is along 𝑧 

direction. 𝒉(𝒕) = 𝒉𝑐𝑜𝑠𝜔𝑡, along the 𝑥 direction, is the AC Oersted field for the spin-wave excitation induced by 

Hap

h(t) = hcosωt
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inductive microwave techniques (more details will be discussed in Section 4.1). The spin polarization 𝝈 is in the 𝑦𝑧 

plane with an angle 𝜃< with respect to the −𝑧 axis 3, considered for the general case. In such a configuration, the 

magnetic moment 𝑴 = (𝑀3 , 𝑀-, 𝑀=) is expected to precess primarily around 𝑯𝒂𝒑 direction (i.e., 𝑧 axis). 

Considering the magnetic dynamics in the Cartesian coordinates shown in Figure 3-1 and the case 

of 𝑯𝒆𝒇𝒇 = 𝑯𝒂𝒑 + 𝒉, Equation (3.1) can be decomposed into: 

 𝑚$̇ + 𝛼𝑚'𝑚V̇ − 𝛼𝑚V𝑚'̇ = −𝜔>𝑚V − 𝜂cos𝜃>𝑚$𝑚' − 𝜂sin𝜃>𝑚$𝑚V (3.2) 

 −𝛼𝑚'𝑚$̇ + 𝑚V̇ + 𝛼𝑚$𝑚'̇

= 𝜔>𝑚$ − 𝜔"cos𝜔𝑡𝑚' − 𝜂cos𝜃>𝑚V𝑚' + 𝜂sin𝜃>(1 − 𝑚V
!) 

(3.3) 

 𝛼𝑚V𝑚$̇ − 𝛼𝑚$𝑚V̇ + 𝑚'̇

= 𝜔"cos𝜔𝑡𝑚V + 𝜂cos𝜃>(1 − 𝑚'
!) − 𝜂sin𝜃>𝑚V𝑚' 

(3.4) 

where 𝑚$(V,') = 𝑀$(V,') 𝑀h⁄  is the normalized magnetic moment along 𝑥 (𝑦, 𝑧) direction, 𝜔> =

𝛾𝐻:m, 𝜔" = 𝛾ℎ, 𝜂 = 𝛾 ℏi%8j9
!9A>/

, all have the dimension of angular momentum, and 𝜂 is proportional 

to 𝐽b denoting the strength of the spin torque. 

By assigning initial values to 𝑚$(V,')(𝑡 = 0), Equation Set (3.2)-(3.4) essentially becomes an 

initial value problem of the ordinary differential equations (OEDs), which is most commonly 

solved numerically using the Runge-Kutta (RK) method, and in particular, RK5(4), the 4th order 

RK method with 5th order truncation error [41]. The formalism of the RK method is beyond the 

scope of this dissertation. For our case, in short, 𝑡 will be discretized and the current step value of 

𝑚$(V,')(𝑡 = 𝑡;5") will be calculated based on the previous step value 𝑚$(V,')(𝑡 = 𝑡;) using the 

RK5(4) formula. The SciPy ODE solver, solve_ivp [with RK5(4) as the default method] [42] or 

 
3 The angle 𝜃< is chosen with respect to the −𝑧 axis such that the 𝜃< = 0° situation, corresponding to 𝝈 aligning 
along −𝑧 direction opposite to 𝑯𝒂𝒑, results in an antidamping spin torque. 
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the Matlab ODE solver, ode45 [43], based on RK5(4), can be used for solving Equation Set (3.2)-

(3.4). The results shown in this dissertation are based on ode45. 

As an example, we present the results calculated for the situation of 𝜃> = 0° and constant 𝝈�, i.e., 

𝝈� = −𝒛�. This is the case for spin-wave damping compensation in the conventional geometry, 

which will be discussed in Chapter 5 in a yttrium iron garnet (YIG)/topological insulator (TI) 

heterostructure. Additionally, the initial condition is set as 𝒎(𝑡 = 0) = (0,0,1), and 𝛼 = 0.1, 

𝜔> = 2𝜋 × 1.2	GHz , 𝜔" = 𝜔>/300 , corresponding to 𝐻:m = 430	Oe  and ℎ = 1.4	Oe , 

respectively. The time evolutions of 𝑚$ and 𝑚V with 𝐽b = 0	(𝜂 = 0) are shown in Figure 3-2(a), 

where the time-average magnetic momenta, 𝑚¤$ and 𝑚¤V, are 0, indicating that the precession is 

around 𝑧 axis, and the amplitudes of 𝑚$ and 𝑚V indicate the precession amplitude of magnetic 

oscillations. Frequency dependent precession amplitude is shown in Figure 3-2(b), where the 

resonance is at 2𝜋𝑓 = 𝜔> = 𝛾𝐻:m, the Larmor frequency. It should be noted that by introducing 

the demagnetization field N𝑴 into 𝑯𝒆𝒇𝒇, where 𝑁 is the diagonal demagnetization tensor [44], 

will recover the ferromagnetic resonance (FMR) frequency given by the Kittel formula, i.e., 

2𝜋𝑓 = 𝛾�𝐻:m(𝐻:m +𝑀). At the resonant frequency, we tune the strength of the spin torque by 

varying 𝜂, and plot the dependency of precession amplitudes on spin-torque strength in Figure 

3-2(c). It can be seen that the precession amplitude is attenuated for negative 𝜂, and amplified for 

positive 𝜂 , consistent with the spin torque, 𝝉𝒔𝒕 = 𝜂 𝑴
A>
× (𝝈� ×𝑴) , acting as damping and 

antidamping torque for negative and positive 𝜂, respectively. 



 26 

 

Figure 3-2 Numerical results of Equation Set (3.2)-(3.4) calculated using RK5(4) method with 𝜃< = 0°, constant 𝜂 

and 𝒎(𝑡 = 0) = (0,0,1). (a) Time evolutions of 𝑚3  and 𝑚-  with 𝜂 = 0. The time averaged values indicate the 

orientation of precession axis and the amplitudes indicate the precession amplitudes of magnetic oscillations. (b) 

Frequency dependent precession amplitudes at 𝜂 = 0 . (c) Dependency of precession amplitudes on spin-torque 

strength (indicated by 𝜂 normalized by 𝜔<) at the resonant frequency 𝑓 = 1.2	𝐺𝐻𝑧. 

The numerical solutions based on the simple single domain model can give insight to the 

antidamping mechanism in magnetic dynamics. Another example of the antidamping magnetic 

dynamics replacing the time invariant 𝜂 with an AC 𝜂, will be discussed in Section 6. 

Besides the temporal evolution of the single domain magnetic dynamics, the spatial evolution is 

of equal importance, especially for investigating propagating spin-wave dynamics. To do so, the 

spatial discretization will be introduced to mesh the simulation region into small cubes, each 

treated as a single domain, and then the temporal evolution of the magnetic dynamics will be 

numerically calculated in the same fashion discussed in this section and collectively for all the 

spatial grids. We leave the complexity of the spatial discretization and collective calculation 

process to the simulation software, and we will discuss 2 of the micromagnetic simulation software, 

LLG Micromagnetics Simulator and MuMax3, in the next 2 sections, respectively.  

(a) (b) (c)
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3.2 LLG Micromagnetics Simulator 

LLG Micromagnetics Simulator is a micromagnetic simulation software with a comprehensive 

graphical user interface (GUI). While its design and implementation details can be found in its 

manual [45], we will briefly discuss the relevant functionalities, implementations and the 

simulation procedure. 

As mentioned in the previous section, the entire simulation region will be discretized into small 

single domain cubes, each with a corresponding 𝑯𝒆𝒇𝒇. Different from the simple example of the 

previous single domain model, 𝑯𝒆𝒇𝒇 will include comprehensive contributions from externally 

applied magnetic field (i.e., Zeeman term), exchange interaction, magnetic anisotropy, 

demagnetization, etc, as discussed in Section 2.2. The spin torque term is implemented based on 

the Slonczewski spin-transfer torque [46]. 

The simulation procedure is shown in Figure 3-3. Firstly, we define the simulation region and the 

mesh size. The dimension of the mesh should be small enough to reach convergence but large 

enough for the continuum approximation of micromagnetics to be valid. As a rule of thumb, the 

grid dimension should be smaller than the domain wall width, �𝐴/𝐾, and the exchange length, 

�𝐴/𝑀h
! , and for typical ferri- or ferromagnetic materials, such as YIG or CoFeB, a mesh 

dimension of a few nanometers should be good choices. Based on the specific situation, periodic 

boundary condition can be properly introduced to reduce the computation cost. Secondly, we 

define the material parameters and the effective field components, which will in turn determine 

𝑯𝒆𝒇𝒇. Optionally, we can introduce the spin torque by setting the current and spin polarization. We 

then assign the initial condition to 𝒎, configure the simulation by setting 𝛼 and the simulation 

duration time or convergence criterion, etc, and finally start the simulation. 
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Figure 3-3 Simulation procedure of LLG Micromagnetics Simulator illustrated by screenshots of the GUI 

configurations. (a) Define the simulation region and mesh size, which should be small enough to reach convergence 

but large enough for the continuum approximation of micromagnetics to be valid. (b) Define the material parameters 

and set effective field components. In this example, the demagnetization field and Oersted field are removed. (c) 

Optionally define the parameters for spin torque (implemented based on Slonczewski spin-transfer torque). (d) Set 

initial 𝒎(𝑡 = 0), which can either use the predefined initial condition or take inputs from a file. (e) Configure the 

computation parameters, in particular, the damping parameter, 𝛼, the simulation duration time or the convergence 

criterion. 

As the calculation is in place, the results can be viewed live. After the simulation’s done, the results 

will be saved as files, each contains spatial distribution of 𝒎 for a specific time instance, based on 

which physics quantities, such as spin-wave amplitude, superfluid spin current, etc, can be derived 

for analysis. Optionally, the results can be saved as a movie (*.llg_movie) that can be examined 

frame-by-frame, which will be useful for understanding the physics process. Shown in Figure 3-4 

Define Simulation Region and Mesh Size

Set Parameters for Spin Torque
Define Material Parameters and 

Effective Field Components

Set Initial Condition of m

Configure Computation Parameters

(a) (b)

(c)

(d)

(e)
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is an example where we use the movie playback to identify the phase slip event in the magnetic 

Josephson Junction. We shall discuss the relevant details in Chapter 8, where LLG Micromagnetics 

Simulator is used for the numerical investigation of electrical control of the superfluid spin 

transport in a gated easy-plane magnet. 

 

Figure 3-4 An example illustrating the usage of movie (*.llg_movie) in LLG Micromagnetics Simulator to identify 

the phase slip event in magnetic Josephson Junction. (a) The panel that controls the movie with a by-frame resolution. 

The frame 345 corresponds to an instance of the phase slip event shown in different perspectives in (b-d). More details 

will be discussed in Chapter 8. 

3.3 MuMax3 

MuMax3 is an open-source, GPU-accelerated micromagnetic simulation software [32]. Besides 

the high performance, in terms of massive computational power supported by GPU and optimized 

low memory requirement, MuMax3 simulations are configured by scripts (scripting language 

based on Go [47]) instead of a GUI, and thus provides more flexibilities in the simulations. It has 

a simple web-based GUI allowing users to inspect and control the simulations, though. Similar to 

(a) (b)

(c) (d)
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the previous section, we will only briefly discuss the relevant functionalities, implementations and 

the simulation procedure, while the design and implementation details can be found in [32], [48], 

[49]. 

In addition to the basic externally applied magnetic field (i.e., Zeeman term), demagnetization 

field, Heisenberg exchange field and magnetic anisotropy field, the Dzyaloshinskii-Moriya 

exchange (i.e., antisymmetric or noncolinear exchange [50], [51]) field is also supported in 

MuMax3. 

Similarly, spin torque is implemented based on Slonczewski spin-transfer torque [46], [52], 

transformed to the Landau-Lifshitz formalism based on [32]: 

 
𝝉𝒔𝒕 = 𝛽

𝜖 − 𝛼𝜖p

1 + 𝛼! Y𝒎 × (𝒎𝑷 ×𝒎)[ − 𝛽
𝜖′ − 𝛼𝜖
1 + 𝛼! 𝒎×𝒎𝑷 

(3.5) 

 𝛽 = 𝛾
𝑗'ℏ
𝑀h𝑒𝑑

 (3.6) 

 
𝜖 =

𝑃Λ!

(Λ! + 1) + (Λ! − 1)(𝒎 ∙ 𝒎𝑷)
 

(3.7) 

where 𝑗' is the electric charge current density along the 𝑧 axis, 𝑑 is the free layer thickness, 𝒎𝑷 is 

the magnetization of the fixed layer with 𝑃 as the spin polarization, Λ is the unitless Slonczewski 

parameter 4 characterizes the spacer layer and 𝜖p is the secondary spin-torque parameter. 

The anti-damping torque is configured by setting the parameters such that the coefficient for the 

field-like torque [i.e., the 2nd term on the right hand side of Equation (3.5)] is 0. In particular, we 

set 𝑃 = 1, Λ = 1 and 𝜖p = 𝛼𝜖 = 𝛼/2,  and thus 𝝉𝒔𝒕 = 𝛽 "H6$/!
"56$

Y𝒎 × (𝒎𝑷 ×𝒎)[. 

 
4 In MuMax3, the Slonczewski spin-transfer torque is based [52] on transformed to the Landau-Lifshitz formalism. 
Λ? = 𝐺𝑅, where 𝑅 is the effective resistance of the spin-polarized electrons and 𝐺 is the conductance. 
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Similar to the simulation procedure using LLG Micromagnetics Simulator, the simulation 

procedure for MuMax3 is to 1) define the simulation region and the mesh size, 2) set the material 

parameters, including the exchange stiffness (𝐴), magnetic anisotropy, damping constant (𝛼), 

parameters for the Slonczewski torque, etc, 3) define excitations, including externally applied 

magnetic field (𝑯𝒂𝒑), electrical current density (𝑱), etc, 4) set initial condition for 𝒎, 5) schedule 

outputs and run the simulations. Compared with LLG Micromagnetics Simulator, MuMax3 has 

much more flexibility in the simulation configuration: for instance, the simulation geometry has 

the freedom of taking a black/white image input for any customized shape; customized material 

regions can be defined to independently set material parameters and excitations for each region; 

output quantities can be selected from a long list of pre-defined quantities and even derived ones; 

loops can be included in the scripting to run the simulations with varying parameters, etc. 

MuMax3 will be used as the numerical tool for the research topic in Chapter 6. 

3.4 COMSOL Multiphysics 

COMSOL is a multiphysics simulation software, based on finite element analysis. That is, it solves 

the partial differential equations (PDEs) describing different physics systems (e.g., Maxwell 

equations, Poisson’s equation, etc) by spatial discretization with boundary conditions as the 

constraints. While COMSOL is a versatile simulation software, in this dissertation, we only use it 

to calculate the Oersted field generated by rf currents in the antennas so as to design antennas to 

generate spin waves with specific wavelengths (Chapter 4 and 6) and leakage current in non-local 

experiments to exclude trivial causes of the observed non-local signal (Chapter 7). 
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The Magnetic Fields interface 5 under AC/DC is used for Oersted field calculation generated by rf 

currents in the antennas. Considering in our studies of spin waves, the frequency of rf currents is 

below 5 GHz, corresponding to electromagnetic wave (EM) wavelength of above 6 cm, and the 

device dimension is submillimeter, less than 1.7% of the EM wavelength, and thus the lumped-

element circuit model is sufficient, where any phase change of rf currents across the conductor can 

be neglected. Therefore, a 2-dimensional simulation model with uniform electric currents passing 

through across the input and output conductors along two opposite directions, shown in Figure 

3-5(a), calculating magnetic fields around them (i.e., Oersted fields) is sufficiently accurate, which 

has also been verified separately against results from full simulation model in HFSS. The 

simulation region is bound with an Infinite Element Domain 6, sufficiently far away from the 

structure of interest, to effectively extend the simulation region boundary to infinity. More 

discussions of how the Oersted field distribution calculated from COMSOL simulations related to 

spin-wave excitations will covered in Section 4.1, and examples of the design of spin-wave devices 

based on COMSOL calculated Oersted field distribution will be discussed in Chapter 6. 

In this dissertation, we will also use COMSOL simulations to calculate leakage current induced 

non-local voltages in non-local experiments. The relevant interface is the Electric Currents 

interface 7 under AC/DC. We use a 3-dimensional model to exactly capture the non-local device 

structure with 3 parallel Pt bars on top of BiFeO3 (BFO) and both ends of each Pt bar are connected 

to DC contacts (Au), as shown in Figure 3-5(b). An electric current is injected in the middle Pt bar 

 
5 The Magnetic Fields interface is under the AC/DC>Electromagnetic Fields in COMSOL. It is used to compute 
magnetic field and induced current distributions in and around structures, such as coils, conductors, and magnets. 
6 The Infinite Element Domain is a feature in COMSOL [53], which can be viewed as a virtual domain surrounding 
the physical region of interest to stretch the finite-element simulation region in the radical direction effectively to 
infinity. Since this layer is at the simulation region boundary, far away from the structure of interest, it is not shown 
in Figure 3-5(a). 
7 The Electric Currents interface is under the AC/DC>Electromagnetic Fields in COMSOL. It is used to compute 
electric field, current, and potential distributions in conducting media when the skin depth is much larger than the 
device dimension. 
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from the input DC contact to the output DC contact in the simulation, and then the electric 

potentials at the 2 DC contacts connected with the Pt bar on the right can be extracted as 𝑉" and 

𝑉!, based on which the non-local voltage can be calculated as 𝑉;r = 𝑉" − 𝑉!. Three Pt-bar structure 

is adopted to investigate the non-local signals when electric currents are injected from the left and 

right Pt bars, respectively. More details of the non-local device structure and experiments will be 

discussed in Section 7.3. 

 

Figure 3-5 Examples of COMSOL simulation models after meshing (i.e., spatial discretization). (a) A 2-dimensional 

model based on magnetic field interface under AC/DC, where uniform electric currents are driven in the output and 

input conductors, 𝐼@AB and 𝐼)', along two opposite directions, respectively. The inset shows the equivalent schematic 

3-dimensional structure for the clarification purpose. The magnetic field distributions around the conductors will be 

calculated. (b) A 3-dimensional model based on electric currents interface under AC/DC, where 3 parallel Pt bars are 

on top of BFO, each connected with 2 DC contacts on their ends, and an electric current, 𝐼, is driven in the middle Pt 

bar from the input DC contact to the output DC contact. The non-local voltage is calculated as 𝑉'C = 𝑉* − 𝑉?, where 

𝑉* and 𝑉? are the electric potentials at 2 DC contacts connected to the Pt bar on the right, respectively.  
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4 Experimental Methods 

 

This chapter will discuss relevant experimental methods with a focus on device characterization 

techniques to analyze spin-wave dynamics. In Section 4.1, we shall discuss propagating spin-wave 

spectroscopy (PSWS) as a key technique widely used to characterize spin waves. Typically, PSWS 

is performed with a vector network analyzer (VNA) for both spin-wave excitation and detection. 

Alternatively, a signal generator (SG) and an oscilloscope or spectrum analyzer can be used for 

spin-wave excitation and detection, respectively. In Section 4.2, we will introduce the current-

reversal method and delta method as efficient means for measuring small electric signals buried in 

the thermoelectric voltages (thermoelectric EMFs). This technique is powerful in investigating 

non-local spin transport in magnetic insulators. 

 

4.1 Propagating Spin-Wave Spectroscopy (PSWS) 

PSWS has been used to measure magnetostatic spin waves characteristics since late 1960s [25], 

[54], [55]. In more recent years, miniaturized version of this technique has been applied to 

investigate short-wavelength spin waves [56], [57], where important information of spin-wave 

dispersion spectrum, spin-wave passband and propagation loss can be obtained. A typical device 

structure for such measurements is shown in Figure 4-1, where two antennas are placed in parallel 

at a separation on top of the spin-wave medium used for spin-wave excitation and detection, 

respectively. These two antennas are connected to two ports on VNA, which measures RF power 

absorption and transmission induced by spin waves in the form of scattering parameters (S-

parameters). We shall then discuss in detail how spin waves are excited, detected and examine 
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some exemplary results to demonstrate fundamental spin-wave properties observed in the 

experiments. 

 

Figure 4-1 Typical PSWS device structure and measurement configuration. 

In ferromagnetic resonance (FMR) experiments, in addition to a DC external magnetic field, an 

AC magnetic field is applied uniformly across the magnetic material to excite the uniform 

precession mode (FMR mode) that all magnetic moment precesses with the same phase and 

amplitude, when the FMR condition is met. This FMR mode can be viewed as non-propagating 

spin waves with zero wavevector 𝑘, or equivalently speaking, infinite wavelength 𝜆. To excite spin 

waves with a finite wavelength, a non-uniform spatial profile of AC magnetic field is necessary, 

which can be induced by AC current drive in the antennas as the spin-wave injectors. In PSWS 

measurements, VNA drives RF signal to the antennas, which creates an AC current and a 

corresponding Oersted field around the antennas (Figure 4-2) to excite spin waves. The Oersted 

field has a spatial distribution which generates spin waves with wavevectors corresponding to the 

Fourier transform of the Oersted field’s spatial profile [58]. By designing the configuration and 
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dimensions of antennas, the spin waves with specific wavevectors distribution, i.e., specific 

wavelengths, will be excited most efficiently. 

 

Figure 4-2 Oersted field distribution around a coplanar strip (CPS) line as the antenna, calculated from COMSOL. The 

area in 𝑦 < 0 corresponds to the magnetic material as spin-wave medium. 

We now examine three typical antennas used in spin-wave experiments (shown in Figure 4-3) to 

illustrate the process of antenna design for spin-wave excitation of a specific 𝑘  distribution: 

microstrip (MS) line, coplanar strip (CPS) line, and coplanar waveguide (CPW). For each antenna 

configuration, we first calculate the Oersted field distribution around the antenna by COMSOL. 

As discussed in Section 3.4, for spin waves below 10 GHz and submillimeter spin-wave device 

dimensions in our experiments, a 2-dimensional simulation model with a uniform current 

distribution in the antenna conductors is sufficiently accurate. The Oersted field spatial 

distributions are then Fourier transformed to yield 𝑘 distributions, as shown in Figure 4-3 (g-i). 
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The spin waves at corresponding 𝑘  components with higher amplitudes will be excited more 

efficiently. 

In the simulations, the width of the lines of MS, CPS and CPW, and the separation between the 

lines in CPS and CPW are all set to be 10 µm. As can be seen from Figure 4-3 (g-i), each type of 

antenna couples most efficiently to a correspondingly specific range of wavevectors. The MS 

couples efficiently to spin waves with wavevectors up to a cutoff value, or, equivalently speaking, 

with wavelengths larger than a threshold value. For MS with width 𝑤 = 10	µm , the cutoff 

wavevector is 6259 cm-1, which is very close to !G
s

 with a value of 6283 cm-1, and the threshold 

wavelength is 10.04 µm, which is close to 𝑤. The MS is typically used for excitation of wide-band 

spin waves. Unlike MS, the CPS and CPW couple efficiently to narrower bands of spin waves 

with a peak wavevector. For CPS and CPW with signal-to-ground central distance 𝑑 = 20	µm, 

the peaks are located at wavevectors 1381 cm-1, 1457 cm-1, respectively, which are close to G
+
 with 

a value of 1571 cm-1. Therefore, CPS and CPW are typically used for excitation of spin waves 

with finite passband, with the maximum at wavelength around 2𝑑. Comparing with CPS, CPW 

has a sharper cutoff at lower wavevectors, due to its additional ground line. A meander type CPW 

can be formed by introducing multiple repetitions of the CPW signal and ground lines, which can 

be used to excite spin waves with an extremely narrow range of wavelengths, typically considered 

as a specific wavelength [57]. 

Similar to being used as spin-wave injectors, antennas can also be implemented as spin-wave 

detectors, with electromagnetic induction as the detecting mechanism. Like injecting antennas, the 

detecting antennas couple most efficiently to specific wavelengths of spin waves, depending on 

the configuration and dimensions of the antennas as previously discussed. In the typical spin-wave 

device configuration, the detecting antenna is placed at a distance from the injecting antenna to 



 38 

detect spin waves after propagating across in the spin-wave medium. The distance determines the 

direct electromagnetic coupling between the antennas, which is independent from spin-wave 

dynamics and is considered as the noise floor of the spin-wave device. 

 

Figure 4-3 Typical antennas used in spin-wave experiments for spin-wave excitation and detection: (a) microstrip (MS) 

line, (b) coplanar strip (CPS) line, (c) coplanar waveguide (CPW). The spatial distributions of the generated AC 

Oersted field amplitudes are shown in (d - f), with their corresponding Fourier transform shown in (g - i) as indications 

of the coupling efficiency of the antennas to spin waves with different wavevectors 𝑘. In PSWS measurements, the 

values of 𝑘 can be obtained by fitting the streaks feature in 𝑆** or 𝑆?? as a function of frequency 𝑓 and magnetic field 

𝐻 (Figure 4-4 (a, c)) with spin-wave dispersion relation. 

Next, we shall examine the PSWS experimentally measured in the form of S parameters by VNA. 

Figure 4-4 shows typical S parameters (amplitude) as a function of frequency 𝑓 and magnetic field 

𝐻 for spin waves excited and detected both with CPS lines placed at 220 µm apart on top of 2.3 

µm thick YIG. Figure 4-4 (a) and (c) are 𝑆"", 𝑆!! reflecting the power absorbed at the spin-wave 

emitting and detecting antenna, when the input power is driven at each of them respectively. The 

H HH

(a) (c)

(d) (f)

(g) (i)

(b)

(e)

(h)
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absorbed powers are used to excite spin waves, and thus excited spin-wave 𝑘 spectrum can be 

extracted from 𝑆"" and 𝑆!!. To be more specifically, the streaks parallel to the dashed lines marked 

in the figure correspond to spin waves with specific wavevectors, the values of which can be 

obtained by fitting with the spin-wave dispersion relation. Figure 4-4 (b) and (d) are 𝑆!" , 𝑆"! 

reflecting the power transmitted from the spin-wave emitting antenna to the spin-wave detecting 

antenna and vice versa, respectively. 𝑆!" and 𝑆"! can be used to obtain spin-wave passband and 

propagation loss. The position of the spin-wave passband, and correspondingly spin-wave device 

operation frequencies, can be tuned by the magnetic field, as discussed in Section 2.3. Since the 

spin-wave emitting and detecting antennas are the same in shape and dimensions, features and 

amplitudes of 𝑆"" and 𝑆!! are identical. However, features and amplitudes of 𝑆!" and 𝑆"! are not 

identical. By examining 𝑆!" and 𝑆"! for a fixed magnetic field [i.e., a vertical cross section of the 

color plots in Figure 4-4 (b, d)], it can be observed that 𝑆!" is greater than 𝑆"! in the main spin-

wave passband, as shown for 600 Oe in Figure 4-5. This is due to the non-reciprocity of 

magnetostatic surface spin waves excited inductively by antennas discussed in Section 2.3. On the 

other hand, spin-wave phase recorded in PSWS by VNA measurements can be used to estimate 

spin-wave group velocity: 𝑣% =
-I
-X
≈ !G^t

!G h⁄
= 𝛿𝑓𝑠 , where 𝛿𝑓  is the frequency difference 

corresponding to a 2𝜋 change of the spin-wave phase and 𝑠 is the spin-wave propagation distance 

[59]. Figure 4-6 shows the phase of 𝑆!", where for 600 Oe at around 3.5 GHz, 𝛿𝑓 = 0.094GHz, 

and thus can be used to calculate 𝑣% to be 2.068×104 m/s. 
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Figure 4-4 Typical S-parameters obtained from PSWS measurements by VNA. Black dashed lines in (a, c) and white 

dashed lines in (c, d) are artificially added to indicate the spin wave with a specific wave vector. Spin waves are 

emitted and detected by the identical CPS lines (width: 20 µm, gap: 20 µm) placed at 220 µm apart on top of a 2.3 µm 

thick YIG. 

 

(dB)

(dB) (dB)

(dB)(a)

(c) (d)

(b)
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Figure 4-5 𝑆?* and 𝑆*? at 600 Oe, extracted from the results in Figure 4-4 (b, d) by taking vertical cross sections of 

the color plots. 

 

Figure 4-6 Measurements to extract the spin-wave group velocity. (a) Phase of 𝑆?* by VNA measurements. (b) Phase 

of 𝑆?* at 600 Oe by taking a vertical cross section of the color plots in (a). 𝛿𝑓 corresponding to a 2𝜋 (180º) change of 

spin-wave phase at around 3.5 GHz. In this measurement, the separation between two antennas 𝑠 is 220 µm, 𝛿𝑓 is 

0.094 GHz, and thus the group velocity can be calculated as 𝑣D ≈ 𝛿𝑓𝑠 = 2.068 × 10E	m/s. 

Besides VNA measurements, PSWS can be obtained by using a combination of a signal generator 

and an oscilloscope connected to the spin-wave emitting and detecting antennas, respectively. By 

generating CW signals from the signal generator and sweeping the frequencies of the signals, the 

oscilloscope can be used as a spectrum analyzer such that the response signal amplitude at the 

input frequency can be obtained from Fourier transform of the time domain signal, as shown in 

Figure 4-7. The time evolution of the transmitted signal can be captured by the oscilloscope, and 

thus this method brings in the possibility of measuring spin-wave amplification when the 

antidamping SOT is generated by a pulse current to reduce the heating effects. In these 

measurements, for a fixed frequency spin wave, the transmitted signals before and during the 

application of the pulse current can be used to calculate the gain. Such measurement method will 

be applied in the studies discussed in Chapter 5. 
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Figure 4-7 Spectrum analysis of the time domain signal to obtain the response signal amplitude at the spin-wave 

excitation frequency. The results shown in the figures are based on measurements from 2.3 µm YIG, biased at 500 Oe 

and driven at 3.05 GHz. This spectrum analysis process is necessary especially when the signal is around the noise 

floor. The raw data of the time domain signal is shown as the blue curve in (a), which is sliced temporally into 

consecutive time windows, i.e., the 5 µs long time domain signal is sliced into 1000 consecutive time windows, each 

with a 5 ns duration. (b) is an example of one such 5 ns time window, where the blue curve corresponds to the raw 

signal extracted from that within 2 – 2.005 µs from (a). Fast Fourier transform (FFT) is then conducted for the raw 

signal in each time window, as shown in (c) for FFT of the 2 – 2.005 µs time window, from which the maximum 

frequency component is obtained as the signal amplitude for that specific time window. The frequency of the 

maximum component is equal to the spin-wave excitation frequency, as expected. The results from the spectrum 

analysis are then plotted as red curves in (a, b) - the time evolution of the signal is plotted as the red curve in (b); the 

amplitude of the signal is plotted as the red curve in (a). 

4.2 Current-Reversal Method and Delta Method 

In this section, we will briefly discuss experimental techniques for low level measurements (e.g., 

voltage or resistance) when measured signals are buried in thermoelectric EMFs. More detailed 

descriptions can be found in [60]. 

Measurements errors may result from offset signals (DC) and noise sources (AC). Even though 

measurement errors are ubiquitous, they typically can be easily reduced or separated, especially 

when measuring large signals. For low level measurements, however, the measurement errors can 

(a) (b) (c)
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be tricky to reduce or separate even with careful experimental setups, and they can corrupt the 

desired signals. Thermoelectric voltages, or thermoelectric EMFs, are the most common sources 

of errors in low level measurements. Thermoelectric EMFs result from Seebeck effect, and are 

generated in the testing circuits at the presence of a temperature gradient and especially when two 

different materials 𝐴 and 𝐵 are joined to form connections in the form of 𝑉vA[ = 𝑆wY∆𝑇wY, where 

𝑆wY is the Seebeck coefficient at the connection and ∆𝑇wY is the temperature difference between 𝐴 

and 𝐵. As an example, copper, typically used as the center conductor for coaxial cables, when 

pairing with copper, silver, gold, has Seebeck coefficients ≤ 0.2 µV/°C, 0.3 µV/°C, 0.3 µV/°C, 

respectively. If any part of the circuits has oxidizations, however, the Seebeck coefficient can 

increase by orders of magnitudes. Junction by copper and copper oxide has a Seebeck coefficient 

as high as ~ 1000 µV/°C, which in the presence of slight temperature fluctuations leading to ∆𝑇wY 

even as low as 0.001 °C will result in 𝑉vA[ ≈ 1	µV, making sub-µV voltages indetectable. Figure 

4-8 shows an example of the impact of thermoelectric EMFs on the measured signal. The voltage 

readings were taken with a constant supply of 10 mA currents for an extended period of time. Even 

though fluctuations due to thermoelectric EMF are ~0.1-0.2 µV, for a short duration of 1 s, the 

change of voltage readings is smaller than 10 nV. 
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Figure 4-8 Example of the impact of thermoelectric EMFs on the measured signal. The measurement has been 

carefully set up to isolate from common sources of errors, such as rf and heat. The voltages are measured at a constant 

driven current of 10 mA in the test circuit. Inset shows the results in a focused time window from 300 s to 340 s, where 

even though there exists ~0.2 µV fluctuations in the voltages, the change of voltage readings for 1 s time window is 

smaller than 10 nV. 

In experiments, reducing temperature gradients and using same materials for the conductors can 

help minimize thermoelectric EMFs. In situations when device under test (DUT) is in low 

temperature chambers and testing instruments are in the ambient air, or when conductors are in 

DUT on-chip, however, other techniques are necessary to reduce the impact from thermoelectric 

EMFs. One effective method is by reversing the source polarity to cancel thermoelectric EMFs. 

When the measured voltages result from the application of the electrical currents, the 

measurements essentially become resistance measurements, local or non-local depending on the 

measurement circuits. The idea of reversing the source polarity to cancel thermoelectric EMFs 

leads to the current-reversal method and the delta method for these low resistance measurements. 
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Current-reversal method is conducted with a bipolar current source and a nanovoltmeter so that 

voltages can be measured at positive and negative current polarities as 𝑉A5 = 𝑉vA[5 + 𝑉xyz(+𝐼) 

and 𝑉AH = 𝑉vA[H + 𝑉xyz(−𝐼), respectively. 𝑉xyz(±𝐼) corresponds to the voltage drops at DUT 

when positive or negative current polarity is applied. If the current polarity is switched fast and 

each voltage measurement is taken in fast response to the application of a certain polarity of current, 

𝑉vA[5 and 𝑉vA[H are close to each other. By “fast”, we mean that the time scale is shorter than 

the thermal time constant. Under this condition, 𝑉vA[ manifests as a constant offset and thus can 

be canceled out, leaving 𝑉xyz(+𝐼) − 𝑉xyz(−𝐼) = 𝑉A5 − 𝑉AH. This way, odd-order terms of 𝐼 in 

𝑉xyz can be extracted, where the 1st order term is: 

 𝐼𝑅 = (𝑉A5 − 𝑉AH)/2 (4.1) 

with 𝑅 being local or non-local resistance depending on the test circuits. It should be noted that 

the 2nd order term (∝ 𝐼!) results from thermal effects as well. 

An improved version of the current-reversal method takes into the consideration that in a small 

time scale, any change in the measured signal of the system can be approximated linearly, as shown 

in Figure 4-9. In this scenario, three consecutive voltage measurements can be taken for changing 

current polarities as 𝑉A" = 𝑉vA[" + 𝑉xyz(+𝐼) , 𝑉A! = 𝑉vA[! + 𝑉xyz(−𝐼)  and 𝑉A? = 𝑉vA[? +

𝑉xyz(+𝐼), where 𝑉vA[! = 𝑉vA[" + 𝛿𝑉 and 𝑉vA[? = 𝑉vA[! + 𝛿𝑉. Similarly, the 1st order term of 

𝐼 can be worked out as: 

 𝐼𝑅 = (𝑉A" + 𝑉A? − 2𝑉A!)/4 (4.2) 

This measurement method is called delta method, and each data point is the moving average of the 

three voltage readings, as in Equation (4.2). The current-reversal can be viewed as a 2-point delta 

method. 
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Figure 4-9 Illustration of cancellation of thermoelectric EMFs with a bipolar current source and nanovoltmeter. Two 

consecutive voltage readings (e.g., 𝑉F* and 𝑉F?) will be used as the moving average in the current-reversal (i.e., 2-

point delta) method and three consecutive voltage readings (e.g., 𝑉F* , 𝑉F?  and 𝑉F() will be used as the moving 

average in the delta method. 

In measurements, Keithley 2182A can be used as the nanovoltmeter, which can be synced with 

fast switching bipolar current sources such as Keithley 6221 or Keithley 2400 to provide the fast 

response speed required. The current-reversal method or delta method has been implemented for 

measuring low level resistances such as non-local magnetoresistance in non-local spin transport 

experiments [61]. We also apply these methods in studying the non-local spin transport in magnetic 

insulators, which will be discussed in detail in Chapter 7. 
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5 Spin-Wave Damping Reduction with Pulsed DC 

Current in Topological Insulators 

 

In this and the following chapter, we will present the study on spin-wave damping compensation 

based on SOT for coherent spin waves excited inductively by microwave antennas in insulating 

Yttrium Iron Garnet (YIG). Planar YIG films can be integrated with silicon technology to realize 

devices such as tunable filters, frequency selective limiters, and signal-to-noise enhancer. However, 

such films suffer from spin-wave damping which limits their use in such applications. In this 

chapter, we show that spin currents in topological insulators (TIs) can be used to reduce spin-wave 

damping. TI supports surface spin currents, potentially making it an efficient source of anti-

damping torque. We show that in a YIG/Bi2Se3 bilayer, the spin-wave damping rate can be reduced 

by 60% at a current density of 8×105 A/cm2. Furthermore, we show that the damping reduction 

has a strong dependence on spin-wave frequency, and we demonstrate that this dependence arises 

from nonlinear magnons scattering. 

 

5.1 Introduction 

As introduced in Chapter 1, spin waves are coherent oscillations of spin in magnetic materials and 

have been used in tunable radio frequency (rf) filters that are based on Yttrium Iron Garnet (YIG) 

[62]–[65]. Spin waves have also been used for frequency selective limiters, signal-to-noise 

enhancers, phase shifters, as well as logic operations [63], [66]–[68]. However, damping remains 

a key factor in rf electronics that are based on thin YIG films. For practical rf applications where 
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power handling is critical, thick YIG films (>1 µm) grown using liquid phase epitaxy (LPE) are 

preferred. A great deal of effort has been put into growing thick YIG films of ultralow damping 

[69], [70], yet a finite amount of damping in these films still hinders practical spin-wave 

applications. One method to compensate the spin-wave damping is to transfer angular momentum 

of spin-polarized electrons to spin waves [14]–[16], [71]–[73] as discussed previously. In these 

spin-wave devices, the spin current is typically generated through Spin Hall Effect (SHE) (see 

Section 2.5) in heavy metals such as Pt or W. In spin-wave devices based on YIG, spin orbit torque 

(SOT) takes place at the surface, based on which several groups have achieved a reduction of spin-

wave damping rate in pulsed laser deposition (PLD)- [16], [71] and LPE-grown [14], [15], [74] 

YIG, using spin currents from Pt. 

Here, we utilize a topological insulator (TI) layer on a 2.3 µm thick LPE-grown YIG to reduce the 

damping rate of magnetostatic surface spin waves (MSSW) with the device shown in Figure 5-1(a). 

TI is a special class of material where, in accord with the time-reversal symmetry (TRS), the spins 

of the Dirac-like surface states are locked to their momentum [75]–[82]. As discussed in Section 

2.5, TI can potentially be more efficient in providing the antidamping torque, and thus be more 

efficient in reducing spin-wave damping compared with conventional heavy metals. In our 

experiments, we choose Bi2Se3 as the TI material, with a thickness of 15 nm to avoid the electronic 

hybridization between the two surfaces. Although there have been several studies on SOT in TI 

and FM metal layers [83]–[86], there have been fewer studies that have demonstrated interface 

effects in a YIG/TI system [87], [88]. This could be mostly due to the challenges of growing a 

high-quality TI layer on a YIG substrate. 
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5.2 Experimental Details 

An optical image of the device showing the dimensions is shown in Figure 5-1(a). The antennas 

are shaped in a ground-signal-type CPW (i.e., CPS) where both ground (G) and signal (S) lines, 

as well as the gap between them, have a width of 20 µm. The gap between the antennas and the 

gold metal contacts (𝐿%) and the width of the gold contacts (𝐿b) are both 40 µm. The length of the 

TI layer (𝐿z{) is 60 µm and its width is 320 µm. 

 

Figure 5-1 Amplification of spin waves. (a) Optical image of the spin-wave device. (b) S parameters of the spin-wave 

device measured using a VNA. (c) A signal generator (SG) launches a spin wave while a current pulse drives a spin-

polarized current in the TI that enhances the spin-wave signal. (d) The spin currents from TI (with spin polarization 

𝜎q) transfer the angular momentum of the spin to the spin wave with wavenumber 𝑘. Damping is compensated at a 

critical current density, 𝐽G. (e) Spin-wave amplitude controlled by spin currents from TI measured at 500 Oe and 3.38 

GHz. The data is fitted (red solid line) using Equation (5.2) (Inset: amplitude of the spin wave before and after the 

current pulse is applied). 



 50 

Figure 5-1(b) shows the Scattering (S-) parameters of the device obtained using a Vector Network 

Analyzer (VNA) with the magnetic field oriented along the – 𝑥 direction and set to 500 Oe. The 

𝑆"" parameter, which is observed to be the same as the 𝑆!! parameter, is shown with the dotted 

blue line and it is indicative of the power absorbed by the YIG. The 𝑆!" is shown with the solid 

black line and indicates the transmitted power. In our measurements, due to the geometry of our 

device, we observe both volume spin waves and surface spin waves, also known as Damon-

Eshbach (DE) modes [89]. The 𝑆"! (red dot-dashed line) shows a higher insertion loss because of 

the nonreciprocity of surface spin waves [90]–[92]. 

Next, we drive a current through the TI layer as spin waves with a frequency of 3.38 GHz at 𝐻 = 

500 Oe are continuously excited using a Signal Generator (SG) with an output power of 4 dBm. 

Figure 5-1(c) shows the schematic of the measurement setup. The amplitude of the propagating 

spin wave is measured using an oscilloscope, which we also use as a spectrum analyzer [93]. We 

use a 1-µs current pulse with a repetition period of 50 ms to reduce the Joule heating. The Oersted 

field generated by the conductive TI layer is calculated to be between 1 to 2 Oe at the highest 

current densities, which causes an insignificant change in the resonant frequency. Figure 5-1(d) 

illustrates the concept of using TI for transferring the angular momentum from spin currents to 

spin waves in YIG. As spin waves propagate and decay due to the damping torque (𝜏6), for a given 

direction of current, the antidamping torque ( 𝜏wx ) caused by the spin currents (with spin 

polarization 𝜎�) acts on the magnetization, preventing the spin-wave amplitude from further decay 

until it reaches the other end of the TI layer. When a current of the opposite direction is driven in 

TI, the spin polarization of the generated spin currents is reversed and thus the SOT from the TI 

further attenuates the spin-wave amplitude. The results are shown in Figure 5-1(e). The gain is 

defined as the ratio of the spin-wave amplitude when a 1-µs current pulse is applied, 𝐴j, over the 



 51 

amplitude before the current pulse is applied, 𝐴>. Figure 5-1(e) shows gain for positive currents of 

up to 32% for a current density of 8×105 A/cm2 and an attenuation of nearly 90% for negative 

currents of the same magnitude. The measured amplitudes of the spin wave before and after the 

current pulse are shown in the inset in Figure 5-1(e) using the black square and red circle markers, 

respectively. To analyze the gain of the spin-wave amplitude, we adopt the method used by E. 

Padrón-Hernández et al. [15], [74] where the amplitude is expressed as 8: 

 𝐴(𝐽) = 𝐴j𝑒HDI/ = 𝑐X(0)𝑒HDI/𝑒H(61H|1jH}1∇z)/ (5.1) 

where 𝑐X(0) is the initial spin-wave amplitude with wavenumber 𝑘, 𝜔 is the spin-wave angular 

frequency, 𝛼X  is the spin-wave damping rate, 𝜂X  is the parameter related to SOT, and 𝐽 is the 

current density that is driven through the TI layer. 𝜁X is the parameter proportional to the Spin 

Seebeck Effect (SSE) and ∇𝑇 is the longitudinal temperature gradient across the film [74] and is 

proportional to 𝐽!, which is considered to be small in our experiment since the pulse duration and 

duty cycle are very low. The gain 𝐺 can be determined by: 

 
𝐺(𝐽) =

𝐴(𝐽)
𝐴(0) = 𝑒:(j/jH5∇z/∇zH) 

(5.2)  

where the prefactor 𝑎 is equal to 𝛼X 𝐿z{ 𝜈%⁄  with 𝜈%  being the group velocity. 𝐽#  is the critical 

current density and equal to 𝛼X 𝜂X⁄ . Based on this formulation, 𝐽#  is essentially an extrapolated 

parameter and it is the current density at which the damping of the spin waves is entirely 

compensated [15], [16], [74], [85], [95]–[99]. Similarly, ∇𝑇#  is also an extrapolated parameter, 

equal to 𝛼X 𝜁X⁄ , and is defined as the temperature gradient at which the damping is compensated 

[74]. It should be noted that since there are gaps between the two antennas and the TI contacts that 

 
8 In this dissertation, we consistently use 𝛼 for damping constant and 𝜂 for coefficient in SOT, different from the 
notations in [74], [94]. 
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are equal to 2 × Y𝐿% + 𝐿b[, the spin current from the TI does not exert any torque on the spin 

waves within these gaps [see Figure 5-1 (a) and (d)]. Even if we use current densities equal to be 

𝐽# , there will still be losses in this gap that we could not compensate for due to our device geometry. 

The losses under the gold contacts regions are even more significant because of the changes in the 

surface conductance and boundary conditions [92], [100]. To be able to estimate 𝐽# , the group 

velocity needs to be determined, which requires an accurate estimation of the wavenumber 𝑘 at 

the operating frequency. We will return to evaluating 𝐽#  later in this chapter. 

We repeat the measurements done in Figure 5-1(e) for frequencies ranging from 3.15 GHz to 

around 3.4 GHz. Figure 5-2(a) shows the spin-wave spectrum when no current is applied to the TI 

layer, that is, 𝐽  = 0. In Figure 5-2(b), we show examples of the gain obtained at different 

frequencies. The figure clearly shows that the gain at the highest current density changes with 

frequency. To further illustrate this frequency dependence, we plot the maximum gain in dB 

obtained at the extreme current density values, ±8×105 A/cm2, vs frequency in Figure 5-2(c). The 

red curve with the upward triangle data points shows the gain for +8×105 A/cm2 and the blue curve 

with the downward triangle data points shows the gain for -8×105 A/cm2. At frequencies close to 

3.38 GHz, we observe a peak in the gain. The total gain is attributed to two components, one is 

due to SOT, the other due to SSE, which is an even function with respect to the current. To separate 

the SOT and the SSE contributions in the gain, we fit the data points in Figure 5-2(b) for all 

frequencies to the exponential term in the gain equation [Equation (5.2)]. We remove the 𝑎∇𝑇/∇𝑇#  

term in the exponent that is proportional to 𝐽!, which corresponds to Joule heating that results in 

SSE, and only plot the gain in dB that is linearly dependent on 𝐽 in Figure 5-2(d); we call this 

component of the gain 𝐺𝑎𝑖𝑛7++. 𝐺𝑎𝑖𝑛7++ is maximized at 3.38 GHz, roughly 100 MHz above the 
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frequency of maximum spin-wave transmission (for 𝐽 = 0), and the gain is almost zero elsewhere 

within the pass band. 

 

Figure 5-2 Dependence of the gain on spin-wave frequency. (a) Spin-wave amplitude measured using an 

oscilloscope/spectrum analyzer with the external magnetic field set to 500 Oe. (b) Different spin-wave frequencies 

show different amounts of gain. The markers show experimental data and the solid lines are the fits to Equation (5.2). 

(c) The dependence of the total gain on spin-wave frequency is illustrated by plotting the maximum total gain in dB. 

The figure shows that the gain is more significant for a narrow range of frequencies above the maximum transmission 

frequency. (d) The gain due to SOT vs the spin-wave pass band for 𝐽 = 8 × 10I	𝐴/𝑐𝑚?. 

The details of the spin-wave transmission and the strong frequency dependence of the gain curves 

are discussed next. 
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5.3 Results and Discussion 

 

Figure 5-3 Dependence of the gain enhancement on external magnetic field. Spin-wave pass band spectrum (black 

circles) and total gain of spin-wave amplitude in dB (red triangles) with a current density of 8×105 A/cm2 at (a) 450 

Oe, (b) 500 Oe, (c) 550 Oe, and (d) 900 Oe. The data shown in (b) is the same as that in Figure 5-2 (a) and (c) (red 

upward triangles) for comparison. The total gain has a peak at some frequency above the maximum transmission 

frequency (a-c), whereas the total gain in (d) does not show any enhancement even for frequencies 400 MHz above 

the maximum transmission frequency due to the absence of three-magnon scattering process. 

In Figure 5-3, we plot the total gain that is measured for 𝐻 = 450, 500, 550, and 900 Oe. We see 

that in the cases of 450, 500, and 550 Oe, the gain is maximized for a narrow frequency range 

above the center of the pass band, while in the case of 900 Oe, no significant gain is observed even 

at frequencies 400 MHz above the maximum transmission frequency. We note that the frequency 
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differences between the peak of maximum transmission and maximum gains we observe are 

different for the three magnetic fields, which shows that neither an Oersted field nor a field-like 

torque is the reason behind the shift in frequency. To understand the dependence of gain on spin-

wave frequency and the external magnetic field, we use the VNA to perform the PSWS (as 

discussed in Section 4.1) to obtain the 𝑆!" parameter for magnetic fields ranging from 400 to 600 

Oe with steps of 2 Oe, as shown in Figure 5-4(a). The color scale represents the magnitude of the 

𝑆!" parameter in dB. Therefore, a vertical cut of this color plot, such as the one along the solid 

black line at 500 Oe, is a single measurement by the VNA shown in Figure 5-1(b). One main 

feature in this figure is the red triangle that starts at 450 Oe and around 3 GHz. This region of the 

plot is indicative of high spin-wave transmission. Another set of features are the streaks that are 

parallel to the white dashed lines. These streaks are spin waves with unique wavenumbers that 

couple most efficiently to the antennas [101]. Therefore, by fitting the dispersion relation to these 

lines and using the thickness of YIG and an estimate value of 𝑀2 from superconducting quantum 

interference device (SQUID) magnetometry, we can find the wavenumbers of the spin waves 

corresponding to the lines, and thus we obtain the wavenumbers for each individual frequency at 

a given magnetic field. Using the wavenumber, we can determine the group velocities and the 

critical current densities. 
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Figure 5-4 Three-magnon scattering in YIG. (a) Experimental data showing the 𝑆?* parameter for 500 Oe. The white 

dashed line is a spin wave with a wavenumber that crosses 𝐹BJ ≈ 3.38 GHz. The four black arrows highlight a line that 

separates the linear and nonlinear regimes. For the spin wave with wavenumber corresponding to the white dashed 

line, beyond the magnetic field 𝐻BJ at 500 Oe (solid black square), three-magnon scattering is suppressed and spin-

wave transmission increases. (b) The calculated dispersion curves based on Equation (2.27) for spin waves propagating 

at angles ranging from 0° to 90° with respect to 𝐻. The inset shows the scenario when a spin wave propagating at 90° 

(green rectangle) scatters to two other spin waves (blue circle). (c) Analytical calculation based on the dispersion 

relation for frequency and magnetic field values at which three-magnon scattering occurs. The transition boundary 

marked with the four black arrows and is at the same location as the boundary marked with the four black arrows in 

(a). In the region where three-magnon scattering occurs, the spin-wave transmission measured in (a) is low. 

As mentioned above, the red triangular feature in Figure 5-4(a) represents high-spin-wave 

transmission. For a spin wave of a unique wavenumber, such as the one represented with the white 

dashed line, the spin-wave transmission increases once a threshold magnetic field and frequency, 

𝐻/8 and 𝐹/8 9, respectively, are reached, in this case 500 Oe and about 3.38 GHz. This threshold 

magnetic field increases for higher wavenumbers and it always lies along the line marked with the 

four black arrows. This behavior allows for the assumption that three-magnon scattering [102]–

[106] is being suppressed above the threshold field, thus enhancing the spin-wave transmission. 

This can be understood using Figure 5-4(b), which shows the dispersion curves calculated based 

on Equation (2.27) 10 for spin waves excited at 500 Oe and propagating at angles 𝜃 ranging from 

just above 0° to 90° with respect to the external magnetic field 𝐻. For spin waves that are excited 

at a frequency and a wavenumber represented with the green square, they propagate at 90° at low 

but finite 𝑘 values. For such spin waves with frequency 𝑓, there exist states at wavenumber 𝑘’ with 

 
9 The threshold magnetic field, 𝐻BJ, is defined such that at a fixed frequency for 𝐻 > 𝐻BJ, the three-magnon 
scattering is suppressed. Similary, the threshold frequency, 𝐹BJ, is defined such that at a fixed magnetic field for 𝑓 <
𝐹BJ, the three-magnon scattering is suppressed. 
10 Similar to Figure 2-6, here we set 𝑛 = 0 in Equation (2.27), i.e., 𝑘 = 𝑘∥, no thickness mode considered. 
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a frequency of approximately 𝑓 2⁄  (blue circle) to which they can scatter. For the energy and 

momentum to be conserved 11, the spin wave also scatters to another state also with a frequency 

close to 𝑓 2⁄  with a negative wavenumber 𝑘”, not shown in Figure 5-4(b), where 𝑘½⃗ = 𝑘′½½½⃗ + 𝑘"½½½⃗ . In 

the scenario shown in Figure 5-4(b), the only states the spin waves can scatter to are the ones at 

the very bottom of the dispersion curve of spin waves propagating almost parallel to the magnetic 

field. For magnetic fields higher than 𝐻/8, this scattering process is suppressed since there will be 

a frequency offset in all the curves along the positive frequency direction and the condition for 

energy conservation can no longer be satisfied. Since three-magnon scattering is a nonlinear 

process, it can be identified by comparing the measured insertion losses at different input powers. 

The power dependence of the 𝑆!"  parameter is shown in Figure 5-5, where the red triangular 

feature recovers into the normal trapezoidal shape with lower VNA input powers as a result of the 

lower magnon population and accordingly reduced scattering possibility. To further confirm that 

this feature stems from three-magnon scattering, we use the dispersion relation to estimate the 

frequencies and magnetic fields at which three-magnon scattering occurs [Figure 5-4(c)]. Based 

on these results, we can conclude that the line marked by the four black arrows is the boundary 

between linear and nonlinear dynamics. It should be noted that the gain curves we observe in 

Figure 5-2(d) and Figure 5-3 are not artifacts caused by the Oersted field, which may shift the 

entire spin-wave spectrum. Near the three-magnon boundary, this effect may shift the spin waves 

from a low transmission nonlinear regime to a high transmission linear regime. If this were the 

case, one would observe a pair of gain peaks with opposite polarities on both sides of the maximum 

 
11 Since the magnon energy is ħ𝜔 with 𝜔 = 2𝜋𝑓, the energy conservation leads to 𝑓 = 𝑓′ + 𝑓", where 𝑓 and 𝑓′(𝑓") 
are the frequencies of the incoming magnon and the 2 outgoing magnons in the three-magnon scattering process. 
Similarly, since the (linear) momentum of the magnon is ħ𝑘x⃗ , the momentum conservation leads to 𝑘x⃗ = 𝑘′xxx⃗ + 𝑘"xxx⃗ , 
where 𝑘x⃗  and 𝑘′xxx⃗ (𝑘"xxx⃗ ) are the wavevectors of the incoming magnon and the 2 outgoing magnons in the three-magnon 
scattering process. 
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transmission frequency, which are not present in our experiments. Additionally, the Oersted field 

induced spin-wave spectrum shift is estimated to be below 5 MHz, which is much narrower than 

the gain peak. This again rules out the Oersted field as the cause for our observed gain curve. Same 

results are also observed in devices with different geometries. 

 

Figure 5-5 𝑆?* parameter of spin waves in YIG for different VNA input powers. The data is for magnetic fields ranging 

from 300 Oe to 600 Oe (left to right for each subplot) and 2.3 to 3.7 GHz (bottom to top for each subplot). The figures 

show that at low input powers, the red triangular feature that we observe at -5 dBm recovers into a normal trapezoidal 

high spin-wave transmission region [as in Figure 4-4 (b)]. This indicates that this particular feature, where the normal 

trapezoidal high spin-wave transmission region is cut into a triangular shape at higher VNA input powers, is a result 

of the three-magnon scattering, which increases with higher spin-wave excitation powers. 

The important finding of this study is that the maximum gain measured at different magnetic fields 

occurred at their corresponding 𝐹/8 and on the boundary between linear and nonlinear dynamics. 

Thus, three-magnon scattering is the reason behind the frequency dependence of the gain. This 

hypothesis is supported by the input power dependent gain [Figure 5-6], where the maximum gain 

occurring on the boundary between the linear and nonlinear regimes reduces at decreasing input 
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powers and becomes negligible at low input powers with suppressed three-magnon scattering. 

While a quantitative analysis of the three-magnon scattering contribution to enhanced gain is 

beyond the scope of this study, we present a qualitative explanation of the three-magnon scattering 

enhanced gain. Spin waves at a frequency 𝐹/8 scatter to a very small phase space located at the 

bottom of the approximately 0° propagation angle dispersion curve in Figure 5-4(b). A high 

population of low-energy magnons induced by the SOT can suppress and ultimately even reverse 

the three-magnon scattering process that drains the low 𝑘 modes. Such a reversal is expected at 

the onset of the SOT-induced condensation of magnons at the dispersion minima. The tendency of 

a pumped magnon gas to condense at the finite-momentum dispersion minima has been previously 

established in the case of parametric pumping [107]–[109]. 
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Figure 5-6 𝑆?* parameter of spinwaves in YIG at (a) -5 dBm and (c) -32 dBm. (b) (d) The gain due to SOT (i.e., 

𝐺𝑎𝑖𝑛@KK, the gain after separating the SSE contributions) vs the spin-wave passband measured at 490 Oe for different 

input powers. The slight shift of the maximum gain frequency aligns with the shift of the spin-wave stopband edge, 

the boundary between the linear and nonlinear regime in (b). 

Finally, we determine the critical current density, 𝐽# , for the three magnetic fields where we 

measure maximum gain. As mentioned before, we use the parallel streaks in Figure 5-4(a) and the 

dispersion relation to determine the wavenumber at the frequencies showing maximum gain as 

accurately as possible. The results are shown in Figure 5-7, where we also show a critical current 

S21

S21
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density of 1.19×106 A/cm2 at 450 Oe with a 60% reduction in the damping rate, Δ𝛼, at a current 

density of 8×105 A/cm2. By taking the effect of the TI metal contacts on the dispersion relationship 

into account [34] we calculate 𝐽#  to be 1.5×106 A/cm2. This is smaller than that observed in YIG/Pt 

bilayer [15], which is just above 2.16×106 A/cm2 at 89 Oe, and is much smaller than values 

measured in micrometer-wide YIG films deposited using pulsed laser deposition (PLD) [71]. The 

results also indicate that the SOT process becomes less efficient at higher fields and more current 

is required to overcome the damping. This field dependent SOT efficiency can be understood as 

the following: the three-magnon scattering decreases with higher fields (for the same spin-wave 

excitation power)12, which in turn lowers the SOT efficiency in reducing spin-wave damping. 

 

 
12 For the same spin-wave excitation power, the precession cone angle of spin waves reduces with higher magnetic 
fields. Equivalently speaking, the total number of magnons reduces with higher magnetic fields. The nonlinear 
three-magnon scattering process is thus suppressed as a result of the reduced total number of magnons. 
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Figure 5-7 The change in spin-wave damping rate, 𝛥𝛼 (orange squares) and critical current density, 𝐽G (black circles), 

for different external magnetic fields. At 450 Oe, the control of spin-wave damping rate is the most efficient where at 

8×105 A/cm2 60% of the damping rate is reduced. This is also shown in the critical current density data where the 

value of 𝐽G is lowest at 450 Oe. The gray hexagonal markers are the critical current densities when group velocities 

are recalculated by taking into account the effect of the metal lines on the dispersion relationship. This increases 𝐽G at 

450 Oe to 1.5×106 A/cm2. 

5.4 Conclusions 

We demonstrate the reduction of spin-wave damping in YIG using spin currents from an adjacent 

TI layer. The spin-wave amplitude is amplified by 32% and by isolating the contribution of SSE, 

a gain due to SOT of 1.7 dB equivalent to a 21% gain in amplitude is achieved. Even if Bi2Se3 has 

a semiconducting bulk and thus the spin currents may have bulk contributions, the overall gain 

from both surface and bulk states is still higher than the 5% achieved in PLD YIG at the same 

current densities [71]. Due to three-magnon scattering, the frequency at which this peak gain is 

observed is above the pass band. The results indicate that the combined effect of the SOT and the 

three-magnon scattering process leads to an efficient mechanism, which reduces spin-wave 

damping. In order to achieve gain at the center frequency with the least amount of insertion loss, 

physical considerations such as three-magnon scattering and device geometry need to be 

considered and optimized. By uncovering these physical contributions and demonstrating the first 

YIG/TI system for control of spin-wave damping, this work paves the way for the utility of TI-

produced SOT on magnetic insulators. 
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6 Spin-Wave Amplification with Phase-Matched Spin-

Orbit Torque Waves 

 

In the previous chapter, we discuss spin-wave damping reduction in the conventional configuration, 

that is DC currents are used to generate the spin polarization antiparallel to the spin-wave 

precession axis and the corresponding antidamping torque. The gain, however, is maximized at 

the edge of the spin-wave passband where the transmitted spin-wave amplitude is small. To 

enhance the spin-wave amplification efficiency, in this chapter, we propose to rotate the spin 

polarization perpendicular to the spin-wave precession axis and to synchronize it with the spin 

waves temporally and spatially. This way, a SOT wave is created with an enhanced antidamping 

SOT amplitude. We demonstrate via micromagnetics simulations and experiments, in the spin-

wave device with a “comb” structure generating the SOT wave, when the SOT wave and the spin 

waves are phase-matched, the spin wave with a specific wavevector corresponding to the 

periodicity in the “comb” can be optimally amplified. The amplification is more efficient 

compared with that based on the conventional configuration. Our proposed device can find 

application as a tunable spin-wave filter with built-in amplification. 

 

6.1 Introduction 

As discussed in Chapter 1 and Chapter 5, spin-wave damping reduction has been previously 

achieved in magnetostatic spin waves (MSWs) with the Damon-Eshbach (DE) configuration by 

interfacing the spin-wave medium, such as Yttrium Iron Garnet (YIG), with high spin-orbit 
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coupling (SOC) materials, such as 5d transition metals Pt [94], [110], [111] and topological 

insulators [112], where the spin-orbit torque (SOT) is generated to reduce the spin-wave damping 

in YIG. A gain of <1 dB was obtained from microwave measurements amid the main spin-wave 

passband where spin-wave amplitude is relatively large [110]. A large amplification seems to be 

obtained from Brillouin light scattering measurement at an extremely high current density (3✕107 

A/cm2) in thin (20 nm) YIG [111] with limited power handling capability. Our prior work, as 

discussed in Chapter 5, shows a 1.7 dB gain due to SOT in the nonlinear regime. No spin-wave 

amplifier with a reasonable gain has yet been achieved in the main spin-wave passband. 

In these structures, a DC charge current is applied in the SOC material parallel to the spin-wave 

propagation direction, 𝒌, to generate spin magnetic moment 𝝈 along the same direction as the 

precession axis set by the internal magnetic field 𝑯 as shown in Figure 6-1(a). The SOT, 𝜏, has a 

strength proportional to 𝑚P , where 𝒎P  (or 𝒎𝒙𝒛) is the projection of the precessing magnetic 

moment 𝒎 in the plane perpendicular to the precession 𝑦 axis (shown in Figure 6-1(b)). The 𝝉 is 

small when the precessing angle 𝜃, and correspondingly 𝑚P is small in the linear regime of spin 

waves, and thus limits the SOT strength to compensate the spin-wave damping. Spin waves deep 

in the nonlinear regime suffer from magnon scattering events that attenuate spin-wave 

transmission, which contradicts the SOT antidamping effect, and thus not favorable for magnonic 

applications related to spin-wave amplification. 
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Figure 6-1 Spin-wave damping reduction mechanism of different device configurations (top view). (a) Spin-wave 

damping reduction in a device configuration with 𝝈 parallel or antiparallel to 𝑯. (b) The illustration of SOT damping 

reduction mechanism with 𝝈 parallel or antiparallel to 𝑯. (c) The structure with 𝝈 perpendicular to 𝑯 and SOT 

proportional to 𝑐𝑜𝑠(𝜔𝑡 − 𝑘3𝑥), designed to phase-match to and thus amplify the spin waves with wavevector 𝑘3. (d) 

SOT for 𝝈 perpendicular to 𝑯 and in the plane spanned by 𝑯 and 𝒎. Note that for (a) and (b), the strength of spin 

torque is proportional to 𝑚,, which is much smaller than the SOT in (c) and (d) for which the SOT proportional to 

𝑚∥ for typical spin waves in the small 𝜃 regime. 

In this work, we propose spin-wave damping reduction based on the device configuration shown 

in Figure 6-1(c), where the rf current is made in the direction along 𝑯 and accordingly 𝝈 is 

perpendicular to the precession axis, and thus the maximum strength of SOT is changed as 

proportional to 𝑚∥ (or 𝑚V), where 𝒎∥ is the projection of 𝒎 along the precession axis [Figure 

6-1(d)]. In this situation, the torque strength can be much larger compared with the former 

configuration in Figure 6-1(a, b), since 𝑚∥ is typically much larger than 𝑚P for spin waves in the 

small 𝜃 regime. The maximum strength is achieved when 𝝈, 𝒎 and the precession axis are in the 
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same plane, i.e., 𝝈 is phase-matched to 𝒎. For the single domain model or the FMR mode (𝑘 = 0) 

as in Figure 6-1(b, d), this is identical to 𝝈  or SOT being temporally synchronized to 𝒎  or 

magnetic oscillations, i.e., AC SOT. Similar AC/rf SOT has been demonstrated capable of spin 

waves generation [113]. On the other hand, for the propagating spin wave mode with 𝑘 ≠ 0, 

additional spatial synchronization between 𝝈  or SOT and 𝒎  or spin waves is required for 

maximally reducing the spin-wave damping. Considering both temporal and spatial 

synchronization between SOT and spin waves, 𝝈 and thus 𝝉 takes the form, cos(𝜔𝑡 − 𝑘$𝑥), as 

shown in Figure 6-1(c), which can be viewed as a traveling SOT wave. Just like the 

synchronization between electron bunches and electromagnetic waves, which leads to energy 

transfer between them in traveling-wave tubes (TWTs), the synchronization between SOT wave 

and spin waves can lead to energy transfer to spin waves to amplify them, following similar 

traveling wave amplification principle. 

6.2 Numerical Calculation Based on Single Domain Model 

 To verify that AC SOT when synced with spin waves is more efficient in reducing spin-wave 

damping, we first perform the numerical calculations based on single domain model, as discussed 

in Section 3.1. The numerical calculation is based on Equation Set (3.2)-(3.4) with 𝜂 = 𝜂>cos𝜔𝑡 

and 𝜃> = 90°, that is for the situation when AC SOT is temporally synchronized and in-phase with 

the magnetic oscillations. The same parameters as in Section 3.1 are applied as 𝒎(𝑡 = 0) =

(0,0,1), and 𝛼 = 0.1, 𝜔> = 2𝜋 × 1.2	GHz, 𝜔" = 𝜔>/300, corresponding to 𝐻:m = 430	Oe and 

ℎ = 1.4	Oe, respectively. These parameters with small AC magnetic field (ℎ = 1.4	Oe) for spin-

wave excitation lead to a very small precession angle 𝜃 ≈ 0.95° at 𝜂 = 0. Figure 6-2 shows how 

the spin-wave gain, defined as 𝑚$(𝜂)/𝑚$(0), depends on the SOT strength, indicated by 𝜂. The 

dependency for the case of spin-wave damping reduction based on DC SOT is also plotted as a 
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comparison. It can be seen from the figure that AC SOT with 𝝈 ⊥ 𝑯 is much more efficient in 

reducing spin-wave damping compared with DC SOT with 𝝈 ∥ −𝑯, which results from the small 

𝜃 and hence the strength of AC SOT proportional to 𝑚∥ is much larger than that of DC SOT 

proportional to 𝑚P. The numerical calculations based on the single domain model only considers 

the temporal synchronization between AC SOT and spin waves, and complete micromagnetic 

simulations are necessary when both spatial and temporal synchronizations need to be considered, 

which will be discussed in the next section. 

 

Figure 6-2 Dependency of precession amplitudes amplification on SOT strength (indicated by 𝜂 normalized by 𝜔<) 

for AC SOT with 𝝈 ⊥ 𝑯 and DC SOT with 𝝈 ∥ −𝑯 based on numerical calculation with single domain model 

[Equation Set (3.2)-(3.4)]. The parameters are 𝒎(𝑡 = 0) = (0,0,1) , and 𝛼 = 0.1 , 	𝜔< = 2𝜋 × 1.2	𝐺𝐻𝑧 , 	𝜔* =

𝜔</300, same as Section 3.1. 

6.3 Micromagnetics Simulation 

The micromagnetic simulation model is based on a quasi 1-dimensional ferromagnetically coupled 

spin chain, shown schematically in Figure 6-3(a). The spin chain has a length of 8192 nm extended 

by periodic boundary conditions along 𝑦 direction and with 64 nm long exponential damping 
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profile set on each end tested to be sufficient to reduce spin-wave reflection. The material 

parameters are set based on YIG with 𝑀h = 120	emc/cm?  and exchange stiffness 𝐴9$ =

0.3	erg/cm. Gilbert damping constant 𝛼, however, is set as 0.02 to reduce the simulation time 

required for the system to reach steady state, which has impact on spin-wave characteristics such 

as the decay length but will not alter the damping reduction phenomena. YIG is biased by a fixed 

magnetic field of 500 Oe along 𝑦 direction. Spin-wave excitations by antennas are implemented 

in the simulations using AC magnetic fields with spatial profiles obtained from COMSOL 

simulations (as discussed in Section 3.4). The corresponding antenna for spin-wave excitation is a 

CPS with the widths of the conductors and their separation all being 100 nm, placed at 1050 nm 

from the left end of the spin chain. 

The result of spin-wave propagation at 2 GHz is shown in Figure 6-3(b) as a color plot of 𝑚$(𝑥, 𝑡) 

in space and time. The transmitted spin-wave amplitudes are calculated in the following steps: 1) 

extract the amplitudes of 𝑚$(𝑥) at each 𝑥 from its time evolution in the steady states; 2) take the 

spatial averages of the amplitudes of 𝑚$(𝑥) over 300 nm range of 𝑥 from the right end of the spin 

chain. The data of 𝑚$(𝑥, 𝑡) for calculating transmitted spin-wave amplitudes are marked by the 

dashed white box in Figure 6-3(b). By sweeping the spin-wave excitation frequency, the passband 

of the spin waves is obtained and shown in Figure 6-3(c), which shows a transmission peak at ~1.9 

GHz corresponding to the spin-wave modes coupled most efficiently to the spin-wave excitation 

antenna. 
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Figure 6-3 Micromagnetic simulation model. (a) Schematic of the simulation model (side view) based on a quasi 1-

dimensional ferromagnetically coupled spin chain of 8192 nm long extended by periodic boundary conditions along 

𝑦 direction. The gray areas on each end indicate the 64 nm long exponential damping profile to reduce spin-wave 

reflection. The parameters are chosen as 𝑀L = 120	𝑒𝑚𝑐/𝑐𝑚(, 𝐴M3 = 0.3	𝑒𝑟𝑔/𝑐𝑚 and  𝛼 = 0.02. (b) Color plot of 

𝑚3(𝑥, 𝑡)  in space and time showing spin-wave propagation. The white dashed box marks the region used for 

calculation of transmitted spin-wave amplitudes. (c) Frequency dependency of the transmitted spin-wave amplitudes 

that shows a peak at ~1.9 GHz. 

The traveling SOT wave can be simulated with spin polarization that has a square-wave spatial 

profile whose fundamental harmonic is 𝜎� cos(𝑘$𝑥), where 𝜎� is along 𝑥 direction. Accordingly, 

with temporal evolution considered, the SOT wave is 𝜎� cos(𝑘$𝑥) cos	(𝜔𝑡 + 𝜑), which consists of 

two counter-propagating traveling waves, i.e., 𝜎� cos(𝑘$𝑥) cos	(𝜔𝑡 + 𝜑) =
"
!
𝜎� cos(𝜔𝑡 − 𝑘$𝑥 +

𝜑) + "
!
𝜎� cos(𝜔𝑡 + 𝑘$𝑥 + 𝜑). In the simulations, the square wave has 8 periods each 300 nm wide 

and 𝜑 is introduced as the parameter to tune the SOT wave in phase with the spin waves. For spin 

waves in DE configuration, "
!
𝜎� cos(𝜔𝑡 − 𝑘$𝑥 + 𝜑) will interact with top surface spin waves with 
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the same wavevector. Considering 𝛼 in the simulation is much larger than the typical value (~10H�) 

in actual YIG, the absolute values of current densities in the simulation responsible for SOT 

generation will be not a direct reflect of those in actual experiments, and thus we normalize the 

coefficient 𝜂 of SOT in 𝝉 = 	𝜂𝒎 × (𝝈 ×𝒎) [based on Equation (3.5)] to the resonant precession 

frequency 𝜔> = 2𝜋 × 2	GHz similar to the single domain model in the previous section. Spin-

wave gain can be calculated as 𝑚$(𝜂)/𝑚$(0) , where 𝑚$(𝜂)  is the transmitted spin-wave 

amplitudes at SOT with coefficient 𝜂 and 𝑚$(0) is the transmitted spin-wave amplitudes at 𝜂 = 0 

when no SOT is applied. The frequency dependency of the spin-wave gain is shown in Figure 

6-4(b) for |
I/
= 6.4 × 10H� , 𝜑 = −12° and 168° (180° phase difference). It can be seen from the 

figure that the spin-wave gain is oscillating with respect to the frequency and whenever a peak 

appears in the −12° curve, the 168° curve shows a corresponding valley, and vice versa. This is a 

result of the change of the relative phase difference ∆𝜑 between SOT wave and spin waves at 

different frequencies, which we shall discuss in detail later. It can also be observed from the figure 

that a maximum gain exists at 2 GHz. By sweeping 𝜑 from 0° to 360°  at 2 GHz, the phase 

dependency of the spin-wave gain can be obtained and shown in Figure 6-4(c), where the 

maximum and minimum gain occur at 348° (i.e., −12°) and 168°, marked by blue and green 

arrows respectively. The phase dependency of the gain also results from the changing phase 

difference between the SOT wave and the spin waves. 
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Figure 6-4 Micromagnetic simulation of amplification of spin waves by a SOT wave with a square-wave spatial profile. 

(a) Schematic of the simulation model (side view). The periodic blue and red rectangles form a “comb” structure and 

indicate the square-wave spatial profile of spin-polarization. (b) Frequency dependency of spin-wave gain, defined as 

𝑚3(𝜂)/𝑚3(0), for N
O!
= 6.4 × 10PE, 𝜑 = −12° and 168°. At 2 GHz (marked by the black arrows), spin-wave gain 

reaches maximum at 𝜑 = −12° and minimum at 𝜑 = (−12 + 180)° = 168°. (c) Phase dependency of the spin-wave 

gain for N
O!
= 6.4 × 10PE  at 2 GHz. The maximum and minimum of gain are marked by blue and green arrows 

occurring at 𝜑 = 348° (i.e., −12°) and 168°, respectively. 

To better understand the frequency and phase dependency of the gain, we plot 𝑚$(𝑥, 𝑡) in space 

and time focused onto the SOT “comb” region for three different frequencies: 1.94 GHz, 2 GHz, 

2.06 GHz, and for 𝜑 = −12° (i.e., 348°) and 𝜑 = 168° situations, shown in Figure 6-5. At 2 GHz, 

it can be clearly seen that the SOT wave is in phase with the spin waves at 𝜑 = −12° and out of 

phase at 𝜑 = 168° leading to amplification or attenuation of the spin waves, respectively, which 

thus explains the phase dependency of spin-wave gain in Figure 6-4(c). Similarly, at 1.94 GHz and 

2.06 GHz, the SOT wave is in phase with and thus amplify the spin waves at 𝜑 = 168°; the SOT 
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wave is out of phase with and thus attenuates the spin waves at 𝜑 = −12°. The reason that at 

different frequencies the value of 𝜑 changes when the SOT waves are in phase with the spin waves 

is the relative phase difference, ∆𝜑, between the SOT waves and the spin waves at 𝜑 = 0° changes 

with frequency. To be more specific, the relative phase difference can be calculated as ∆𝜑(𝑥′) =

𝜑2�z(𝑥′) − 𝜑2W(𝑥′) , where 𝜑2�z(𝑥′) = 𝜔𝑡 − 𝑘2�z𝑥′ + 𝜑 , 𝜑2W(𝑥′) = 𝜔𝑡 − 𝑘2W(𝑥′ + 𝐿)  and 

𝑘2�z , 𝑘2W  are the phases and the wavevectors of the SOT wave and the spin waves at 𝑥′ , 

respectively, 𝐿 is the separation between the spin-wave emitting antenna and the “comb”, and 𝑥′ =

0 counts from the left end of the “comb”. Therefore, ∆𝜑(𝑥′) = (𝑘2W − 𝑘2�z)𝑥′ + 𝑘2W𝐿 + 𝜑 . 

When 𝑘2W and 𝑘2�z are close, the (𝑘2W − 𝑘2�z)𝑥′ term is small, but even in this case, 𝑘2W𝐿 still 

contributes to the relative phase difference in addition to 𝜑, and since 𝑘2W changes with frequency 

as a result of the spin-wave dispersion, ∆𝜑(𝑥′) changes with frequency accordingly, leading to the 

oscillations of spin-wave gain for a fixed 𝜑 in Figure 6-4(b). When 𝑘2W and 𝑘2�z are equal at 2 

GHz, or equivalently speaking, the spin-wave wavelength matches the period of the “comb” at 300 

nm, the SOT wave and spin waves are spatially synchronized, the (𝑘2W − 𝑘2�z)𝑥′ term vanishes 

and thus ∆𝜑(𝑥′) no longer has no 𝑥′ dependency, leading to a perfect phase-matching situation 

and the achievable maximum spin-wave gain when 𝜑 is properly tuned. 
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Figure 6-5 Color plots of 𝑚3(𝑥, 𝑡) in space and time focused onto the SOT “comb” region at 1.94 GHz (a, b), 2 GHz 

(c, d) and 2.06 GHz (e, f) for 𝜑 = −12° (a, c, e) and 𝜑 = 168° (b, d, f). The SOT waves are in phase with and thus 

amplify the spin waves in (b, c, f). The SOT waves are out of phase with (shown as the more obvious grid-like features 

highlighted by the dashed white boxes in the color plots) and thus attenuates the spin waves in (a, d, e). 

So far, we have demonstrated numerically that temporal and spatial synchronizations (i.e., phase 

matching) between the SOT wave and the spin waves leads to a peak gain of spin waves in a 

narrow frequency range. We shall then investigate this phenomenon experimentally. 

6.4 Experimental Results and Discussions 

To experimentally implement the square-wave spatial profile of the SOT wave, we use alternating 

Pt and Ta bars to form the “comb” structure on top of a 1 µm thick LPE grown YIG, with the rf 

current propagating along the bar length direction (𝑦), shown as the optical microscope image in 

Figure 6-6(a). Pt and Ta have opposite spin Hall angles and thus lead to the square-wave spatial 

profile and make the push pull effect of the torque. Under the application of magnetic field 𝐻 along 

𝑦 direction, our devices observe the DE configuration with spin waves propagating along +𝑥 
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direction, and spin waves are excited and detected with CPSs where the widths of the conductors 

and their separation all being 10 µm. The spin-wave detector is moved further away from the 

“comb” to reduce the direct electromagnetic coupling’s contribution to the detected signals. Pt and 

Ta bars of the “comb” are both 20 µm in width, designed to optimally match the spin waves with 

40 µm wavelength. 

 

Figure 6-6 (a) Optical microscope image of the spin-wave device with a “comb” consisting of alternating Pt and Ta 

bars on top of a 1 µm thick LPE YIG (top view). External magnetic field is applied along 𝑦 direction, and spin waves 

are excited and detected by the CPSs on the left and right, respectively. For the complete device characterization, the 

input powers to the spin-wave emitter and the “comb” are both provided by Port 1 of VNA via a power splitter. In the 

“comb” branch, an isolator is added to reduce signal reflection from the “comb” and the phase shifter is used to tune 

the SOT wave in phase with the spin waves. In the spin-wave emitter branch, an attenuator is introduced to maintain 

the spin-wave excitation power in “comb” power dependency measurements. The spin-wave detector is connected to 

Port 2 of VNA. (b) Calculated wavevector distributions, based on COMSOL simulations, of the spin waves, SOT 
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waves and the secondary spin waves. The wavevector distribution range has been focused onto that of the spin-wave 

main passband. The secondary spin waves indicate spin waves excited inductively by the “comb”. (c) S parameter 

characterizations between Port “in” and Port “out” of the spin-wave device in the absence of the SOT wave showing 

the spin-wave passband and non-reciprocity of the DE spin waves. (d) 𝑆?*, quantifying the spin-wave transmission, at 

600 Oe with Pin = -12 dBm and Pcomb = -4 dBm exciting the SOT wave at 𝜑 = 240° (blue curve) and 𝜑 = 60° (red 

curve). The situation when no SOT wave is excited (black dotted curve) is also plotted for comparison. The frequency 

range has been focused onto 3.54 – 3.62 GHz highlighting the peak amplification and attenuation at 3.579 GHz. 

Considering the resistivity difference between Pt and Ta, their thicknesses (𝑡) need to be designed 

such that the current distribution inside the “comb” along 𝑥 direction is uniform (i.e., 𝐽𝑡 is constant 

along 𝑥 direction, where 𝐽 is the current density and 𝑡 is the thickness) to separate the secondary 

spin-wave generation by the Oersted fields induced by the otherwise non-uniform current 

distribution 13. The uniform current distribution requirement is equivalent to Pt bar and Ta bar 

having same sheet resistance 14, which can be realized with 4 nm Pt and 25 nm Ta. Besides the 

devices with “comb” structure, we also fabricate control devices replacing the “comb” with the 

same size Ta layer of 25 nm thickness. The resistance of the rectangular Ta layer and “comb” are 

both measured to be around 100 Ω, indicating that 4 nm Pt and 25 nm Ta possess same sheet 

resistance in our devices. 

Figure 6-6(b) shows the calculated wavelength distributions based on COMSOL simulations 

(discussed in Section 3.4) of the spin waves, SOT waves and the secondary spin waves, which are 

generated by the spin-wave emitting CPS inductively, “comb” structure through spin Hall effect 

(SHE), and the Oersted fields with rf current along 𝑦 direction in the “comb”, respectively. The 

 
13 The Oersted field generated from current 𝐽 passing through a conductor with thickness 𝑡 can be estimated by 
𝐻QM =

*
?
𝐽𝑡 [114]. Nonuniform 𝐽𝑡 or 𝐻QM distribution results in secondary spin waves of the same wavelength as the 

targeted spin waves for amplification, which has been verified by COMSOL simulations. 
14 Since 𝐽 = 𝜎𝐸 = 𝐸/𝜌 (Ohm’s law) and 𝐸 is uniform along 𝑥 direction in the “comb” structure, uniform 𝐽𝑡 is 
identical to uniform 𝜌/𝑡, and thus Pt and Ta bars have the same sheet resistance: 𝜌RB/𝑡RB = 𝜌S&/𝑡S&. 
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peak of SOT wave corresponds to 40 µm and locates within in the spin-wave passband. With 

uniform current distribution along 𝑥 direction, the “comb” is essentially a MS line and thus couples 

most efficiently to secondary spin-wave wavelengths longer than its width of 380 µm (as discussed 

in Section 4.1), which is greater than the targeted spin-wave wavelength of 40 µm; the components 

of the secondary spin waves above the cutoff wavevector have very small intensities and vanish at 

the wavevector corresponding to 40 µm marked by the green arrow. Therefore, the spin-wave 

amplification at the targeted 40 µm wavelength will only have SOT contributions, free from the 

Oersted fields induced secondary spin waves impact. 

The initial Scattering (S-) parameters characterizations are shown in Figure 6-6(c) obtained by 

directly connecting the spin-wave emitter and detector (i.e., Port “in” and “out” of the spin-wave 

device in the figure) to Port 1 and 2 of the Vector Network Analyzer (VNA), respectively, with 

600 Oe magnetic field applied along 𝑦 direction. The 𝑆"" parameter, shown as the dotted blue line, 

is equal to the 𝑆!!  parameter and is indicative of the power absorbed by the YIG. The 𝑆!" 

parameter, shown as the solid black line, indicates the transmitted power, and is larger than the 𝑆"! 

parameter, shown as the red dot-dashed line, due to the nonreciprocity of DE spin waves [90]–

[92]. 

The complete device characterization setup is shown in the circuits around the optical microscope 

image in Figure 6-6(a). The input powers to spin-wave emitter and the “comb” are both provided 

by Port 1 of VNA via a power splitter to realize temporal synchronization between the SOT wave 

and the spin waves with low phase noise. In the “comb” branch, an isolator is added to reduce 

signal reflection from the “comb” and the phase shifter is used to tune the SOT wave in phase with 

the spin waves. In the spin-wave emitter branch, an attenuator is introduced to maintain the spin-

wave excitation power, and hence the input spin-wave amplitudes, in “comb” power dependency 
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measurements, where “comb” power is changed by varying the output power of VNA. The spin-

wave detector is connected to Port 2 of VNA, and thus 𝑆!" quantifies the transmitted spin-wave 

amplitudes modified by the SOT wave from the “comb”. 

Figure 6-6(d) shows 𝑆!" measured at 600 Oe with -12 dBm power input to the spin-wave emitter 

and -4 dBm power input to the “comb” exciting the SOT wave at 𝜑 = 240° (blue curve) and 𝜑 =

60° (red curve). The situation when no SOT wave is excited (black dotted curve) is also plotted 

for comparison. The frequency range has been focused onto 3.54 – 3.62 GHz within the spin-wave 

passband highlighting the peak amplification and attenuation at 3.579 GHz. The gain in dB, shown 

in Figure 6-7(a), is calculated as 𝑆!"(𝑃b7<&) − 𝑆!"(0), where 𝑆!"(𝑃b7<&) and 𝑆!"(0) are 𝑆!" in 

dB for “comb” input powers of 𝑃b7<& and 0, respectively. The oscillations of gain with respect to 

frequency is consistent with the micromagnetics simulation results, due to the change of the 

relative phase difference, ∆𝜑, between the SOT waves and the spin waves at different frequencies, 

as discussed in the previous section. Also shown as the inset of the figure is the frequency 

dependent gain of the control sample with Ta replacing the “comb”. The small oscillations (i.e., < 

2 dB) of gain in the control sample probably results from the interaction between the spin waves 

and 1) the small secondary spin-wave components near the targeted 40 µm wavelength 15, and 2) 

direct electromagnetic coupling between “comb” and the spin-wave detector 16. At 3.579 GHz for 

the peak gain of 3.36 dB from the “comb” device, the control sample shows below 0.7 dB gain, 

which indicates that the peak gain is mainly attributed to the SOT wave transferring energy to the 

 
15 The small secondary spin-wave components are the components above the cutoff wavevector (i.e., corresponding 
to 380 µm) in Figure 6-6(b). They can interfere with the spin waves and lead to the oscillations in frequency 
similarly due to their relative phase difference changes with frequency. 
16 The direct electromagnetic coupling between the “comb” and the spin-wave detector results in electrical signal in 
the latter. In the range of 3.54 – 3.62 GHz, the phase of this signal is almost constant with respect to frequency. The 
phase of the signal due to spin waves, on the other hand, changes with frequency. The composition of these two 
signals thus lead to the oscillations in frequency. 
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spin waves when they are tuned in phase. By repeating the measurements for different phase 𝜑, 

the phase dependency gain can be obtained [Figure 6-7(b)] showing the maximum and minimum 

gain at 240° and 60°, marked by the blue and red arrows, corresponding to the SOT wave and spin 

waves are in phase and out of phase, respectively. 

 

Figure 6-7 (a) Gain in dB calculated as 𝑆?*(𝑃T@UV) − 𝑆?*(0) at 600 Oe, 𝑃)' = −12	𝑑𝐵𝑚, 𝑃T@UV = −4	𝑑𝐵𝑚 for 𝜑 =

240° and 60° with the maximum and minimum gain at 3.579 GHz, marked by the arrows. The inset shows the 

frequency dependent gain in the control sample due to impact from the secondary spin waves and the direct 

electromagnetic coupling between “comb” and the spin-wave detector. The gain at 3.579 GHz is below 0.7 dB. (b) 

Phase dependent gain at 3.579 GHz for the same condition of 600 Oe, 𝑃)' = −12	𝑑𝐵𝑚, 𝑃T@UV = −4	𝑑𝐵𝑚.  (c) 

Dependency of the gain ratio on the current densities in Pt, 𝐽T,RB, calculated from the input powers to the “comb”. The 
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positive current densities are calculated from 𝑃T@UV at 240° and the negative current densities are calculated from 

𝑃T@UV at 60°. 

To investigate the efficiency improvement of the spin-wave amplification compared with the 

conventional configurations, we perform “comb” power dependency measurements while 

maintaining the input spin-wave amplitudes with 𝑃D; = −12	dBm. The “comb” powers can be 

converted into current densities in Pt 17 and the dependency of gain ratio on the calculated current 

densities [Figure 6-7(c)] shows with a linear dependency in our measurement range. Compared 

with the similar linear dependency of spin-wave amplification on current density in the 

conventional configuration on LPE YIG reported in [14] that shows a 10% amplification at around 

3.85×105 A/cm2, our devices with the “comb” configuration demonstrates the 10% amplification 

at 3.27×104 A/cm2, a 12-time enhancement in efficiency. It should be noted that even the maximum 

𝑃b7<& in our measurements, -4 dBm (< 0.4 mW), is too small to induce any significant heating 

effect, which is reflected in the “comb” power dependency measurements that the frequency of 

maximum gain stays at 3.579 GHz for different 𝑃b7<& at 600 Oe suggesting no heating induced 

𝑀2 lowering exists in our measurements. 

By design, our device is targeted to optimally amplify the spin waves at a specific wavelength (i.e., 

40 µm) determined by the period of the “comb”. This can be verified by measuring the gain at 

different fields. Figure 6-8(a-c) show the gain in dB obtained at 575 Oe, 600 Oe [same as Figure 

6-7(a)], 625 Oe with 𝑃D; = −12	dBm, 𝑃b7<& = −4	dBm when the SOT wave is in phase (i.e., 

 
17 Since the frequency of rf currents in the “comb” is below 4 GHz, corresponding to electromagnetic wave (EM) 
wavelength of above 7.5 cm, and the “comb” dimension is submillimeter, less than 1.3% of the EM wavelength, the 
“comb” can be viewed as a lumped 𝑅 = 100	Ω resistor and the current density can be calculated as 𝐽T𝑊 =
�𝑃T@UV/𝑅, where 𝑊 is the cross section. The negative 𝐽T and their corresponding gain ratio is calculated for the 
same 𝑃T@UV with 180° phase difference from the positive 𝐽T. Considering the uniform 𝐽𝑡 distribution in our device 
design, the current densities in Pt and Ta bars are different. The calculated 𝐽T is the current density in Pt, for a fair 
comparison with [14] that also uses SOT from Pt to amplify spin waves in YIG. 
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240°) and out of phase (i.e., 60°) with the spin waves. The (field, frequency) pairs of the maximum 

gain, marked by the blue arrows in the figures, are highlighted as white circles in the 𝑆!" color plot 

in Figure 6-8(d). The locations of the maximum gain follow along an artificially added black 

dashed line corresponding to the spin wave with a specific wavevector (as discussed in Section 

4.1), and thus shows that spin waves are optimally amplified at a specific wavelength. 

 

Figure 6-8 Demonstration of the maximum spin-wave amplification at a specific wavelength by design. Gain in dB 

obtained at 575 Oe, 600 Oe [same as Figure 6-7(a)], 625 Oe with 𝑃)' = −12	𝑑𝐵𝑚, 𝑃T@UV = −4	𝑑𝐵𝑚 when the SOT 

wave is in phase (i.e., 240°) and out of phase (i.e., 60°) with the spin waves. (d) Color plot of 𝑆?* with the (frequency, 

field) pair of the peak gain [marked by blue arrows in (a-c)] highlighted as white circles, which follow along an 

artificially added black dashed line corresponding to the spin wave with a specific wavelength. 

Finally, we mark that our proposed device can be used as a spin-wave based filter with built-in 

amplification that has a narrow bandwidth (i.e., ~10 MHz in our device) near a specific frequency 
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corresponding to the targeted spin-wave wavelength. The passband frequency, however, can be 

tuned by varying the applied magnetic field strength. On the other hand, the bandwidth can be 

increased by adopting a pitch modulation as used in an acoustic optical case [115] or generically 

in superlattice engineering of the “comb” to produce a sequence of sidebands in the wavevector 

spectrum of the SOT wave. The detail of the pitch modulation is beyond the scope of this work. 

This pitch modulation engineering can lead to a controllable enhancement of the bandwidth and 

thus makes our proposed spin-wave device flexible and appealing in practical applications. 

6.5 Conclusions 

In this chapter, we propose and demonstrate the use of the traveling wave interaction between the 

SOT wave and the spin waves to amplify the latter, via micromagnetics simulations and 

experiments, in a YIG spin-wave device with a “comb” structure consisting of alternating Pt and 

Ta bars. The SOT wave is generated by SHE when rf currents are passing along the bar length 

direction. When the SOT wave and the spin waves are tuned in phase, the gain is maximized for 

the spin wave with a specific wavevector corresponding to the periodicity in the “comb”, as a result 

of the temporal and spatial synchronization between the SOT wave and the spin waves. The 

maximum gain at 600 Oe is 3.36 dB, which can be achieved at current densities 12-time smaller 

compared with the conventional spin-wave amplification configuration. The improved spin-wave 

amplification efficiency can be further enhanced by using materials with larger spin Hall angle, 

such as TIs. Our proposed device can find application as a tunable spin-wave amplifier or a filter 

with built-in amplification.  
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7 Non-Local Spin Transport in Magnetic Insulators 

 

7.1 Introduction 

Besides coherent excitation by inductive microwave techniques, such as the spin waves discussed 

in Chapters 5 and 6, spin waves excitation or magnon injection can be induced by spin Hall effect 

(SHE) to convert charge current to spin. On the detection side, similarly, spin waves detection is 

via inverse spin Hall effect (ISHE) to convert spin to charge current. Experimentally, this non-

local spin transport was first reported in YIG with Pt as the spin injector and detector, where it was 

claimed that spin orbit torque (SOT) from Pt compensated the magnetic damping to excite the 

ferromagnetic resonance (FMR) [116]. Later experiments, based on the similar non-local spin 

transport geometry (shown in Figure 7-1), have demonstrated non-local spin transport via magnon 

diffusion and relaxation in ferrimagnetic insulators (e.g., YIG) [117]–[119], antiferromagnetic 

insulators (e.g., α-Fe2O3) [120], [121], 2D van der Waals magnets (e.g., MnPS3) [122], etc. On the 

other hand, in addition to being carried by magnon diffusion and relaxation, non-local spin 

transport can also be mediated by spin superfluid (see Section 2.4) [19], [20], [123]. Experiments 

in canted antiferromagnet Cr2O3 [22] and graphene [21] have demonstrated some signatures of 

spin superfluid transport. 
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Figure 7-1 Typical non-local spin transport geometry with two parallel bars made from SOC materials on top of a spin 

transport medium (via magnon diffusion and relaxation, spin superfluid, etc). The two bars are kept separately and 

function as the spin injector and detector, respectively. The spin-flip scattering process at the SOC material, spin 

transport medium interface is responsible for spin injection at the spin injector. The reciprocal process occurs at the 

spin detector. 

In this short chapter, we will briefly discuss our research efforts on non-local spin transport in 

magnetic insulators, where the non-local signals are measured by the delta method described in 

Section 4.2. In Section 7.2, we will discuss the studies on YIG which yield consistent results with 

other literature reports. With the same device geometry, dimensions and measurement setup as 

YIG, we will present our preliminary results on non-local electrical signals in insulating 

antiferromagnetic BiFeO3 (BFO), with the signals showing a nonlinear dependency of 𝑉;r on 𝐼 

with a threshold current in reminiscent of the features in the initial report in YIG, where the 

detected signals are claimed to be mediated by coherent non-local spin transport [124]. 

7.2 Non-local spin transport in YIG 

Among the non-local spin transport research, the ferrimagnetic insulator YIG is the most studied 

spin transport medium, due to its extremely low intrinsic magnetic damping and thus long spin 

diffusion length. In most of these studies, the devices are patterned by e-beam lithography with 
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spin injector and detector separation in submicron regime, where the non-local voltage signals (on 

the order of µV) are measured by lock-in techniques. When it comes to small signals with 

thermoelectric EMF as the major measurement error source, the delta method (see Section 4.2) is 

a powerful technique, yet less applied in the non-local spin transport studies. 

Our devices for studying non-local spin transport in YIG are patterned by the standard 

photolithography process, and one example of the optical microscope images is shown in Figure 

7-2(a). The YIG used in the experiments are 3 µm thick with a Gilbert damping parameter 

𝛼~0.0003. The Pt bars are 10 nm thick, 80 µm long and 5 µm wide, and the smallest separation 

(among all devices) between the bars are 2 µm. The non-local signals are measured using the delta 

technique, with the positive polarity of the current source and voltmeter marked in Figure 7-2(b). 

 

Figure 7-2 (a) Optical microscope image of a non-local spin transport device with 3 parallel Pt bars on top of 3 µm 

thick YIG. The square pads are Cr/Au for electrical contacts. (b) Measurement setup for non-local measurements (top 

view) by delta method with magnetic field applied along 𝑥 or 𝑦 direction. 

Measurements are carried with a magnetic field applied along the spin propagation direction (𝑥) 

or along the Pt bars direction (𝑦), and the major results for 2 µm Pt bars separation are shown in 

Figure 7-3 (𝑉;r contains only odd order terms of 𝐼 as in delta methods). The non-local signals’ 

current dependency is shown in Figure 7-3(a). The magnetic field 𝐻  is 500 Oe in these 

measurements enough to saturate the magnetization of YIG. When the magnetic field 𝐻 is along 
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𝑥 direction, the non-local voltage 𝑉;r scales linear with the applied current 𝐼; when the magnetic 

field 𝐻 is along 𝑦 direction, the non-local voltage 𝑉;r vanishes. This is because the non-local spin 

transport is mediated by magnons whose excitation and detection result from the spin-flip 

scattering process at the YIG/Pt interface, which scales linearly with current 𝐼 before any nonlinear 

effects (high current regime) kick in [125]. For the same reason, only the 𝜎 component collinear 

to the magnetic field 𝐻 contributes to the magnon excitation and detection, and thus the non-local 

voltage 𝑉;r is switched off when 𝐻 is along 𝑦 direction, orthogonal to 𝜎. Figure 7-3(b) shows the 

field dependency of the non-local signals with 5 mA current driven in the spin injector Pt bar. 

Similarly, when 𝐻 is along 𝑦 direction and thus orthogonal to 𝜎, 𝑉;r is almost 0. When 𝐻 is along 

𝑥  direction with magnitudes for YIG magnetization to saturate, 𝑉;r  stays almost constant; 𝑉;r 

being non-zero at 𝐻 = 0 results from the remanence of YIG 18. 

 

Figure 7-3 Major results of the non-local spin transport in Pt/YIG/Pt devices with 2 µm Pt bar separation. (a) Current 

dependency of the non-local voltage measured at 500 Oe. (b) Field dependency of the non-local voltage measured 

with 5 mA current driven in the spin injector Pt bar. 

 
18 The field step is 100 Oe, which results in the sharp drop in the blue curve in Figure 7-3(b) from 𝐻 = ±100	Oe to 
𝐻 = 0. 
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The current and field dependency features are in agreement with the literature reports on submicron 

thin YIG [117]–[119] and 3 µm YIG [61]. A 1D spin diffusion-relaxation model was derived in 

[117] that 𝑉;r =
#
�

���	(+/�)
"H���	(!+/�)

, where 𝑑 is the separation between the Pt bars, 𝜆 is the magnon spin 

diffusion length and 𝐶 is a distance independent coefficient. 𝜆 is dependent on the Gilbert damping 

parameter 𝛼 and also the surface condition of YIG in between the Pt bars, and 𝐶 scales with the 

current density and is dependent of the YIG/Pt interface condition. Based on this argument, we 

can have a brief quantitative comparison between our results and the results in [117], which shows 

good consistency and is summarized in Table 7-1. The non-local voltages 𝑉;r are at the same level 

with same Pt bar separations. This is because 𝛼 and 𝐽b are similar between the two studies, and 

thus 𝜆 and 𝐶 are similar. However, our 𝑉;r decreases faster from 2 µm to 9 µm Pt bars separation. 

This is probably because 1) our 9 µm separation result is obtained between the left and right Pt 

bars (Figure 7-2), and the third Pt bar in between them may induce additional magnon loss; 2) our 

YIG thickness is 3 µm, which is on the same order of 𝑑, and thus the magnon diffusion is probably 

more than one dimensional. As also has been demonstrated in [126], the results measured using 

delta method and lock-in technique are consistent. 

Table 7-1 Comparison between our experimental parameters and results with literature reports. 

 Our results Results in [117] 

YIG thickness 3 µm 200 nm 

𝜶 0.0003 0.0002 

Measurement Method Delta method Lock-in technique 

𝑱𝒄 (A/cm2) 107 6×106 
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𝑽𝒏𝒍 (nV) ~80 nV (𝑑 = 2 µm) 

~15 nV (𝑑 = 9 µm *) 

~62.5 nV (𝑑 = 2 µm) 

~25 nV (𝑑 = 9 µm) 

* Our device structure has 3 parallel Pt bars patterned within one device, as shown in Figure 7-2(a). The left and right 

Pt bars have a 9 µm separation. 𝑉'C in our results is obtained between these 2 Pt bars. 

Our experimental efforts on demonstrating magnon diffusion-relaxation transport in YIG sets a 

measurement platform (i.e., device geometry, configuration, and measurement with the delta 

method, etc) to study non-local spin transport, which we apply to study possible non-local spin 

transport in BFO as will be discussed in the next section. 

7.3 Non-local Electrical Signals in BFO 

Antiferromagnetic insulators are promising for spintronic applications due to their ultrafast 

magnetic dynamics and robustness to stray fields, and accordingly, non-local spin transport in 

insulating antiferromagnet is of high research interest. Experimentally, non-local spin transport 

has been demonstrated in α-Fe2O3 [120], [121] with mechanism of antiferromagnetic magnon 

diffusion and relaxation, and in Cr2O3 [22] and graphene [21] showing signature of spin superfluid. 

In this section, we shall discuss our research efforts on non-local measurements in the Pt/BFO/Pt 

system, with some preliminary non-local electrical signals possible resulting from spin transport 

in BFO. 

BiFeO3 (BFO) is an insulating multiferroic material with coupled ferroelectric and 

antiferromagnetic orders [127]. Its local magnetic ordering is G-type antiferromagnetic with a 

weak canting moment as a result of the magnetoelectric (ME) coupling to the polarization 𝑃. This 

ME coupling also induces a spin cycloid with propagation vector 𝑘 and a period of around 64 nm, 

as shown in Figure 7-4. The plane formed by 𝑃 and 𝑘, where the spins rotate, is referred to the 
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magnetic easy plane of BFO. For a fixed 𝑃 (i.e., single ferroelectric domain) along [1 1 1] direction, 

there exist three symmetry equivalent 𝑘 directions: [1 0 -1], [0 1 -1] and [-1 1 0] [128], each 

corresponds to a magnetic domain of size up to several hundred microns for a single crystal BFO 

[129]. 

 

Figure 7-4 Schematic of the spin cycloid in BFO with polarization 𝑃 along [1 1 1] direction and 𝑘 along one of the 

three symmetry directions. Blue and red arrows indicate the canted antiferromagnetic spins. They result in the net 

magnetic moments indicated by the green arrows, which average to zero within a spin cycloid period. 

In our experiments, we use a single crystal BFO sample cut at (1 1 1) face with a single ferroelectric 

domain as shown in the polarized optical microscope image [130] in Figure 7-5(a). The surface of 

the sample is polished by a handheld lapping fixture, shown in Figure 7-5(b), and the surface 

roughness is measured to be around 1 nm by AFM, shown in Figure 7-5(c, d). 

We pattern non-local devices as the microscope image shown in Figure 7-6(a), where the 

orientations of the devices (i.e., Pt bars length direction) are along three directions 120° apart 

taking into account the three symmetry equivalent magnetic easy-plane orientations. Figure 7-6(b) 

shows the non-local measurement setup, where we inject current in the left or right Pt bar and 

measure the non-local voltage in the middle Pt bar by the delta method. Similar to our Pt/YIG/Pt 

experiments, the Pt bars are 10 nm thick, 80 µm long and 5 µm wide, and the smallest separation 

between the bars are 2 µm. 
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Figure 7-5 (a) Polarized optical microscope image showing one single ferroelectric domain of the (1 1 1) single crystal 

BFO sample. (b) Lapping fixture to polish the BFO surface. Sample is mounted to the fixture by wax. (c) AFM image 

of the polished BFO surface with white solid lines drawn on top, corresponding to (d) the cross-section surface profiles 

that show ~1 nm rms surface roughness. 
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Figure 7-6 (a) Microscope image of the devices for non-local experiments in Pt/BFO/Pt. (b) Measurement setup for 

the non-local measurements. The current source is connected to the left or right Pt bar, and the nanovoltmeter measures 

the non-local voltage at the middle Pt bar. 

Measurements are first carried in the absence of applied magnetic field, and the typical current 

dependency of non-local signal 𝑉;r for 2 µm Pt bars separation are shown in Figure 7-7(a). The 

current dependency shows a non-linear “turn on” feature with an onset current in reminiscent of 

the features in the initial report in YIG [116]. 

 

Figure 7-7 (a) Typical results of non-local signals’ current dependency in the absence of applied magnetic field. 

Current is injected in the left Pt bar (blue curve) or the right Pt bar (red curve), and voltage is measured in the middle 

Pt bar. The Pt bars separation is 2 µm. The non-local signals show a non-linear “turn on” feature with an onset current. 

(b) Magnetic field dependency of the normalized non-local signal measured with 8 mA injected current. The magnetic 

field is applied along the sample normal direction [𝑧 in Figure 7-6(b)]. Measurements are performed at 300 K. The 

non-local signal is almost constant up to around 3 T, followed by a clear drop.  
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Figure 7-8 Investigation of the leakage as a possible trivial cause for the measured non-local signal. (a) Schematic top 

view of the measurement setup for leakage measurements [different from the non-local measurement setup in Figure 

7-6(b)], with a voltage applied in between the Pt bars and the current in the circuit measured by an ammeter. The blue 

arrows in indicate the leakage current flow in BFO in the measurements. (b) Simulation in COMSOL to calculate non-

local voltage resulting from the leakage current. 

Considering non-local electrical signals may result from the trivial leakage current in studies of 

non-local spin transport in magnetic insulators [131], we perform leakage measurements with the 

setup in Figure 7-8(a), where a voltage is applied in between the Pt bars and the current in the 

circuit is measured by an ammeter. The leakage measurements are only carried out after the 

completion of all non-local measurements to avoid the electric field induced reorientation of the 

ME domains [132]. In these measurements, a 10 V applied voltage results in less than 0.6 nA 

measured current. We then use COMSOL to calculate the non-local voltage resulting from the 

leakage current, shown in Figure 7-8(b). In the COMSOL simulations, we first figure out the 

resistivity of BFO by simulating the leakage measurement setup [Figure 7-8(a)] to match the 

leakage current measured in the experiments; we then simulate the non-local measurement setup 

[Figure 7-6(b)] using the obtained resistivity of BFO to calculate the non-local voltage between 

the 2 DC contacts induced by the leakage current, which is below 100 nV for 8 mA applied current, 

(a) (b)A+-

Pt Pt

BFO
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more than 2 orders of magnitudes smaller than our measured non-local signal. Still, more 

comprehensive experiments should be performed to investigate the Joule heating induced 

resistance reduction of the single crystal BFO to exclude the leakage current contribution to the 

non-local signal. 

To investigate if the non-local signal is related to spin transport, we perform the magnetic field 

dependency measurement, as shown in Figure 7-7(b). The field is applied along the sample normal 

direction (i.e., [1 1 1] direction of BFO). The normalized 𝑉;r is almost constant up to 3 T, and then 

with a clear drop at around 3 T, the signal gradually decreases with further increasing magnetic 

field. Interestingly, the transition field is close to the transition field from the circular cycloid phase 

to the anharmonic cycloid phase at around 300 K for BFO [133]. This may indicate that the 

detected non-local signal is related to the spin transport carried by the spin cycloid in BFO. On the 

other hand, different devices with the same Pt bars separation show different 𝑉;r values, which in 

the case of spin transport may be due to different devices sitting on different magnetic domains. 

For this reason, the distance dependency measurement is not meaningful.  

It should be noted that the polarity of voltmeter in the non-local measurement setup for BFO 

[Figure 7-6(b)] is different from that of the conventional non-local spin transport, and the limited 

devices that we measure result in positive 𝑉;r. This may either 1) suggest different spin injection 

and detection mechanisms from the typical non-local spin transport experiments, or 2) result from 

the magnetic domain configurations where the devices locate. More measurements and 

comprehensive analysis of more devices with different configurations are needed to understand 

the non-local signal measured in Pt/BFO/Pt and, if spin transport based, the underlying mechanism. 
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7.4 Conclusion and perspectives 

In this chapter, we discuss our research efforts on non-local spin transport in magnetic insulators. 

We first use delta method to measure and demonstrate non-local spin transport in Pt/YIG/Pt. The 

results are consistent with the literature reports. We then apply the delta method to measure non-

local signals in Pt/BFO/Pt and observe a non-linear current dependency of the non-local voltages 

and a field dependency which may be related to the transition from circular to anharmonic spin 

cycloid phase in BFO. These results, however, are preliminary based on our limited devices and 

samples. More experiments (e.g., non-local measurements on Pt/BFO/Cu and Pt/BFO/Ta, 

comprehensive temperature dependent resistance measurements, etc) and analysis are necessary 

to exclude trivial causes for the non-local signals and to understanding the underlying 

mechanism.  
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8 Voltage Control of Superfluid Spin Transport in 

Magnetic Josephson Junction 

 

As discussed in Section 2.4, spin superfluidity refers to an ability of a magnetic system with U(1) 

spin-rotational symmetry to support dissipationless spin transport. Recent theoretical and 

experimental progress focus on electrical generation and detection of the spin superfluid. In this 

chapter, we propose electrical control of such superfluid spin transport in a gated easy-plane 

magnet. In particular, we demonstrate that the system can be tuned between two regimes, a DC 

regime and an AC regime: the DC regime features a time independent superfluid-like spin current, 

while in the AC regime an oscillatory spin current flows, which is marked by a periodic appearance 

of phase slips in the gated region. These results are analogous to the current-induced transition 

between the “superconducting” state and the “voltage” state of one-dimensional superconducting 

Josephson Junctions. Our findings lead to practical applications, including low dissipative spin 

transistor and tunable spintronic oscillators. 

 

8.1 Introduction 

As introduced in Chapter 1, magnons have attracted significant interest due to the promise of 

transporting spin in the absence of Ohmic loss [10]. Particularly, experimental schemes for 

generation, detection, and control of magnon spin currents by electrical [116]–[120] and thermal 

[134]–[137] means have been developed. However, as mentioned in Chapter 7, these experiments 

have primarily explored the regime where the spin current is carried by the exponentially decaying 



 95 

incoherent magnons. More recently, magnets with easy-plane anisotropy have emerged as alternate 

candidates for long-distance transport of spin. This regime is inspired from superfluids, where a 

long-distance coherent spin current is carried by the gradient of the U(1) order parameter [19], 

[20], [138]–[147]. While the identification of easy-plane magnetic systems as spin superfluids (see 

Section 2.4) was done as early as in 1969 [28], [148], the recent renewed interest originates from 

the experimental ability to interconvert spin currents into electrical signals in generic magnetic 

systems by engineering the spin-orbit interaction [17], [149]–[154]. Theoretical works have 

proposed the realization of spin superfluids in nonlocal spin injection and detection geometry, 

where spin current with spin polarization perpendicular to the easy-plane is injected to and detected 

from the spin-superfluid medium, via magnetic tunnel junction [138], [139], spin valve [141], or 

by spin Hall effect (SHE) and inverse spin Hall effect (ISHE) such as in heavy metals [19], [20], 

[142], [143]. As previously mentioned in Chapter 7, experimental signatures of spin superfluidity 

have been observed in antiferromagnetic insulators via nonlocal spin transport measurements [21], 

[22]. 

While the above theoretical and experimental progress provide schemes to electrically generate 

and detect superfluid-like spin currents, the ability to control the flow of such spin currents via 

electrical knobs is largely missing. The central goal of this work is to fill this gap. For this purpose, 

we combine the well-established ability to control the superflow of charges in superconducting 

wires via defining weaker superfluid regions (the so-called weak links 19) [155]–[157] with the 

capability of electrically tuning easy-plane anisotropy via spin-orbit interaction. 

 
19 In addition to a region with weakened superconductivity, the weak link can also be a thin insulating or even a 
normal metal. 



 96 

The proposed system is depicted in Figure 8-1(a), where an easy-xy-plane magnet is gated so that 

by applying a gate voltage, the magnetic anisotropy can be lowered inside the gate region. Such 

magnetic anisotropy tuning can be realized via the voltage-controlled magnetic anisotropy (VCMA) 

effect [158]. The magnet is thus divided into three regions, with the two strong easy-plane regions 

(referred to as Region I and III) as the spin superfluid banks, and the weak easy-plane region 

(referred to as Region II) as the “weak link”. A superfluid spin current is injected into the system 

from the left side and is ejected from the system on the right side. This spin supercurrent gets 

modified in the gate region, and therefore its decay deviates from the normal algebraic fashion. 

 

Figure 8-1. A gated easy-xy-plane magnet with gate region magnetic anisotropy 𝐾D  lowered from its uniform 

background value 𝐾V  through the VCMA effect. The subscripts “g” and “b” indicate the gate region and the 

background region, respectively. A superfluid spin current (∝ 𝛻𝜑), featuring a global in-plane precession of magnetic 

texture, enters the magnet with value 𝐽L)' and exits the magnet with value 𝐽L@AB. This spin current gets modified by 

canted spins (𝑛= > 0) in the gate region due to lowered easy-plane magnetic anisotropy, and therefore its decay 

deviates from the normal algebraic fashion, such that the output spin current 𝐽L@AB can be tuned by the gate. 
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8.2 Model 

Without loss of generality, we focus our discussions on a ferromagnet, with the background easy-

plane anisotropy 𝐾& (in Region I and III), and a lowered gate region magnetic anisotropy 𝐾% (in 

Region II). Similar to the treatment for a spatially homogeneous easy-plane ferromagnet discussed 

in Section 2.4, the free energy of the system can be written as 𝐹 = ∫𝑑?𝒙[𝐴Y∇𝒏(𝒙)[
! +

𝐾(𝒙)𝑛'(𝒙)!] /2 , where 𝐴 , 𝐾(𝒙) , 𝒏  represent the magnetic exchange stiffness, the spatially 

varying uniaxial anisotropy coefficient, and the unit vector along the U(1) order parameter 

direction. Here, 𝐾(𝒙) takes the value of 𝐾& inside the Region II and 𝐾% inside Region I and III, 

with 𝐾& > 0 ensuring the easy-plane anisotropy for the spin superfluid banks. The subscripts “g” 

and “b” indicate the gate region and the background region, respectively. 

8.3 Spin Dynamics 

The magnetic dynamics is governed by the Landau-Lifshitz-Gilbert (LLG) equation (1 +

𝛼𝒏 ×)𝒏̇ = −𝒏 × 𝜕h𝐹 , where 𝛼  is the dimensionless Gilbert damping constant, 𝑠(= A%
4
) is the 

saturated spin density and 𝒏 can be parameterized by its azimuthal angle 𝜑 and its out-of-plane 

projection 𝑛'  as 𝒏 = (�1	 −	𝑛'!cos𝜑,�1	 −	𝑛'!sin𝜑, 𝑛') . As discussed in [20], [159] and in 

Section 2.4, the LLG equation can be linearized and solved analytically in the strong-anisotropy 

and long-wavelength limit. The collective spin current 𝑱𝒔(𝒙) ≡ −𝐴𝛻𝜑(𝒙) carries spin angular 

momentum along z-axis. As discussed in Section 2.4, in a ferromagnet with homogeneous 

anisotropy, namely 𝐾% = 𝐾& ≡ 𝐾, the steady-state solutions feature superfluid spin transport with 

a uniform small canting of the order parameter out of the easy plane (i.e., 𝑛'(𝒙) = const ≡ 𝑛' 20) 

 
20 In the linear regime following the linearization process of the LLG equation, 𝑛= ≈ 0. 
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and a global precession of a spiraling magnetic texture in the easy plane (i.e., 𝜑(𝒙, 𝑡) = 𝜑(𝒙) +

𝐾𝑛'𝑡/𝑠). The Gilbert damping dissipates the spin angular momentum at a rate of 𝛼𝜕/𝜑 per unit 

length, leading to a linearly decaying spin current along x-axis. 

In situations where 𝐾 becomes inhomogeneous, as 𝐾% is lowered from the uniform background 

value 𝐾& , the system gradually deviates from the strong-anisotropy limit, which eventually 

invalidates the results obtained by direct linearization of the LLG equation as discussed above. 

According to the Landau criterion [28], the spin superfluid state becomes unstable when 𝐾 < 𝐽h!/𝐴, 

and thus we would expect the system to evolve into a new dynamic phase. Considering the 

nonlinear nature of the LLG equation and the consequent difficulties in finding the solutions 

analytically, we carry out micromagnetic simulations using the LLG Micromagnetics Simulator 

[45] (discussed in Section 3.2) to solve the LLG equation numerically, which will be discussed in 

the following section. 

8.4 Micromagnetic Simulations 

As shown schematically in Figure 8-1, we implement in the simulations a structure with a one-

dimensional ferromagnetic spin chain of length 900 nm and saturation magnetization 𝑀h = 800 

emu/cm3. The exchange stiffness 𝐴 is set to be 2.1 μerg/cm uniformly along the spin chain, and 

the background uniaxial magnetic anisotropy coefficient 𝐾& is set as 2 × 106 erg/cm3, with the easy 

plane set to be xy-plane such that spin superfluid can be realized with z-polarized spin injection. 

For simplicity, the thermal magnon contributions are excluded by setting the temperature to zero 

in the simulations. The leftmost spin is set as the spin injector by specifying a Slonczewski-type 

spin-torque [46] to realize the z-polarized spin injection. The boundary condition on the right end 

is set to be the exchange boundary condition. The center of the spin chain from 𝑥r = 400 nm to 𝑥� 
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= 500 nm is set as the gate region, with the magnetic anisotropy 𝐾% set to be different values from 

−𝐾& to 𝐾&, mimicing the magnetic anisotropy tuning through the VCMA effect. For fast relaxation 

to steady state, the damping parameter 𝛼 is chosen to be 0.1. Based on these configurations, spatial 

distribution and time evolution of the magnetization and thus 𝒏  can be calculated in the 

micromagnetic simulations as 𝒏(𝒙, 𝑡), whose azimuthal angle 𝜑(𝒙, 𝑡) can be extracted and used 

to calculate the spin super current 𝑱𝒔(𝒙, 𝑡). 

8.5 Phase Diagram 

From the time-domain characteristics of spin dynamics, we can identify two distinct phases, DC 

phase and AC phase, by tuning the gate region magnetic anisotropy under different input spin 

current. The phase diagram is plotted in Figure 8-2 as a function of normalized unitless gate region 

anisotropy 𝐾Ï ≡ 𝐾%/𝐾& and input spin current 𝐽ÐhST ≡ 𝐽hST/�𝐾&𝐴, respectively. 

The DC phase is superfluid-like, with similar signatures to that of the normal spin superfluid 

discussed in the previous sections, featuring a time independent globally uniform precession of the 

order parameter within the easy plane in Region I and III, which supports an algebraically decaying 

spin current. Due to the lowered gate region easy-plane magnetic anisotropy, however, the order 

parameter in Region II slightly cants out of the easy plane. 
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Figure 8-2. Dynamic phase diagram, with the red solid curve indicating the boundary between two distinct phases. 

The DC phase is superfluid-like, featuring a globally uniform precession (i.e., 𝛺X = 𝛺C, as shown in the top right inset) 

of the spiraling magnetic texture. With weakening gate region easy-plane anisotropy, at fixed 𝐽�L)', the system evolves 

into the AC phase, where the magnetic texture precessions on two sides of the gate region are out of synchronization 

(i.e., 𝛺X ≠ 𝛺C, as shown in the top left inset), which leads to the buildup of the magnetic texture winding in the gate 

region. Periodic phase slip events occur to relax the winding, with the gate region order parameter periodically canting 

out of the plane completely, creating vortices in Euclidean spacetime of magnetic order parameters. The inset (a-c) 

shows the evolution of gate region 𝜑XMC(𝑥) ≡ 𝜑(𝑥) − 𝜑(𝑥C) and 𝑛= in the dynamic sequence of a phase slip event 
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[based on simulation results with 𝐽�L)' = 0.05, 𝐾� = −0.2, 𝑡*(= 25.2 ns) < 𝑡Y(= 41.7 ns) < 𝑡?(= 46.5 ns)]. The red dotted 

line corresponds to the calculated critical condition based on the “local” Landau criterion applying to the gate region21. 

In the AC phase, the system undergoes a sequence of dynamic events, as captured from simulation 

results shown in inset (a-c) of Figure 8-2. In all of the figures, both 𝜑���(𝑥) ≡ 𝜑(𝑥) − 𝜑(𝑥r) and 

𝑛' across the gate region are plotted. In the presence of the gate region with lowered magnetic 

anisotropy, the magnetic texture precessions on two sides of the gate region are out of 

synchronization, and the precession rate (𝛺�) in Region III is slower than that in Region I (𝛺r)22. 

The system starts from an equilibrium state, where the difference of 𝜑��� across the gate ∆𝜑 ≡

𝜑���(𝑥�) − 𝜑���(𝑥r) is small [shown in inset (a) of Figure 8-2]. Then ∆𝜑 builds up as a result of 

different precession rates of the magnetic textures, and 𝑛' deviates from its equilibrium value as 

the order parameter in the gate region further cants out of the easy plane. At the instance of |𝑛'| 

reaching 1, ∆𝜑 reaches its maximum, which is immediately followed by the phase 𝜑��� bending 

back upon itself with ∆𝜑 slipping by 2π, as shown in inset (b) of Figure 8-2. This instance is a 

phase slip event, after which 𝑛' gradually reduces to the equilibrium value again, as ∆𝜑 smooths 

out (inset (c) of Figure 8-2). The system finally recovers the initial configurations, from where the 

above dynamic events will repeat themselves. This phenomenon resembles the AC Josephson 

effects in superconductors coupled by a “weak link” [155], [156]. Similar to superconducting wires, 

the phase slips in easy-plane magnetic wires correspond to vortices of the magnetic order 

parameter in Euclidean spacetime, as shown in the inset in Figure 8-2. 

 
21 Here, “local” Landau criterion means that we take only the local gate region anisotropy to calculate the critical 
current, even if the magnetic anisotropy is spatially inhomogeneous. 
22 The precession rates in Region III and Region I can be parametrized as 𝛺X and 𝛺C, respectively, as will be 
discussed in Section 8.6. 
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The phase transition can be interpreted in terms of the system stability. Starting from the normal 

spin superfluid with homogeneous magnetic anisotropy (i.e., 𝐾Ï = 1 ), the gate region spins 

gradually cant out of the easy plane, with increasing input spin current or weakening gate region 

easy-plane anisotropy, to maintain the system metastable in the DC phase. As the system transits 

into the AC phase, the system is unstable even with fully canted gate region spins, and 

consequently it evolves into a lower-energy state through introduction of periodic singularities in 

the order parameter (i.e., phase slip events), which also relaxes the winding of magnetic texture in 

the gate region. 

The Landau criterion provides a measure of the DC and AC phase transition boundary. The critical 

condition, corresponding to the “local” Landau criterion in the critical spin supercurrent in Region 

II, 𝐽h��S�S��� ≡ 𝐽hST = �𝐾%𝐴 is plotted as a red dotted line in the phase diagram in its normalized 

unitless form 𝐽Ðh��S�S��� ≡ 𝐽ÐhST = �𝐾Ï. The “local” Landau criterion dictates the critical supercurrent 

of the “weak link” 23. It should be noted that this “local” Landau criterion boundary is on the right 

side of the actual boundary between the DC and AC phase, indicating the critical supercurrent of 

entire system is higher than that of the “weak link”. This can be explained by the fact that the 

superfluid banks coupling to the “weak link” on both sides help relieve the canting of the gate 

region spins out of the easy plane, and thus results in the enhanced critical current. 

 
23 Here, we discuss the critical condition in terms of the critical current, that is, for a fixed 𝐾�, the system changes from 
the DC regime to the AC regime when 𝐽�L)' is above the critical value, as shown in the phase diagram Figure 8-2. 
Similar argument can be made for the critical magnetic anisotropy, that is, for a fixed 𝐽�L)', the system transforms from 
the DC regime to the AC regime when 𝐾� is below the critical value. 
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8.6 Phenomenological Model 

To interpret the results from micromagnetic simulations, we derive a phenomenological model 

based on the conservation laws of angular momentum and energy. As discussed in the previous 

section, the precession of the spiraling magnetic texture is uniform within Region I and Region III, 

and the precession frequencies can be parameterized as 𝛺r and 𝛺� in Region I and III, respectively. 

Assuming phase slips dissipate the angular momentum and energy of the entire system at a 

frequency 𝑓 (i.e., frequency of the phase slip events), and each phase slip event is associated with 

angular momentum loss of 𝛾mh  and energy loss of 𝐸mh . The conservation laws of angular 

momentum and energy lead to the following equations, respectively: 

 𝐽hST − 𝐽h��� = 𝛾mh𝑓 + 𝛾r⟨𝛺r⟩ + 𝛾�⟨𝛺�⟩ (8.1) 

 𝐽hST⟨𝛺r⟩ − 𝐽h���⟨𝛺�⟩ = 𝐸mh𝑓 + 𝛾r⟨𝛺r⟩! 	+ 𝛾�⟨𝛺�⟩! (8.2) 

where 𝛾r =̇ 𝛼𝑠𝐿r and 𝛾� =̇ 𝛼𝑠𝐿� are the loss coefficients in Region I and III 24, and ⟨𝛺r⟩ and ⟨𝛺�⟩ 

represent the time-averaged precession frequencies at the left Region I and the right Region III for 

one phase slip cycle, respectively. The terms on the left-hand side of Equation (8.1) and (8.2) 

correspond to the net angular momentum/energy injections into the system, while the terms on the 

right hand side correspond to the dissipations. To be more specific, the first dissipation terms on 

the right hand side of Equation (8.1) and (8.2) indicate the loss due to phase slip events, and the 

last two dissipation terms indicate the ordinary loss due to Gilbert damping. As discussed 

previously, the phase slip events occur when the built-up relative phase difference across Region 

 
24 The exact expressions of the loss coefficient are 𝛾C = 𝛼𝑠(1 − 𝑛C,=? )𝐿C and 𝛾X = 𝛼𝑠(1 − 𝑛X,=? )𝐿X, with 𝑛C,= and 𝑛X,= 
parameterizing the 𝑧-projection of 𝒏 in Region I and III. In case of the strong background easy-plane anisotropy 
supporting the spin superfluid banks, it follows that 𝑛C,= =̇ 0 and 𝑛X,= =̇ 0 (i.e., only a small canting of the order 
parameter out of the easy-plane), which leads to the approximate expressions. 
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I and III reaches a maximum value, then one phase slip event relaxes the phase difference by 2π, 

or equivalently, the relative phase difference buildup within one phase slip is 2π. This can be 

enforced by the following equation 25: 

 ⟨𝛺r⟩ − ⟨𝛺�⟩ = 2𝜋𝑓 (8.3) 

In the DC phase, no phase slip event occurs, and thus 𝑓 = 0, which leads to ⟨𝛺r⟩ = ⟨𝛺�⟩ ≡ 𝛺. As 

a result, Equation (8.1) and (8.2) can be reduced to 𝐽hST − 𝐽h��� = (𝛾r + 𝛾�)𝛺� ≡ 𝛾𝛺 , with 

𝛾 =̇ 𝛼𝑠(𝐿r + 𝐿�) . This leads to 𝛺 = (𝐽hST − 𝐽h���)/[𝛼𝑠(𝐿r + 𝐿�)] , which is consistent with the 

results in [19], [20], [159]. 

In the phase harboring periodic phase slip events, 𝑓 is greater than 0, which can be solved from 

Equation (8.1) and (8.2). For simplicity, we assume 𝐽h��� = 0 , which is consistent with the 

exchange boundary at the right end in the simulations, and 𝐿r = 𝐿� ≡ 𝐿/2, which results in 𝛾r =

𝛾� ≡ 𝛾/2. From Equation (8.1), (8.2) and (8.3), we can calculate the phase slip rate and precession 

frequencies to be 𝑓 = (𝜂𝐽hST − 𝐸mh)/𝛾Ó and ⟨𝛺�⟩ = [𝜂𝐸mh − 2𝜋(𝜂 − 𝜋)𝐽hST]/𝛾Ó (with ⟨𝛺r⟩ = ⟨𝛺�⟩ +

2𝜋𝑓), where 𝜂 = 4Z>
4
	+ 𝜋!𝛾. We consider 𝛾mh and 𝐸mh as intrinsic characteristics of phase slips. 

The onset of phase slip events occurs at 𝑓 > 0, which leads to the critical condition of 𝐽hST =

𝐸mh/𝜂 ≡ 𝐽b. Thus, we obtain the expressions of phase slip frequency and time-averaged precession 

frequencies of the spin texture as follows 26: 

 
𝑓 = Ô𝜂(𝐽h

ST − 𝐽b)/𝛾Ó, 𝐽hST > 𝐽b
0, 𝐽hST ≤ 𝐽b

 
(8.4)  

 
25 We do not consider the spin pumping on two ends in our phenomenological model to keep it consistent with our 
simulation model. The inclusion of these effects would not jeopardize the central results from our model. 
26 We enforce 𝑓 = 0 below 𝐽T, in the superfluid-like phase, where phase slip events are absent. 
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⟨𝛺�⟩ = Ô[𝜂

!𝐽b − 2𝜋(𝜂 − 𝜋)𝐽hST]/𝛾Ó, 𝐽hST > 𝐽b
𝐽hST/(2𝛾), 𝐽hST ≤ 𝐽b

 
(8.5) 

Based on the conventional detection schemes via spin pumping and ISHE, the time-averaged 

output signal as well as spin current is proportional to the precession frequencies (i.e., ⟨𝐽Ð���⟩ ∝

	⟨𝛺�⟩). In micromagnetic simulations, ⟨𝐽Ðh���⟩ is calculated as the time-averaged spin current in 

Region III at x = 800 nm 27. The critical current 𝐽b (for each given magnetic anisotropy) can be 

extracted from the critical boundary curve in the phase diagram (Figure 8-2), then applied to 

Equation (8.4) and fit with the phase slip rates 𝑓Ö and the time-averaged spin current ⟨𝐽Ðh���⟩	from 

simulations to obtain 𝛾mh and 𝛾 28. 

As shown in Figure 8-3, the results from our analytical expressions agree well with the numerical 

results: the phase slip events turn on below certain normalized gate anisotropy 𝐾Ï for different 𝐽ÐhST, 

𝑓Ö increases and saturates with further reduced 𝐾Ï. From the fittings, 𝛾 ∼ 0.43 − 0.45 nerg·s/cm2 

and 𝛾mh » 0.02 nerg·s/cm2 for different spin current drive 𝐽ÐhST. We note that 𝛾 calculated from 𝛼𝑠𝐿 

yields 0.41 nerg·s/cm2, with 𝐿 = 900 nm (i.e., the entire length of the ferromagnet), which is close 

to the fitting results. The independence of 𝛾mh on 𝐽ÐhST justifies that 𝛾mh is an intrinsic characteristics 

of the phase slips. 

 
27 Such implementation of detection in micromagnetic simulations is reasonable as discussed in [160], where the spin 
current reaching the ends are drained by the spin sinks. 
28 Here, 𝑓� is the dominant frequency of the phase slip events, obtained from Fourier analysis of the simulation results. 
We introduce universal proportionality coefficients for different 𝐽�L[\ in fitting of ⟨𝛺X⟩ with ⟨𝐽�L]^_⟩. 
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Figure 8-3 (a) Dominant frequency 𝑓� of the oscillating output spin current 𝐽�L@AB. For a given 𝐽�L)', 𝑓� remains zero in the 

DC phase until 𝐾� lowers below the critical value, where the system transits into the AC phase. With further lowering 

𝐾�, 𝑓� rapidly increases to a saturation value. Dashed lines plot the fitted analytical expression [Equation (8.4)]. Inset 

shows the time-varying output spin current with the arrows denoting the instances of phase slip events (based on 

simulation results with 𝐽�L)' = 0.05, 𝐾� = −0.2). (b) Transfer characteristics of the voltage-controlled magnetic Josephson 

junction. For a given 𝐽�L)', the time-averaged output spin current ⟨𝐽�L@AB⟩ remains almost constant in the DC phase, until 

𝐾� lowers below the critical value. In the AC phase, ⟨𝐽�L@AB⟩ rapidly drops to zero. Dashed lines plot the fitted analytical 

expression [Equation (8.5)]. In these two figures, the fitting parameters 𝛾 (i.e., the ordinary loss due to Gilbert damping) 

are 0.45 nerg·s/cm2, 0.45 nerg·s/cm2, 0.45 nerg·s/cm2, 0.44 nerg·s/cm2, 0.44 nerg·s/cm2, 0.43 nerg·s/cm2 for unitless 

input spin current 𝐽�L)' of 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, respectively, and 𝛾YL (i.e., the angular momentum loss 

during a single phase slip event) are 0.02 nerg·s/cm2 for different 𝐽�L)'. 

These results are analogous to the current-induced transition between the “superconducting” state 

and the “voltage” state in one dimensional superconducting Josephson Junctions 29 [156], [157]. 

Such characteristics of our spin superfluid Josephson junction combined with the tunability 

 
29 In the current-induced transition of superconducting Josephson junctions, when the current exceeds the critical 
value, the voltage developed resistively across the weak link, accompanied by the periodic phase-slip events with 
time-domain oscillating supercurrent. 
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enabled by the VCMA effect renders potential device applications as discussed in the following 

section. 

8.7 Device Application 

By adding the spin injector and detector, such as in the non-local spin transport geometry shown 

in Figure 7-1, to two ends of the proposed structure (Figure 8-1) functioning as the source and the 

drain, respectively, the magnetic Josephson junction can be made into a low dissipative spin 

transistor. Spin injection is realized through SHE at the source and spin detection through ISHE at 

the drain. 

As shown in Figure 8-3(b), spin transport is efficient in the superfluid-like phase, while output 

current is almost zero deep in the AC phase due to dissipation via the phase slip events. For a fixed 

input spin current, the spin transistor operates between 𝐾% = 𝐾&  and 𝐾% = −𝐾&  (near the spin 

transport cutoff), whose values may be controlled electrically through the gate voltage via the 

VCMA effect. 

Additionally, as shown in inset of Figure 8-3(a), the output spin current oscillates in the AC phase. 

In the simulations, this time-domain oscillation becomes more sinusoidal with increasing 𝐽ÐhST or 

decreasing 𝐾Ï. Operating in the AC phase, the magnetic Josephson junction can be implemented as 

a spintronic oscillator in close analogy to superconducting Josephson Junction-based oscillators. 

Similar spin oscillators based on spin-Josephson effects have been proposed [161], [162]. The 

frequency of our magnetic Josephson junction is tunable by the gate voltage for fixed input spin 

current. 

On another note, spin oscillators have been proposed based on spin-Josephson effects [161], [162]. 

Operating in the AC phase, the spin superfluid Josephson junction can be implemented as a tunable 
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low dissipation spintronic oscillator in close analogy with the superconducting Josephson 

Junction-based oscillator. 

8.8 Conclusion 

In this chapter, we discuss our proposed tunable magnetic analogy of Josephson Junctions based 

on spin superfluid in a gated easy-plane magnet. We investigate by numerical simulations and 

demonstrate that by tuning the gate region anisotropy via VCMA, the system can be tuned between 

a DC regime, featuring a time independent superfluid-like spin current, and an AC regime with an 

oscillatory spin current accompanied by periodic phase slip events in the gated region. These 

phenomena are analogous to the current-induced transition between the “superconducting” state 

and the “voltage” state of one-dimensional superconducting Josephson Junctions. The 

characteristics of the magnetic Josephson Junctions can be quantitatively explained by our 

phenomenological model based on conservation laws. Our proposed system may lead to practical 

applications, such as low dissipative spin transistor and tunable spintronic oscillators. 
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9 Conclusion 

 

In conclusion, we first introduce spin waves as the information carrier free from Ohmic losses in 

the energy-efficient technologies based on magnon spintronics and the need to reduce losses due 

to magnetic damping for practical applications, which are the motivations behind the research 

conducted for this dissertation. We then describe relevant fundamental theory to help understand 

this dissertation, including basic magnetism, magnetic dynamics and its governing equation, LLG 

equation, which lay the foundations for classical theory on spin waves (magnons), as well as spin 

superfluid in easy-plane magnets, and SHE as the source of spin currents for amplification of spin 

waves and excitation of incoherent magnons or spin superfluid. The relevant numerical methods 

and experimental methods used for the studies are also discussed. 

For spin waves inductively excited, we present the work on SOT induced damping compensation 

in YIG based on 1) the conventional spin-wave amplification configuration, where TI replaces 5d 

transition metals to provide the SOT with an improved efficiency, and 2) the “comb” configuration 

generating a SOT wave to more efficiently transfer energy to the spin waves to amplify them. 

Future research efforts may include further optimizations of the interface between magnetic 

insulators and SOC material, including maximizing the surface state contribution in YIG/TI 

systems by gating [163] or TI composition tuning [164], insertion of antiferromagnetic layer to 

enhance spin transparency [165], [166], etc, to enhance the SOT efficiency. Specifically, for the 

“comb” configuration, a comprehensive theory for the coupled-wave interaction between the SOT 

wave and spin waves, with the combined effect of SOT and spin pumping as the source of the 

interaction, can be developed to guide the design optimizations. Furthermore, optimizations of the 
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“comb” structure, including the introduction of the pitch modulation to broaden or to customize 

the operating bandwidth, and careful design of the matching networks to improve efficiency of rf 

current injection to the “comb”, etc, may greatly enhance the device performance. 

We then present our results on non-local spin transport experiments in magnetic insulators, where 

spin injection and detection are based on SHE and ISHE. The spin carrying medium in the non-

local spin transport scheme can be spin superfluid, which has minimal dissipation compared with 

the exponentially decaying magnons. We finally present the work on electrical control of the spin 

superfluid transport for practical device applications. Future research efforts may emphasize on 

realizing superfluid non-local spin transport at room temperature. Specifically, for the non-local 

experiments in BFO/Pt system, additional experiments (e.g., temperature dependent measurements, 

magnetic field dependent measurements with fine H-field steps, etc) and comprehensive analysis 

are necessary to understand the underlying mechanism for the non-local signal. Additionally, 

different easy-plane magnetic insulators as well as engineered easy-plane magnetic structures [167] 

that can support the spin superfluid can be explored to demonstrate spin superfluid at room 

temperature.  
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