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1. INTRODUCTION

Historically, attention on soil organic matter (SOM) has focused on the cexigréhat it
plays in ecosystem fertility and soil properties, but in the past two decadetetbé soil
organic carbon in moderating atmospheric,€@ncentrations has emerged as a critical research
area. This chapter will focus on the storage and turnover of natural organicimati (SOM),

in the context of the global carbon cycle.

Organic matter in soils is the largest carbon reservoir in rapid exchatigatmvospheric
CO,, and is thus important as a potential source and sink of greenhouse gases over 8oé scale
human concern (Fischlin and Gyalistras 1997). SOM is also an important human resource under
active management in agricultural and range lands worldwide. Questions drivirngt prese
research on the soil C cycle include: Are soils now acting as a net sounck ofr carbon to the
atmosphere? What role will soils play as a natural modulator or ampliftimatic warming?
How is C stabilized and sequestered, and what are effective management tedionigster
these processes? Answering these questions will require a mechaniststantieg of how and

where C is stored in soils.

The quantity and composition of organic matter in soil reflect the long-teandmbetween
plant carbon inputs and microbial decomposition, as well as other loss processesfsach a
erosion, and leaching. The processes driving soil carbon storage and turnoverdes aoh
involve influences at molecular to global scales. Moreover, the relative impertéd these
processes varies according to the temporal and spatial scales being conaigereess that is
important at the regional scale may not be critical at the pedon scale.ragitweal scale, SOM

cycling is influenced by factors such as climate and parent materiah) affect plant
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productivity and soil development. More locally, factors such as plant tissue Gumalisolil
mineralogy affect decomposition pathways and stabilization. These factaenod the stability
of SOM in part by shaping its molecular characteristics, which play a ferdahrole in nearly

all processes governing SOM stability but are not the focus of this chapter.

We review here the most important controls on the distribution and dynamics of SOM at
plot to global scales, and methods used to study them. We also explore the conaeytslef ¢
processes, and mechanisms, and how they operate across scales. The conceptiofdy@&M t
or mean residence time, is central to this chapter and so it is described in somEhgeta
Appendix details the use of radiocarbdfC), a powerful isotopic tool for studying SOM
dynamics. Much of the material here was originally presented at ©Nsdvanced Study
Institute on "Soils and Global Change: Carbon Cycle, Trace Gas Exchange anaéiydreld

June 16-27, 1997, at the Chateau de Bonas, France.

2. THE AMOUNT OF ORGANIC CARBON STORED IN SOILS

In this section we summarize current estimates of C stocks in soils andeetkgldactors

predicting broad-scale patterns in soil C storage.

2.1.EMPIRICAL ESTIMATES OF GLOBAL CARBON STOCKS IN SOILS

Most assessments of global soil C stocks have included only the top meter of sodebut re
estimates have encompassed lower depths. Historical global estimatesttgy meter of soil
ranged from 800 to 2,400 Pg C, converging on the range of 1,300-1,600 Pg C to 1 m. Batjes
(1996) estimated that an additional 900 Pg C is stored between 1 and 2 m depth, and Jobbagy
and Jackson (2000) revised that estimate to 500 Pg between 1 and 2 m and another 350 Pg

between 2 and 3 m depth. Global organic C stocks to 3 m are currently estimated at 2,300 Pg,
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with an additional 1,000 Pg contained in permafrost and peatlands (Jobbagy and Jackson 2000;

Zimov et al. 2006). Soil C distribution with ecosystem type is shown in Figure 1.

Two general approaches have been taken to estimate the global soil C inventonjilfrom s
profile data. The first, used by Schlesinger (1977) and Post et al. (1982), reltiesy€ ®©
climate and vegetation (for example, expressed as Holdridge life zoneicddissiE). For
example, Post et al. (1982) generated relationships of climate and vegetation vGtisiad)
2,700 soil profiles, and used these to calculate a global soil C inventory of 1,400 Pg C in the top
1 m. A second approach uses soil mapping units for extrapolation (Eswaran et al. 1833; Batj
1996). Eswaran (1993) determined the average C inventory for each soil order, based on data
from roughly 1,000 pedons from FAO/UNESCO and 15,000 profiles from U.S. Dept. of
Agriculture databases. This soil map-based estimate of soil C inventorylglisldgb600 Pg C in
the top 1 m. Batjes (1996), using a database of 4,353 soil profiles considered to be répeesenta

of soil units on the FAO map, estimated 1,500 Pg soil organic C to 1 m depth.

Regardless of approach, these global inventories are acknowledged to undezd¢km
total amount of dead organic matter in ecosystems because they do not include important
reservoirs. All omit C stored in surface detritus (including the O horizdnghwontains an
additional 50-200 Pg C (Matthews 1997). Moreover, some soils contain significant soil C even
below 3 meters. For example, some tropical soils and many Histosols containla€ iinelow 1
m as they do above 1 m (Eswaran et al. 1993; Nepstad et al. 1994). In general, éaghéred
soils are often very deep (tens of meters) so that even very low C concentratyoaddup to a
large amount of stored C in the total (Sombroek et al. 1993). Finally, most soil C estiloat
not include organic C in permafrost or paleosols, a reservoir containing roughly @0 Boge

boreal and arctic regions alone (Figure 1).
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Not surprisingly, given that they are extrapolations of point observations, global C
inventories have large uncertainties. Post et al. (1982) estimate an er200d?g C (14%),
reflecting the variability in soil C inventory within each life zone catggEswaran et al. (1993)
show large coefficients of variation, of 28—70%, for soils within given soil fieestson
categories. Much of the profile data employed in these estimates inchlgesdon density
and not bulk density, so that the bulk density must be estimated from empirical relpgonshi
between C density and bulk density developed from profiles where both were medmkee{

al. 1984).

2.2. UNDERSTANDING VARIATION IN CARBON STORAGE ACROSS THE
LANDSCAPE

Constructing estimates of the amount of C stored in soils requires extrapalatmg f
individual soil profiles to larger regions. Likewise, model simulations ofGailocks require
guantitative relationships with the factors controlling stocks, and distributedodat@del
testing. For all these reasons, we need to link soil C to factors that are mappetkledmn
globally. Moreover, linking soil C storage to environmental factors at broaclspati temporal

scales will help us gain insight into the large-scale controls on C cycling.

Are there predictable ways in which C storage varies across the landscape(ddeny
1941), expanding on an approach by Dokuchaev (Glinka 1927; Jenny 1941) and Rizpolozhenski
(Lapenis et al. 2000), suggested that soil properties—including C inventory—may loeegoredi

from soil forming, or “state”, factors. This concept is expressed by tbhepttlequation:

Soil property (in this case, SOM inventory) = f(cl,o,r,p,t),
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where cl =climate o =potential organismgvegetation and fauna), rrelief (aspect and
topography) p parent materialand t =time. One of Jenny’s important contributions was to
develop the experimental approach—carefully selected sets of sitesothtd the state variables
of interest—that derives from the clorpt relation (Amundson and Jenny 1997). In thoacppr
sites are selected such that the variable (state factor) of intareest while all other important
factors are held relatively constant. For example, to understand the influg¢aogefature
regimes Jenny located a series of sites with the same soitiag®, (biota, parent material, and
precipitation but with different temperature regimes. In contrast, irtgmgrthe influence of, for
example, temperature, from gradients in which other state factors vahnyasetevation

gradients in which parent material also varies) is difficult.

Note that each state factor can influence soil carbon storage in two wayuegcing the
guantity and quality of plant inputs and by influencing the residence time of orgatter in the
soil. Figures 2, 3, and 4 show the influence of three state factors on soil C storagef Many o
descriptions of state factors below touch upon the importance of controls on SOMattabiliz

and these controls are discussed further in a following section.

2.2.1.Climate

Climate has an overriding influence on large scale patterns in ecosysigenties,
including soil C cycling, through its control of plant community composition and productivity
(Holdridge 1947), which affect the quantity and quality of inputs to the SOM pool, as wéll as
microbial community composition and decomposition activity. Climate acts ovaga cd
timescales as well, influencing which minerals are the stable wesgh@oducts, whether
physical or chemical erosion processes dominate the landscape, and ratestmahadecay

compared to other removal processes.
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Jenny’s research is exemplary for both our understanding of climate anshda@palying
the state factor approach. Jenny (1930) measured nitrogen (N, and carlag® istsoil
sampled across the U.S. Great Plains (Figure 2), where the parenahcatesists largely of
loess deposited during the last glacial period. In this region, precipitati@ases from west-to-
east, while mean annual temperature varies from north (coldest) to soutre$jaiBy
comparing soils at the same latitude but different longitude, the gradientperaure is
isolated from variation in mean precipitation, vegetation, and parent mater@dntparing
soils across latitude, one can isolate the effect of precipitation. Jennyhasadiation in
climate across the Great Plains to explore the controls of both tempenadumisture on
SOM. Carbon stocks were largest toward the cooler and wetter northeast, anst smiilée
hotter and drier southwest (Jenny 1930 as cited by Jenny, 1941). More generallya#oom
IS more sensitive to climate than is productivity, so that, all else equal, hagh#tds and

elevations tend to have larger C stock that tropical or low elevation ecosystems.

2.2.2.0rganisms

Organisms—including plants, animals, and soil microbes—control the chemical form and
location of organic matter input to soils. In an analysis of more than 2,700 soil pitafites
three global databases, Jobbagy and Jackson (2000) found that vegetation typeelyas clos
correlated with the amount of soil carbon and its distribution with depth. Vegetatioals@htr
cycling in several ways, some of which covary with climate. First, netgoyiproductivity,
which depends on plant species and communities, determines C input rates to soils Mothsoil
similar decomposition rates, those with more productive vegetation will have bigjaaic C
inventories. For example, soil carbon losses after forest conversion to pasiyniewituae are

partly attributed to decreases in primary productivity (Trumbore et al. 199&)n8, vegetation
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type affects tissue chemistry and seasonality of inputs. Finally, planeésppifter in the
proportion of photosynthate partitioned to roots, shoots, or woody structures. Since roots
comprise a large fraction of plant inputs to soil, and soil C decomposition decvatdsdepth,
the depth-distribution of root inputs affects soil C storage. All of these atsibate large
effects on the transformation and stabilization of organic matter (Stemetal. 2004; Bird and

Torn 2006; Zanelli et al. 2006).

While litter chemistry clearly influences initial decomposition ratles influence of plant
tissue chemistry on the structure and decomposability of soil organic mattemnsent and
unresolved research question. For example, rates of litter and root decompositiorehave be
correlated with lignin, nitrogen, and non-structural carbohydrate content|@vtlal. 1982;
Berg et al. 2001; Zhang et al. 2008), but many initially recalcitrant compoundsgfikedo not
persist in soils (Luttzow et al. 2007). Quideau et al. (1998) found that only 50 yeatseafter
planted with different vegetation types, adjacent sites with the same petental, soil age, and
climate had several-fold differences in soil C stock and differences in $@Mistry,

documented by’C nuclear magnetic resonance, corresponding to the different vegetation inputs.

Fauna also influence soil carbon cycling. Bioturbation mixes and aerates ssitatilyy
breaks down litter, creates flow paths for water in soil, and can reduce siitéactdcks and
enhance erosion (Bohlen et al. 2004). For example, along a gradient of Europeaorsarthw
(Lumbricus terrestriscolonization in a deciduous forest of northern Michigan, earthworms are
associated with a decrease in litter-layer thickness, apparentiyghsiame forest floor organic

matter into the mineral soil. Thus fauna can create spatial patterns in SCKgl. st

In addition to being the enzymatic agents of biotic decomposition of SOM, micrebial c

by-products are increasingly recognized as major building blocks of sailiomatter. As a
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result, the microbial community, controlled by climate, vegetation, and soil enwrdnis a key
mediator of organic matter composition and decomposition. The spatial scaleaearidsfl

however, have not been well characterized.

2.2.3.Relief

Factors like soil slope, drainage, and erosion create significant variatiGnstack within
and among watersheds. For instance, poorly drained soils tend to have high C stocks due to low
availability of G, for decomposition. Erosion is a key process underlying landscape patterns.
Erosion redistributes nutrient-rich topsoil downhill, increasing fertility ipod&ional
environments and potentially reducing it in eroding environments ones. The effeasioh on
decomposition are more complicated. Transport of particles breaks down aggegh
increases SOM accessibility for decomposition. On the other hand, burial of eroded C in

depositional settings can reduce its decomposition rate (Berhe et al. 2007).

These patterns and processes are particularly important when considering how
representative specific soil profiles are of regional soil C stdigeidson and Lefebvre 1993),
and in evaluating the effects of land cover and use change, if it alters eedsgmron terrestrial
C stocks. In terms of spatial patterns within watersheds, C inventoriep@adlyyhigher at the
bottom of slopes for two reasons. Lower slope positions have slower decomposition a&soé resul
fine texture, low @ and burial. They also tend to have higher inputs relative to upper slope

positions from higher productivity and deposition of eroded material.

In terms of total watershed C stock, recent empirical and modeling studies cahelude
erosion—and the balance between its effects on productivity and decomposition in eroding and
depositional sites—tends to lead toilmcreasein stock, even if there are local decreases in the

eroding sites themselves (Stallard 1998; Smith et al. 2005; Berhe et al. 28dan daal. 1999).
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The rate at which C accumulates in a watershed due to erosion and deposition depends on the
strength of erosion and management of productivity, as well as the types ofidepbsettings

involved (Berhe et al., 2007; van Oost et al. 2007).

Because so much land area is subject to erosion, this watershed-incred<g stales to a
large global C sink. Erosion by wind and water affects roughtlL®8 m? of land worldwide
(Jacinthe and Lal 2001) and moves 1-5 Pg-Gnjth more than 70% deposited terrestrially
(Stallard, 1998). As a result of the erosion effects on decomposition and NPP dedmileed a
recent studies have suggested that erosion results in a global ter@esirielof 0.25-1 Pg CYy

(Stallard 1998; Smith et al. 2005; Berhe et al. 2007; van Oost et al. 2007).

2.2.4.Parent Material

An analysis of worldwide data shows differences in carbon storage among pateridls)
in spite of the fact that it does not control for confounding factors such as sdfliake €t al.
1984) (Figure 4). Parent material—the mineral substrate at the inception déwsibpment—
has a variety of influences over SOM stocks. It affects the chemistry ritit)/ fef soil and thus
plant productivity (C inputs to soil); texture, which affects soil moisturentiete and thus both
productivity and decomposition; and clay content and mineralogy which affect SOM
stabilization. For example, soils developed on volcanic ash or rocks of basic pH often cont
more organic carbon than those formed on granitic or acidic parent materia{Harradine and
Jenny 1958; Marti and Badia 1995). Jenny (1980) found increasing C density with increasing
loess in soils developed on postglacial till, a pattern he ascribed to fineet@xgure 5).
Indeed, soil texture, particularly clay content, is positively correlatdd@vstorage in many
sites and is used as the proxy for mineral control of stabilization in most ecnsysnhodels.

The reliance on texture as a proxy for mineral stabilization is changingag@d}y, however.
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Recent studies suggest that storage and turnover are much more closelyoetateral
properties, in particular the poorly crystalline phases, than to tepeurse(Torn et al. 1997;
Masiello et al. 2004, Basile-Doelsch et al. 2005; Kleber et al. 2005). For exampéerad

forest soils derived from granitic vs. andesitic parent materials, thedtaited almost 50% more
C than did the granitic soils despite similar levels of clay and aggreghiléystalimate, and
vegetation (Rasmussen et al. 2005). Based on these and other recent studies, the amount of
mineral-associated C appears correlated with reactive iron and aluminbortinasige-order

minerals and humic complexes, and their interaction with aggregates.

2.25.Time

Soils develop over time. Solil profiles thicken and carbon stocks increase with timeland soi
age, during early-to-mid stages of development, but may decrease &®soitge highly
weathered. A chronosequence is a series of sites that vary in the period @fg¢maenich the
soil has developed, or since significant disturbance. In a state factoinexpierll the sites in
the chronosequence would have similar climate history, parent material, and,inclieged in
the study design, vegetation species. Such sequences have been constructeddesridened
by coastal uplift or rivers, glacier retreat, and volcanic deposits. A chronoseqonédtfawai’i,
developed on ash deposits of different ages (Chadwick et al. 1999) illustrates seea in
other, similar studies (Jahn et al. 1992; Percival et al. 2000). Soil organic carbomnukates for
the first several-hundred-thousand years of soil development, then declines irdvarisol
(older than a million years). The slow build up and subsequent decline of carbon has been
correlated with changes in the amount and type of soil minerals that can stakiliz (e.g.,

Oades 1989), for example in the amount of reactive iron and aluminum and non-crystalline,
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secondary minerals like allophane and imogolite, which have large reactiveesanéas and

stabilize organic compounds (Jahn et al. 1992; Torn et al. 1997; Masiello et al. 2004) EFigure

In many cases, the differences in C storage among soils developed on diffegent pa
materials decrease as soils reach great age (millions of yearspa&tulate that over millions of
years, the mineral content and the mineral-associated organic C contentrehtgels tends to

converge to a state predicted or constrained by climate.

2.2.6.0pportunities and Drawbacks to Gradient Studies and Other Approache

These state factors provide general rules for predicting how C inventory in gloiarw
across large regions and over long time scales. The largest organic C ygéotdd be in cool,
wet climates with high ecosystem productivity, on young volcanic sur{asas the Pacific
Northwest of the United States). The smallest C stocks should be found in hot, and gi
low productivity (as in deserts). Another observation, put forth by Jenny, is thatjttre ma
reservoirs of soil carbon change with latitude: at low latitudes, very dittthe total soil C is
stored in surface detritus and most of the C is in the mineral soil. At high latiglde litter
decay leads to large accumulations of detrital organic material andekléittle of the organic

C is in the mineral soil.

The approach of studying gradients is not without drawbacks. It is challengowate |
clean environmental gradients, meaning gradients with a minimum of confoundiaigitstri
For example, one of the problems in climate-gradient studies is thateclmatvegetation
cannot always be separated as independent variables across landscapealilithéasame tree
speciesMetrosideros polymorphaominates native forests in young to mature and mesic to wet
sites, and this is one reason that Hawai'i has proven a rich location for grawlikes.sFor

research relevant to anthropogenic environmental change, a fundamental drawhask o
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gradients is that they reflect gradual or long term influences rétherapid or transient
responses (Dunne et al. 2004). For example, relationships between soil C stocketaimreg
or climate across natural gradients have taken shape over relativelynhergrales. The
response of a soil to a rapid change in vegetation or climate may not be of the spmaed@ar
even in the same direction as that predicted from natural gradients. Fglextdne difference
in soil C stored at two elevations with a 3°C temperature difference may be ffeitendifrom
the change in C stocks that would occur if the higher elevation site warmed by 3AGndrad

years.

Experimental manipulations are useful not only for controlling variables of coboé also
for investigating short term responses to environmental change. They, too, have drawbacks
however. Field experiments may not run for long enough or encompass a large eeaugh ar
predict long term effects of environmental change. For example, themnslap of C stock to
soil temperature was negative during the first nine years of experimmartaing in a montane
meadow but positive along a local climate gradient. The C decline observed ipéhnenext
appears to have been a transient, process-rate response because concuyesningblant litter
guality may lead to increases soil C storage (Saleska et al. 2002). Anothesrdmif
ecological experiments is that they tend to use step changes in varigi#eshran matching the
gradual rate of expected changes (Shaver et al. 2000). Results from a scdtsystem
warming manipulations in Europe and North America indicate that (1) the saiper&tone
change can elicit different responses, depending on the initial climatecgebihemical
conditions of the system; (2) temperature affects ecosystems rapidlypeesprates and more
slowly via species composition and tissue chemistry; and, as a result (3gh#ude and

direction of the response can change over time.
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Finally, processes operating at larger spatial scales may contstbtage of C in soils.
Fire, for example, is as important a loss mechanism as decomposition for organicok
detrital layers in boreal forests (Harden et al. 2000). For fire-pronenedhe net status of the
land surface as a C sink or source depends as much on the area burned in a gigemythar a

responses of decomposition rates to weather variability in unburned areas.

3. TURNOVER TIME AND DYNAMICS OF SOIL ORGANIC MATTER

The chapter up to now has focused on the amount of C stored in soils. However, knowing
the amount of organic C in soil provides little insight into its roles in ecosysiectidn or
atmospheric feedbacks. For example, a large SOM reservoir that is dxtstaibée may provide
little in the way of plant-available nitrogen and may respond slowly to dictange. It is thus
important to understand not only how much C is stored in a reservoir, but also how rapidly the C
cycles. This is not a simple proposition, however, as SOM is a complex mixture of compounds
that cycle along a continuum of time scales from minutes to tens of thousandssof ye
Segregating SOM into discrete reservoirs with different turnover tiamesunderstanding their
relationship to biotic and soil conditions, is one of most important challenges for biogémihem
research today. This section summarizes some approaches and observatioaaltsdiostr

characterizing C dynamics in soails.

To lay the foundation for the following section on metrics, consider that the decomposition
flux from soil is a function of the soil C stock and its decay rate. More strjmgking,
decomposition of a homogeneous reservoir is treated as a linear, donor-controlledprocess
meaning that the amount of C decomposed is the product of the CGtark (M%), a
decomposition rate constaik ), and the time interval\, y). The change in soil C stock

between one time point and the next/dt) is the difference between the plant inplisaad
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decomposition output&C) over that period, or using the symbols in Appendii@'%t =1-kC

wheret = time (y) and = C inputs (g C M yY). The other concept we use frequently is turnover
time (r), which is simply the reciprocal of the decomposition rate constani(k). At steady
statetr = I/C and the soil C stock is the product of inputs and turnover time. The next section and

Appendix 2 expand on these definitions and applications.

3.1.METRICS OF CARBON DYNAMICS

It is very useful to think about biogeochemical reservoirs in terms of the tim@otns
describing their dynamics, or their mixing, transport, and age. Severaldegmsed to describe
these time constants. Rodhe (1992) identifies three key terms for expressiygaimecd of
cycling for geochemical reservoirs: turnover time, mean resideneednd average age; we
have adopted this terminology here. Although under certain conditions these terins may

equivalent, they often differ and it is important to understand the distinctions among them

Theturnover time (1) of a reservoir is its mixing or refresh rate, and is the time it would
take for the reservoir to completely empty if there were no further inputsolterit is a
measure of the first-order kinetics for decay< 1/k). At steady state (i.e., when inputs equal
losses), it is calculated as the inventory divided by the total inputs (or total outpilts)
reservoir. To calculate the turnover time for a soil C reservoir at sgtaidy we would divide
the mass of SOMQ) by the total carbon fluxe$) from the reservoir ot, = C/S Fluxes would

include decomposition to G@nd leaching of dissolved organic.

Theaverage residence timéalso,mean residence timer,) of C in the reservoir is the

average time spent in the reservoir by individual C atoms whendaegthe reservoir (as if
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they were polled on their way out). Finally, #neerage ag€t,) of C atoms in the reservoir is

the average time spent in the reservoir by all the atoms curneritly reservoir.

The distinction between these concepts is illustrated by the population of a cdwntry: t
averageageof the population might be 40 years while the measidence time or life
expectancy, might be twice that value. Human populations are not a simpleralsstrating
the concept ofurnover time as we described it above, however, because they are not
homogeneous in that all members do not have an equal probability of leaving atearijttins
population were homogeneous with respect to mortality and at steady stadteetuime would
be the population divided by the number of members who die each year (the stock divided by the

flux out).

In the simple scenario of a homogeneous SOM at steady state, the turnover time, mea
residence time, and average age of organic matter in the resenajuate, =t = 13). The
assumption of steady state is often reasonable for mature, undisturbed et®systenany
papers use the terms turnover time and residence time interchangeably. Htvweierarely
accurate because, not only are many studies looking at non-steady statasjtbhat because
the assumption of homogeneity in SOM is not commonly observed. In fact, it is rarefsthe
that all the C in a bulk soil sample will be homogenous with respect to turnover (., all
turning over at the same rate). It is thus recommended to divide SOM, physicattyaity, in
pools that can be treated as homogeneous. Otherwise, estimates of turnover time may be

misleading (Figure 6).

For example, Raich and Schlesinger (1992) calculated the turnover time for G insaug
C inventory (to 1 m depth, and including surface litter) divided by thgeb@ssion observed for

the same ecosystem (corrected assuming ~30% was root respiration andofi@ygémic



Torn, Swanston, Castanha, and Trumbore 19

matter decomposition). The turnover times they calculate ranged from 10 y catgyaisslands

to ~500 y for tundra and wetland environments, with a global average of 32 y.

Yet, radiocarbon measurements of SOM find that the average age of soil C is several
hundreds to thousands of years in temperate and some tropical systems. The apparent
contradiction with Raich and Schlesinger’s results may be explained if mib&t fdix of CQ
from the soil is derived from decomposition of “young” carbon, whereas much of thali@ges
in the soil is stabilized and decomposing only very slowly. In other words, instead gé £lar
reservoir with 10-year turnover in tropical grasslands, there is likelyall sservoir of annual-
cycling organic matter and a much larger one cycling on time scalesavkdgcades to a
century. The distinction is important if we want to predict the rate and magnitude relsponse
of these grassland soils to disturbances like management or climate changegekkrally,
guantifying decomposition rates and residence times for C in different compoundsadimh$oc

in the soils is an important research area.

What are the time scales of soil carbon cycling? As stated above, soilcargater cycles
on a continuum of time scales. A continuous distribution of decomposition rates, however, is
difficult to constrain using field or laboratory measurements. There is ¢a@ageeament that the
distribution of SOM decomposition rates tends to cluster at three very diffenensd¢ales: sub-
annual, decadal-century, and longer. Root exudates, microbial cell contents and doiiteefres
compounds decompose on time scales of hours to months to years, and are refethed to as
“active pool.” Highly stabilized organic matter, typically associatéti mineral surfaces or
very stable aggregates, persists in soils for thousands of years and isfefted to as the
“passive” or “millennial cycling” C pool. The remaining “intermediate” do%8’ C has turnover

times in the range of decades to centuries, and may consist of structural compbplamts
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more resistant to decay, or organic compounds that have been stabilized bytioeatias with
soil minerals or aggregate structures. While these pools are broad categirimany
exceptions, they have proven useful for many kinds of experimental and modeling studies
(Figure 7). We will divide our discussion of C dynamics by the time scale invaived i

decomposition.

3.2.OBSERVATIONAL CONSTRAINTS FOR DETERMINING SOIL CARBON
DYNAMICS

No single satisfactory method yet exists by which to separate soil GHooomplex soil
matrix into discrete components with different turnover times. Instead, sgih@nics are
deduced using many constraints, including: physical and chemical fraionfbrganic
matter, field and laboratory decomposition studies, measures of C fluxes into afdheusoil,
measurements ofC in soils sampled at various times before and after the peak of atmospheric
nuclear weapons testing, changes in‘tGecontent of SOM following a vegetation change from
plants with G to G, photosynthetic pathways, additions'd andC tracers, and
measurements of changes in the total amount of C in soils of different age orrfgllowi
disturbance. Each of these approaches is suitable for studying differentdleseddcsoil
cycling, and combining two or more often forms the most powerful means of elugi@atin

dynamics. Here we discuss the use and limitations of some of the most commonteggoroac

3.2.1.Litter Decomposition Experiments

The rate of mass loss of fresh plant litter may be used to estimatddit@mposition rates,

assuming first order kinetics:

dM/ — i b= 11 M
I =—kM; k=t |n( %/IOJ
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whereMg is initial litter mass ani¥l; is mass at timeafter deployment. Unless one is tracking
isotopically labeled material (see next section), this method is conaplibgitthe need for a
litter-containment system that keeps litter fragments in while aligwoil fauna to move in and
out (e.g., Harmon et al. 1999), which may create artifacts. Neverthdiesddigs are a widely

accepted method of quantifying and comparing litter decay rates.

Most litter-bag experiments in temperate and tropical ecosystems slatiwely rapid
initial rates of loss, followed by slower decomposition of the remaining, moaéciteant
compounds (with the absolute rates depending on climate, substrate propertiaanapihd
soil properties) (Moore et al. 2007; Parton et al. 2007; Zhang et al. 2008). Moreovamerjser
using carbon isotopes to follow specific decomposition pathways (Osono et al. 2008) have
shown that, while most of the plant litter C decomposes rapidly, a portion is incorporated int
components that are stable and persist for many years (Hanson et al. 2005)r& hestfould
not be assumed that labile plant litter, or plant litter with rapid rates cflidégradation will
also produce SOM with rapid turnover rates. Indeed, C dynamics in aboveground litter vs.
mineral soil may bear little resemblance, reflecting the effectnicrobial transformations as
well as fundamental differences in biotic and abiotic conditions. In fact, althitegldecay
rates for different plant functional types have been used to parameterize ongéeicturnover
in most ecosystem soil C models, the link between litter quality and SOM turnovmell

established.

3.2.2.Laboratory Incubations

Laboratory incubations provide a controlled environment for characterizing and raognpa
C and nutrient dynamics in isolated soils. While subject to artifacts, theydid@one way to

guantify the amount of fast-turnover C in soils (Paul et al. 2001). Most often, soitcabated
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in jars (Stotzky 1965; Hart et al. 1994) or microlysimeters (Nadelhofféd)18%cubations have

been used to estimate C mean residence times (Torn et al. 2005; Paul et al. 20@6)léyd s
(Whalen et al. 2000; Swanston et al. 2002), interactions of SOM and various nutrients (Zak et a
1993; Swanston et al. 2004; Torn et al. 2005), and the influence of temperature and moisture on
SOM decomposition (Reichstein et al. 2005; Dutta et al. 2006). However, the isolation that
allows for controlled conditions also introduces artifacts. Specificallyalteeed microclimate,

soil disturbance, and lack of continued plant inputs associated with incubations cagses aman
substrate quality, microbial communities, and decay rates. We suggeghileahcubations are
useful for comparative and process-level investigations it is generallyisable to extrapolate

rates from the lab to ecological settings.

3.2.3.Soil Respiration

Soil respiration, C@flux from soils to atmosphere, is a fundamental flow in the terrestrial
carbon cycle and the primary way that carbon moves from ecosystems back mooehate.
Soil respiration is one of the largest fluxes in the global carbon cycle, at 50—80 R¢r&ich
and Schlesinger 1992; Potter et al. 1993; Schimel 1995). Since the annual exchange of C
between the soil and atmosphere is so large (by comparison, fossil fuel asedééss than 8
Pg C in 2007), interannual variability in soil respiration is an important sourceiatioain the
rate of increase in atmospheric £@rumbore et al. 1995). In most ecosystems, soil respiration
makes up >50% of total ecosystem respiration. To estimate global pattermdeictives at
steady state total ecosystem respiration roughly equals gross ppraduogtivity, and
heterotrophic respiration roughly equals net primary productivity (becasseady state the flux

of plant inputs is matched by the flux of decomposition). Soil respiration thus vaties w
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latitude, from 80 g C My’ in deserts to 800—2000 g C’ry* in tropical forests (Raich and

Potter 1995; Raich and Schlesinger, 1992; Schlesinger, 1977; Trumbore et al., 1995).

The most common method of measuring soil respiration is to place a chamber e the
and measure the change in headspacedB@centration. This may be done rapidly and
accurately by using a chamber connected to a portable infrared gas arsalghes that made
by LI-COR, Inc. For longer incubation times of 15-60 minutes, syringe sarapleeadspace air
can be collected and analyzed with a gas chromatograph. For a continuous 24-hour
measurement, headspace&@n trapped in soda lime in the chamber. The longer incubation
times likely create artifacts in the flux measurements. Eddy conarimethods measure net
ecosystem carbon exchange (the difference between all photosynthesspaadioa in their
footprint) and provide data to constrain models of soil respiration. If they aredowatr a bare

field or below the plant canopy they measure soil respiration directly.

Despite its importance in ecosystem C fluxes, soil respiration haationg as a constraint
on SOM turnover for two main reasons. First, it is difficult to partition soil ragpn into its
two sources: (1) decomposition of SOM by microbes (heterotrophic respiratmii?)a
respiration from live plant roots (autotrophic respiration) (Kuzyakov 2006). As &, r&sul
increase in soil respiration may indicate not only an increase in SOM dectorpbst also an
increase in root respiration. Second, it is likely that in most soils only a sawibh of total
SOM contributes to heterotrophic respiration. As a result, respiration measusgonovide
information about the dynamic fraction of SOM (particularly when combined@th
measurements of respiration) but do not provide information about the large, stable posls unles
they are destabilized and contribute to respiration (detectablé‘®ifh respiration

measurements). Attributing the sources of respiration from different &8&Avoirs, which may
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respond differently to climatic variables, is not currently attainable ¢ivr@G flux
measurements alone. Changes in atmospheria@@®climate will affect autotrophic and
heterotrophic respiration in different ways (Kuzyakov 2006). To use soil respiration
measurements to help understand the effects of climate change on SOM turnover wrsangt pr

productivity (NPP)n sity, respiration must be partitioned.

Approaches to partitioning soil respiration typically involve some combination of (1)
physically separating respiration sources (e.g., separating rootsil and measuring
respiration of roots and root-free soil), (2) stimulating or suppressing rispisaurces (e.g.,
adding glucose to stimulate microbes or trenching or girdling to reduce spatten), and/or
(3) isotopically labeling respiration sources (e.g., pulse labeling ofendlahts or growing £
plants in soil produced under, €egetation, combined with measuring the isotopic content of
soil respiration) (Kuzyakov and Larionova 2005). Most of these approaches have been used i
laboratory or greenhouse experiments rather ithaitu. In both the lab and field, it is difficult to
avoid disturbance of plant carbon flows or soil structure that unintentionally attexbmal
activity and CQ flux rates. Nevertheless, these techniques provide valuable constraints on

relative fluxes and the effects of environmental variables on them.

3.2.4.1sotopic Tools: Tracers

Carbon has three stable or long-lived isotopes: 98.9% of earth¥C, is1.1% is=C (a
stable isotope) and about 1 in‘f@arbon atoms i&'C. By enriching or depleting the ratios of
the rare isotopes in plants, plant litter, or other organic material put in soil, isibleds follow
the pulse of altered isotopic ratios (and the carbon compounds they were assottiatzsithey

move through the system.
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Carbon isotopic tracers can be an effective means of characterizing\@irssthat cycle
on sub-daily to decadal time scales. Because of the high cost of isotopizatlyed material
and the logistical difficulty of labeling large trees or large arémese studies typically take place
in fairly small plots. A notable exception are the free-aip EQrichment (FACE) experiments,
which maintain elevated levels of atmospheric,@QOopen-air sites that are up to 30 m in
diameter. If the elevated G@& supplied by a fossil source, the elevated-tc€éatment
atmosphere is isotopically depleted in bbtb (approximatelp*C of -21%. as compared to -
8%o) and™'C (AC of -1000%. as compared to approximately -60%.). For example, Jastrow et al.
(2005) analyzed the deplet&C pulse in SOM fractions to show accumulation of SOM in
elevated CQtreatments at several FACE sites. Another exception is the EnrichegrB8aicé
Isotope Study (EBIS) at Oak Ridge National Laboratory in Oak Ridge, Teenéksa
(Trumbore et al. 2002). EBIS investigators used a combination of a stand-level faaocar
enrichment and a reciprocal litter transplant from a forest stand wahthiat had near-
background“C levels, to partition sources of soil respiration (Cisneros-Dozal et al. 2006) a

investigate SOM dynamics (Hanson et al. 2005; Swanston et al. 2005).

3.2.5.Natural Abundance Stable Carbon Isotopes'{C)

There are trends iHC of plant, litter, and organic constituents in soil that can be used to
investigate carbon cycling, but to date the trends have proven too subtle, variatigyhtao hi
mechanisms too poorly understood to exploit these patterns definitively *thef plant litter
and particulate SOM is typically close to that of the plant source, whileahiagsociated SOM
is often 1-3%o higher (more enriched). Within the profile,dH€ of bulk soil increases by 1-
3%o with increasing depth and decreasing particulate SOM. Comparisons of 100 y old and

modern soil profiles shows that the increasE@with depth is not due to fossil fuel effects
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(Torn et al. 2002), but there is ongoing discussion regarding whether these teccaissad by
microbial discrimination or selective preservation of plant compounds (Dijksataz006;
Mikutta et al. 2006) and resolution of these questions may be difficult using only natural

abundance stable isotopes and non-manipulated systems.

Due to differences in their photosynthetic pathwaysa@l G plant biomass have different
13C/%C ratios (G:8™C = -27%o0; C:5'°C =~ -13%0; Still et al. 2003). Where a vegetation change
from Gz to G, plants (or vice-versa) has occurred, the rate of chang€tC ratios in SOM
will give an idea of the turnover time of SOM (Balesdent et al. 1988; Veldkamp 1994). This
method has been used most commonly in tropical pastures whgrasSes have replaceg C
dominated forest, and in the agricultural sites whermélze has replaced native fOrest.

While generally a very useful method, there are two main limitationgtdiom: (1) it cannot be
used to study soils that have not undergone a vegetation change; and (2) it reqdides care
measurement of C inventory changes in disturbed versus undisturbed soils. Thass atte
complicated by plowing, discing, and/or erosion of the pasture soils, as wdlleasnit

uncertainty in bulk density determinations.

3.2.6.Radiocarbon

Radiocarbon’(C) is unstable, with a half-life of 5,730 y, and decays by emission of an
electron to formt*N. It is continuously produced in the upper atmosphere by interactions of high-
energy cosmic rays with the upper atmosphere *®és oxidized td“CO, within a few weeks,
and mixed into the troposphere (the lower, well-mixed part of the atmosphere),itwheéaken

up by plants during photosynthesis and exchanges with the surface waters of the ocean.

If a C reservoir ceases to actively exchatfg@ewith the atmosphere, th& content of the

reservoir will begin to decrease because of radioactive decay. This isfosstuldying very
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stable C pools in soils, since they reside long enough for significant det'&tofoccur. In this
case, the mor€'C-depleted a soil fraction is, the slower the turnover of the C is (even if the soil
fraction also contains some faster-cycling components; Mikutta et al. 2006s®oblal. 2006).

The longest time scales that can be addressed{@itim this way are on the order of 60,000 y.

Atmospheric thermonuclear weapons testing, which peaked in 1963, approximately doubled
the amount of“C in the atmosphere (Figure 8). Atmosphéf20, levels have been decreasing
rapidly since then, because of atmospheric exchange with terrestriat@anic C reservoirs.
This “bomb”*“C spike provides a global isotopic tracer for the C cycle, although stillaever
orders of magnitude below levels®€ used in most small-scaféC-tracer studies. The amount
of bomb*C found in SOM provides a direct measure of the amount of fast-cycling
(active+slow) SOM. The most straightforward application is to comparéGheontent of SOM
sampled prior to 1960 with that of contemporary samples from the same location (Teumbor
1993; Trumbore 2000). Where no archived soils are available, however, radiocarbon
measurements must be combined with other observational constraints to sepaaaliecagoon
signature of rapidly cycling from very refractory organic matter. Tine 8cales of C turnover

that may be addressed using bofi® range from ~4 to ~100 y.

The'C content of soil respiration leaving the soil can be measured using trappedair fr
the headspace of a chamber (D6orr and Munnich 1986; Gaudinski et al. 2000). To the extent that
14, . . .

C reflects recently fixed C versus C fixed years-to-decades @0, measurements provide a
useful tool for partitioning the sources of soil respiration (autotrophic plantagspiversus
heterotrophic microbial respiration) and the turnover times of the decomposingcargster
that contributes the most to soil respiration (Torn et al. 2005). Working in tempexsséagd

and forest, Dérr and Miinnich (1986) found significant seasonal differences'fic tbentent of
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total soil respiration, with summer emissions dominated by recently fasbdr, and winter
fluxes by carbon fixed up to several decades previously (which likely indizdiigber
proportion of autotrophic respiration in the growing season as well as seasogglscimatine

substrate for decomposition).

In summary, natural abundance radiocarbon is a powerful tool because it can be used in
mature and undisturbed ecosystems (as well as in younger or disturbed onespaasd ibean
be used to quantify turnover times across a range of time scales. Inrfet,be the only tracer
for stable, or slow-cycling C pools. The radiocarbon content, along with additionalacotss
regarding, for example, the relative proportions of fast and slow cycling, $&ivbe used to
model turnover times. Appendices 1 and 2 contain more thorough exploration of radiocarbon

methods and applications to SOM studies.

3.2.7.Fractionation of Soil Organic Matter

There are numerous approaches to separating SOM pools for analysis, witlsgocalireg
number of underlying conceptual frameworks. The objective of fractionation idyususdduce
the chemical, physical, and/or C-cycling time variation in the fractions e pa the bulk soil.
Nonetheless, most isolated SOM fractions are operationally defined and remaiara of
heterogeneous compounds from multiple sources. The near-term challeng® isnaba single,
universal method that will characterize all SOM pools in all soil types, betihsd understand
what kind of information is provided by each method for the scientific questions @&sintéhe
most common methods of fractionating SOM are chemical (humic/fulvic $eparacid

hydrolysis), density, size, and aggregate.

Humic and fulvic acids are isolated by extracting the soil with alkali, thubitialng the

acids from the humin, and then treating the extract with acid to separate tteeaimdnfilvic
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acids. ldeally, this method separates SOM by chemical characterstivhich the humic
fraction contains compounds with a higher degree of polymerization, molecular vegidt@

and oxygen concentration compared to those in the fulvic fraction (e.g., Stevenson 1994). As
such, these fractions may provide “signatures” for soils, perhaps varyingaatiths such as
vegetation and management (Miglierina and Rosell 1995). Chemical separatwasriezave
significant drawbacks. Primarily, the harsher treatments can form new compsumeld as
solubilize and extract them. Extraction with NaOH can separate somedignved aromatic C,
depositing it into the humic acid while the remainder is left in the humin (Kogel-lenabml.
1991). Most polysaccharides would presumably reside in the fulvic fraction. Thus, although
these C structures are related spatially and biologically in the soiljadractionation
procedures can separate them into several fractions, potentially obscurnirngtineicted roles

in soil C cycling. Another common chemical separation is acid hydrolysis, usedate isl-rich
compounds (including proteins and nucleic acids), polysaccharides, and other chdahbgally
SOM from acid resistant material such as aromatics and long-chain igspliul et al. 2001).
More recently, ultraviolet radiation and chemica}@d or NaOCIl) methods have been used to
oxidize some organic matter and leave behind less reactive, and radiocarlvporghi@gc
residues (Krull et al. 2006; Mikutta et al. 2006; Zimmermann et al. 2007). In two dearsr
NaOCI appears to cause less mineral alteration and yield an older Qidnfithan does HCI
(Mikutta et al. 2006; Zimmermann et al. 2007). These approaches use cheautaityeof
organic matter as a proxy for readiness to microbial degradation, rathertémaptitg to

separate material of different chemigbgr se

Physical soil fractionation methods such as density, size, and aggregationsotateo i

pools of SOM based upon their degree of organomineral interaction, the extent ofgirotect
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within aggregates, and the size and location of the aggregates. Densiby&taan takes
advantage of the differences in density between particulate organic arattmineral-
associated organic matter. The basic approach is that a light fractiontes toea dense liquid
and the denser, or heavy fraction, sinks (Strickland 1987; Sollins et al. 1999). Thebgbn

is typically less degraded, more plant-like, and of more recent origin than thth€mineral-
associated heavy fraction (Gregorich et al. 1996; Trumbore and Zheng 19@f8)jn@okl.
(1994a) modified this technique to separate the ‘free’, unprotected light fracsipriien
disrupted aggregates to separate the “occluded”, aggregate-protecteddtybmn ffrom the
dense fraction. Radiocarbon measurements show that the occluded light fractiomecan ha
slower turnover time than the heavy fraction (Rasmussen et al. 2005; Swanston et al't#005)
heavy fraction can be further separated by increasing density, gewyehligg older, but
smaller, organomineral pools (Golchin et al. 1994b; Sollins et al. 2006). There iscevitat
aggregate dispersion may redistribute C and N between fractions (Cansh28®el| Baisden et
al. 2002), and some C and N (1-15%) is typically lost during these procedurest(Bvedrad.
2004; Crow et al. 2007; Castanha et al. 2008). However, density separation does produce
fractions with distinct C, N, and isotopic composition, and appears to reveal the trends in
mineral-associated SOM as well as provide some information about protectioricofi izt

organic matter in macro- and microaggregates (Golchin et al. 1994a; 1994b).

Particle size fractionation is based on the concept that as organic mdégraded and
interacts with minerals, particle size decreases (Tiessen andr618983a; Christensen 1992).
Variations in size-fraction methods exist (e.g., Christensen, 1992), but soilpiaadiyy
dispersed sonically, by shaking with glass beads, or chemically with he#drsphate, and the

resulting soil slurry is passed through a series of decreasing sievasizeentrifuged to isolate
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fine fractions. Although there are some trends with particle size, it is\atlenethat C pools
separated by size are composed of multiple, chemically protected or bioalhgneicalcitrant
pools with differing residence times that may be classified as adarwitiorigin, chemical
composition, and mineralogical interactions (Schmidt and Kogel-Knabner 2002; Kiem and
Kogel-Knabner 2003). Size separation can be particularly useful in separating ongteir
into distinctive chemical pools in organic horizons, in other words where no minéiazaten
is occurring, with material <63 micron of predominantly microbial origin and laiges made

up of plant material (Grandy and Neff 2008).

The goal of aggregate-based soil fractionation is to isolate C pools accordinig to the
location in different soil physical structures, based on a conceptual modddibz atian of C
inputs in microaggregates that cycle with macroaggregates (e.g., OadeSdadin et al.
1994b; Jastrow et al. 1998; Six et al. 2000a; Six et al. 2000b). Based in part on work by Golchin
et al. (1994b) and Cambardella and Elliot (1994), Six et al. (2000a) developed a friactionat
scheme designed to separately isolate SOM found inside and between aggriediffierent
sizes and stabilities. Physical isolation of intact microaggregatésding those located within
macroaggregates, followed by their dispersion provides quantitative informatisevieral
process steps related to SOC cycling. Unfortunately, this method does not hedpicebtem of

losing C and N during the separation and rinsing process (Chan 2001; Moran et al. 2005).

3.2.8.Microbial Fractionations

Microbes ultimately determine what organic compounds will be metabolized $n soill
Trumbore (2000) demonstrated that C respired from soils is younger thanahegeeof C in
organic matter. Measures of radiocarbon in classes of phospholipid fatty acids tahiahi

cell walls, however, show that microbes consume C substrates with a raf@egés. Similar
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results have been observed whitB and*N labeled litter added to soil (Bird and Torn 2006).
Combining microbial biomarkers with isotopic analysis is a promising technique beyond

the scope of this chapter to cover adequately.

3.3.SOIL CARBON STOCK AND BULK DENSITY

The stock of organic matter in soil is one of the most fundamental constraints onesstimat
of turnover time and tests for models that predict storage or turnover time. The amount of
organic carbon stored in a soil profile is calculated from measurements ofity dadsbulk

density (BD) by horizons or depth intervalsas follows:

. gcj : . (g soilj l{ gCJ
C inventory] =— |= Bulk Density | =—— |x Carbon Densit depth(cm) x (1- fr gravel)
y{cm2 Z ¥ cn’ . g soil x depth(em) x ( d )

horizon=i

The well established methods for measuring and reporting C density need no ielaborat
here. Bulk density, the dry weight of a known volume of soil, including pore space, ipla sim
concept that is difficult to measure. Bulk density values can vary by a tdatatepending, for
example, on soil OM content, depth, and compaction. Because it varies and because
measurement is difficult to do precisely, the largest uncertainties imdeiteg C stock in a soll
profile usually come from estimates of bulk density and the volume of soil thalvisl.gThe last
term in the equation above is a correction for stones and gravel greater than 2 ametermli
also called the coarse fraction or gravel fraction. It is difficult to repibbucollect a precise

volume of soil and in many studies bulk density simply has not been measured at alll.

In addition to expressing soil C stocks on an areal basis, it may be preferaidalgobr
for comparisons of C stocks due land use changes that alter bulk density, to e{p€essosks

on an equivalent mass basis. This approach, nicely explained by Ellert et al. (20@lgsdara
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depth giving aconstant mass of sail all locations or time points, rather thacoastant depth of

soil. Calculating the required depth requires bulk density measurements.

There are several new situ soil carbon measurement techniques undergoing field testing.
Some devices, such as those using a neutron generator, measure total C akomowmhodepth
and as a result do not require a bulk density measurement (L. Wielopolski, personal
communication). In addition, such in-situ and non-invasive techniques would allow the same
location to be measured repeatedly. However, for the time being, and likely fpr man
applications in the future, the importance of carefully measuring bulk deasitot be

overstated.

Large plant fragments and organic mats are often excluded from estohatsisC stocks,
either during sample collection or during sieving at 2 mm. The traditional focag stience
on the ‘fine soil,” however, is not adequate in the context of carbon management, where a
complete accounting of organic carbon is desirable. Researchers are adagismgitpanded
perspective by developing new protocols and expectations for the reporting of soil

characteristics.

4. IMPORTANT CONTROLS OF SOIL CARBON DYNAMICS

Definition of three terms that are commonly used interchangeably but nonetheless have
distinct meanings will aid our discussion of the controls of soil C dynamics. Indsegeneral
sense, rocessis a series of steps leading to a result; in the context of carbon cyclingsulte re
is the stabilization or destabilization of carborm&chanismis the crucial step in the process,
or the physicochemical condition or transformation that most distinctly reswésbon
stabilization or destabilization. éontrol is something that exerts an exceptionally strong

influence on a process, rendering mechanisms more or less effective.
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Soil C dynamics are the integration of myriad processes leading tiizstadm or
destabilization of SOM. Sollins et al. (1996) describe SOM cycling withindheext of
proximal and distal influences; that is, mechanisms that have an immedia¢ace on C
stability and flux (e.g., molecular recalcitrance, mineral and organiaatiens, and
accessibility) ranging to controls with a distal and more general infl{eng.e the state factors,
‘cloprt’). This conceptual hierarchy is a useful framework in which to charethganships of
the numerous influences on soil C turnover. One subtlety is that a proximal influence
(mechanism) is not necessarily the dominant factor in C stabilization, norsiskiiiluence
necessarily a minor factor. We suggest that there is no universally domircramsen or
control on SOM dynamics. Instead, we consider different controls, and what faetcesa

particular mechanism more important or effective in one place but not another.

4.1. MECHANISMS OF STABILIZATION

A physical or chemical condition that renders SOM less susceptible tdiafievatransport
(i.e., more stable) is a mechanism of stabilization. The assumed mode dbaltsraften
microbial activity, although this is not always explicit. A great deal of thbhgs gone into
defining and comparing the dominant mechanisms that affect C stability, andzorgahem
into a limited number of broad categories (Sollins et al. 1996; Baldock and Skjemstad 2000;
Krull et al. 2003; Lutzow et al. 2006). Additionally, researchers have sought to idéstify t
dominant mechanisms of long-term stabilization, leading some to focus on the inherent
molecular recalcitrance of organic molecules (Krull et al. 2003), and athersneral
interaction and protection as the fundamental controls (Van Veen and Kuikman 1990; Liiitzow e
al. 2006). Here we describe several categories of stabilization mechdargrely, adapted from

Sollins et al. (1996), and place them within the context of climate, ecology, and mamage



Torn, Swanston, Castanha, and Trumbore 35

4.1.1.Recalcitrance

We use the term ‘recalcitrance’ to refer specifically to the inhenehecular characteristics
of SOM that contribute to resistance to microbially mediated degradatibim\&isoil
environment (Sollins et al. 1996). Aliphatic (e.g., lipids, waxes) and aryl (e.gcoethar
compounds tend to have the longest turnover times in many soils (Hamer et al. 260 &d
Schmidt 2006), and are often considered to be more recalcitrant than other organic compounds.
Attention to the compounds that have been labeled as recalcitrant in different sdiesémti
ecosystems, however, suggests that molecular characteristics ncaypvey inherent (i.e.,
universal) stability, but rather recalcitrance may be more contextfispét) whether a
particular turnover time is considered “stable” depends on the cyclingofaddser SOM pools
in the same soil or region and (2) the same compounds may be more or lessamictilait each
other in different environments, depending on controls. A recent review concludétktieat
increasing evidence that selective preservation of plant compounds is noampartsoil C
storage (Lutzow et al. 2008). Black carbon, organic matter transformed by gijooljzemains
a candidate for recalcitrance. Comparing a grassland, woodland, and subtrogfimadsiin
Australia, Krull et al. (2006) concluded that although the woodland and rainforest htedt grea
aggregate and mineral protective capacity, respectively, the grasspguaited a larger
reservoir of more stable carbon due to frequent inputs of charcoal from regadahn a Russian
Steppe soil, on the other hand, black carbon had a profile-total turnover time of less than 300 vy,

which was faster than turnover of the bulk soil organic matter. (Hammes et al.,9n pres

4.1.2.Mineral associations

Direct association between organic C and primary and secondary mineralsnoladis

H-bonding, van der Waals forces, ligand exchange, cation bridging, and metal cdioplexa
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(e.g., v. Lutzow et al. 2006). Multiple layers of organic C may range outward fromitieeal
surface with decreasing strength of association, and the outer layernsusdetthe most

actively cycling of the mineral-stabilized C (Sollins et al. 2006; Klebed. 2007; Rillig et al.
2007). The cleavage of the innermost bonds may often prove energetically unfavorabtg, raisi
the possibility that it is actually mineral dissolution or evolution that resuttestabilization of
the SOM at the mineral surface instead of direct degradation. Along a chromesenue
Hawali'i, Torn et al. (1997) found that soil C content and radiocarbon abundance wergebrrel
with the changing soil mineralogy. They concluded that as metastable ntadhorysninerals
transition into crystalline clays that have lower surface area and dtemgiy, their ability to
stabilize SOM is reduced. In this warm, humid ecosystem, mineral asso@ppears to be the
dominant control on long-term SOM stability. For more systematic treatroemtschanisms at

the mineral or root interface, see Kleber et al. (2007) and Rillig et al7Y200

4.1.3.Accessibility

Physical protection that precludes microbial and enzymatic access to Spperarve a
substrate that would otherwise be rapidly degraded. This type of protectioyeiy & function
of soil structure, occurring primarily within meso- and microaggreggiees with spaces or
entrances too small for soil organisms or enzymes to pass (Oades 1988; Mhy20@t;
Strong et al. 2004). Additionally, highly tortuous diffusional paths may reduce thatyiabil
bacterial ‘foraging’ using enzymes, potentially reducing the likelihood thatvagedegradable
SOM is degraded (e.g., Vetter et al. 1998). The influence of aggregatdiprotam readily be
seen in grassland soils under different regimes of physical disturbangep@étasystems
aggregate disruption by tillage is usually the foremost cause of soil C lgsSiteet al. 2002).

Yet soil structure is intimately related to soil texture and mineyalognef et al. (2004) looked
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at conventional tillage and no-tillage cropping systems across seviésalish differing clay
mineralogies. While total SOM storage and aggregate stability appearedsspbmated with
mineralogy, >90% of the SOM loss related to conventional tillage in all sagsagsociated with
a single size class of microaggregates that were isolated from wadikrimacroaggregates.
Direct mineral association appeared to be a dominant mechanism of longdateitrnagion, but a
shorter-term mechanism of stabilization was the limitation of acckgsibi these intensively
managed ecosystems, the mode of field preparation can thus become a major control on C

stabilization by influencing accessibility to occluded SOM.

4.1.4.Biotic suppression and climatic stabilization

Organic C in soils does not simply cycle; ratl&rs cycled by biological activitylhe
mechanisms described above ultimately relate to the ability of soil ongatasaccess and
degrade SOM. However, if the organisms themselves are in some way supreskav
activity of the soil microbiota becomes the effective mechanism of stioliz Biotic
suppression, and consequent C stabilization, may thus occur through conditions such as O
limitation (e.g., flooding), desiccation (e.g., desert environments), extreme ongedl cold
(e.g., boreal and arctic systems), nutrient imbalances (e.g. N concentvdéldrop and Zak
2006), and excessively high or low pH (e.g., mine spoils). Some of these ecosysteinighav
enough NPP to result in significant SOM accumulation, such as in peat bogs (Sahi20et)
and boreal forests (Harden et al. 2000). A major concern about climate chdregeatitions
may become more favorable to microbial activity, possibly leading tolikztion of large
guantities of SOM that are currently protected by conditions that suppressabtotity
(Freeman et al. 2001) and fueling positive feedbacks to global warming (ChabiB0&tCa

Kirschbaum 2000; Davidson and Janssens 2006; Davidson 2006; Torn and Harte 2006).
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4.2. MECHANISMS OF DESTABILIZATION

Just as mechanisms of stabilization cause greater SOM stability, nszobanii
destabilization render SOM more susceptible to alteration or transport. iBigidef they in
some way reduce or eliminate the efficacy of the mechanisms of z#bili (e.g., Sollins et al.
1996).The controls on destabilization typically promotstarbances that expose SOM, or
otherwise foster a physical environment more adagexdus to microbial or faunal degradation
of SOM.In general, the factors that control (enhance) destabilization promote disestihat
expose SOM or otherwise foster a physical environment more advantageous toargerdbi
meso-faunal degradation of SOM. Examples of natural and anthropogenic soil digturbanc
include tilling (Six et al. 1999), freeze/thaw and shrink/swell cycles (Detrad. 2001), erosion
and mass wasting (Harden et al. 1999), bioturbation (Stork and Eggleton 1992), windthrow
(Kramer et al. 2004), and fire (Harden et al. 2000). The degradation of a sul@strateccact as
a mechanism for further destabilization through the production of more labile bgpsod
Degradation can be from biotic or abiotic sources, such as faunal degrddatiooef and
Brussaard 1990), microbial degradation and extracellular enzymatidiahig@airney and
Burke 1998), and photo-degradation (Zepp et al. 2003). As a sign of the complexity of soils,
destabilization often happens concurrently with stabilization. Even as a compouncdedenyr
transported, some byproducts may be generated that are more stable (@ $tebidimed more

readily) than the original compound (e.g., Wolters 2000).

4.3. TEMPORAL AND SPATIAL SCALES OF CARBON CYCLING

As the scale of analysis moves from centuries to years or hours, and from tegraisrs
or microns, the relevant controls, processes, and mechanisms also change. A domiduat contr

a millennial time scale may be largely irrelevant for hourly variatizst,as a mechanism that
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explains patterns at the scale of a field plot may shed no light on processesigetbheaclay
micelle. In this chapter, we have tried to acknowledge the complexity of thal gpatitemporal
dynamics of carbon cycling by considering controls, processes, and mechansspwnt in
space within the context of time, as well as at a point in time but across spaliésl. Possible
examples are numerous and generalizations prone to exception; nonetheless, avéeoff

hypotheses to encourage further discussion and debate of the controls on carbon turnover.

Over large spatial scales or among biomes, climate tends to dominate C budgetanbart
at the extremes of temperature and moisture—for example tundra and deseris-gichet t
effects of these extremes on plant production and microbial processes. Withtermosrate
regions, more complex relationships among state factors, processes, meclanissoale exist
that are not easily generalized across the landscape. Seasonal clineates such as summer
drought and winter cold can exert strong controls over C cycling through influencanon pl
productivity and biotic suppression. At the field scale, vegetation and topography tend to be
dominant controls by determining C inputs and strongly influencing hydrologyiarma mgpint
in time. Over long time periods, however, mineralogy influences both vegetation and pbyyogra
through soil development. In the surface soil, which receives most plant C inpussjlaitte
and recalcitrance provide greater constraints on surface soil C thatedd mineral
interactions, even though mineral interactions lead to the most stable C theéhdes less C
deeper in the soil profile, more of the deep C is stabilized through mineral fitesagvhich
become the dominant mechanism of stabilization in that part of the profile. Theyprima
mechanisms of stabilization in the rooting zone, accessibility and reaateifneflect the
dynamic nature of C inputs and soil moisture. The relative importance of thesamsens will

vary greatly with ecosystem properties and management, accessibigydoeninant except in
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regions with high char inputs. Organo-mineral interactions, especiallintrer 1ayer’

molecules, tend to stabilize C for much longer time spans, 100s to 1000s of years, and are
associated with the most stable C throughout the profile. At the scale of thalmuréce

itself, broad mechanisms like mineral associations take on the nature ospsy@esl finer-
scale mechanisms like charge density of the mineral, polarity and strottine molecule, and

the density of the pore water, most directly result in C stabilization.

5. RESPONSES OF SOIL ORGANIC MATTER TO GLOBAL ENVIRONMENTAL
CHANGE

Human activities can have profound consequences for soil carbon cycling.eGlimaape,
nitrogen deposition, elevated atmospheric, €@ncentrations and other atmospheric changes,
land use and land cover change, and altered disturbance regimes are all havasmancre
influence on plant productivity, soil decomposition rates, and soil carbon storage. Aighe m
basic level, changes in soil carbon stocks and net transferdb€@@een soil and atmosphere
will depend on the balance between plant productivity and soil organic matter ded@mnposi

and how global change factors affect these flows.

5.1.PRODUCTIVITY AND SOIL CARBON STORAGE

Plant productivity is determined by factors such as plant species compositistyre soll
fertility, growing season length, and solar radiation—many of which &etafl by human
activities. All else equal, increases in primary productivity and productioraof fssues will
lead to increases in soil C stock, while decreases will lead to decreasé<irstock. The rate
of change in soil C stock is determined by the difference between C inputs and ostpugt$, a

as the turnover times of the soil C, which are often not known. Here we review brieflpimawv s
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environmental factors are expected to alter productivity and explore how tbis effiestock

depend on the number of soil carbon pools and their turnover times.

Elevated CQ@can enhance plant growth, albeit with uncertain efficacy and duration, while
the accompanying climate change will have variable effects on NPP chlgsed climate
carbon-cycle models predict that terrestrial ecosystem productivigaises in the first half of
this century due to COertilization and moderate increases in temperature, but has moderate
declines after that due to more severe changes in climate (Sitch 20@3) 2e04;

Friedlingstein 2006; Fischlin et al. 2007). For example, the productivity of intaazémnman

forests has been increasing over recent decades, variously explained by ejssadliance and
recovery dynamics, changing species distribution; fé@ilization, modest warming, reduced
tropical cloud cover, and increased radiation (Nemani 2003; Baker 2004; Chambers and Silver
2004; Lewis 2004; Malhi and Phillips 2004; Boisvenue and Running 2006). These C gains are
predicted to be transient, however, due to losses associated with escaldimpamehadrying

trends (Malhi and Phillips 2004). More generally, in the long term, it is unlikalyiant
productivity will continue to increase with increasing atmospherig, @@e to widespread

limitation of NPP by water or nutrients, and because of acclimation of plantghter IEQ

conditions.

By increasing the amount of N available to plants, nitrogen deposition can cantabut
carbon uptake in N-limited (e.g., temperate) ecosystems (Melillo et38; 8ehimel 1995;
Trumbore 2000) but can also lead to changes in plant species, microbial community
composition, and soil pH (Boggs 2005; Silvertown 2006). Changes in vegetation allocation
strategy, litter quality, and soil microbes can lead to large C losses bbelowlghat more than

offset C gains associated with increased aboveground productivity (Mack et al. 2004). A
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benefits of N-deposition are expected to reach a saturation point, after which ipitydectls
off, and eventually diminishes due to other nutrient limitations or increased shiite b
stresses such as pollution, frost damage, or disease (Agren and Bosatta 1088aAl©89).
Other atmospheric pollution, such as acid rain, increased tropospheric ozone, anghstiatos

ozone depletion, are all predicted to reduce NPP.

In addition to productivity, plant species composition and abundance affect soil @cyclin
through tissue chemistry and surface energy balance (i.e., the enengyelda¢tween land
surface and atmosphere). The latter influences soil microclimate, Wwhiferiner helps
determine decomposition pathways and products. Global warming is projected tlbge-t
scale vegetation shifts, such as expansion of boreal forests as growingleegteens,
transition from temperate evergreen to deciduous forests due to warming, anafical tr

evergreen forest to seasonal forest or to grassland due to droughtssdds(et al. 2007).

If plant productivity increases without a commensurate increase in decomposies,
more carbon will be sequestered in soil. Since decomposition is proportional to the stock of
SOM, stock will build up until the efflux from decomposition reaches a level roaghlgl to
the higher rate of inputs. While faster-cycling C pools will adjust more safmdieach a new
steady state, slower cycling pools will build up to a higher stock of C for the isanease in
NPP. As an illustrative example, consider the world’s shallow carbon stocks (1500 Pg)
equilibrium with global NPP (60 Pg'y. The average turnover time of this C is estimated as 25 y
for fast cycling C (Harrison 1993) or 32 y for all soil C to 1 m (Raich and Schlesinger. 1992)
Now stipulate for this example that g@rtilization and other factors increase NPP by 10
percent worldwide. The predicted change in global soil stocks will depend on therrairGbe

pools and the turnover time of each pool. For this example, we compare the one-pool scenario
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considered by Harrison or by Raich and Schlesinger with a two-pool scenarratéldsh

Figure 9. The initial C inventory, NPP, and bulk turnover time are the same incaitiee For

the one-pool soil, with = 25 y, increased inputs to soils from £iéxtilization would result in a

build up of the soil C inventory to 1600 Pg in less than 100 y. However, if 30 percent of C inputs
have a 2 y turnover (= 2 y) and 70 percent of C inputs have a 35 y turnaver3s y) then the

new C stock would — over the course of ~150 y — build up to 2500 Pg C! (For precise estimates
on century timescales, leaching of soluble C and erosion should also be considered.) More
generally, treating soil C as one pool with a simple temperature responserfdocylobal

change predictions will lead to an underestimate for the short term and aniomagee&ir the

long term.

Detecting whether global soil C stocks have increased in the past decadess@ed ac
sink of atmospheric CQis very difficult due to spatial heterogeneity in soils, relativelydarg
analytical uncertainties (especially in bulk density), and the fact that evegeshaf a small
fraction of standing stock are environmentally important. In fact, Post @885) conclude that
a change of global or regional soil C inventory on the order of 1 Pg C would be impossible to
measure directly. Even a 1 Pg €sink continuously for 30 y would increase the global soil C
inventory by only two percent. While changes in C stocks associated with land uge ahan
frequently observed, a recent study documentegjianal change in carbon stock in unmanaged
and managed soils. Bellamy et al. (2005) found that the top 15 cm of soils in GraatBa
lost two percent of their C stocks over the past Z8egause the soil C loss was fairly
independent of land use, they conclude that the observed warming in Great Britaimisst

likely explanation for the loss.

5.2.CLIMATE CHANGE
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One of the most important questions regarding SOM is how future climate chahge wil
influence decomposition rates, and the flux o,@Om soils to the atmosphere, relative to,CO
uptake by NPP—and thus the potential for positive feedback with climate changeammiasx
across a gradient of mean annual temperature in intact mature tropict, il increased,
but soil C stocks decreased more steeply, implying a net loss in ecosystem f@ster SOM
decomposition (Raich et al. 2006). To some extent, these linkages can be evaluated by land
surface models coupled to global climate models. In a recent inter-comparauptgd
climate carbon-cycle models (the Coupled Carbon Cycle Climate Modeatdniparison
Project, or MIP), all but one of eleven models predicted faster decomposition rates with
climate change to 2100 (Friedlingstein 2006). Because modeled NPP did not increase
commensurately, most of these simulations predicted decreases or no changaamhaoil
stocks and a positive feedback with climate change. Current observations showesiataie
ecosystems, vegetation and presumably soil as well, currently act as sinérfye atmospheric
CO,. However, all of the models in the previous study predicted that terrestrigteas will
be a less effective sink, and in many simulations become a net C source, aftenfvin @t

al. 2007; Friedlingstein et al. 2006).

The coupling between C and N cycling in soil, in which decomposition also mineralizes
nitrogen, means that the net effect of increased decomposition on ecosystem carbtmidudg
complex. The direct effect of increased decomposition is the transfer of C frigrtosoi
atmospheric C@ On the other hand, stimulation of decomposition in relatively undisturbed
ecosystems may cause ecosystems to accumulate C as nutrients f@regdainem soils (low
C/N ratio) to plant reservoirs with higher C/N ratios. Few land surface lmsuieulate these

nitrogen transformations in soil and plants, and thus most are likely missing araimtport
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modulator of CQand climate impacts. For example, none of the eleven soil modules in the
C*MIP takes into account the release of nitrogen through increased decomposititsn and i
potential to stimulate plant growth. Including this nitrogen feedback in tiNTORY
biogeochemical model reduced the loss of soil organic C due to increasing tempmyruaife
compared to simulations without the nitrogen processes (Schimel et al. 1993geNitycling

in the land surface model CN, coupled to the Community Climate Simulation Model (but not in
C*MIP) had a similar effect in maintaining ecosystem C stocks (Thornton andtiomse

2005). Predicting the ability of coupled C and N cycles to buffer the impacts ofelumange
requires better understanding and integration of soil decomposition, nutrient cgalthglant

growth.

The magnitude, rate, and duration of ecosystem soil responses to climate changeodep
the amount of soil C and the rates at which it cycles. Soils in dry tropical faedt®thave less
C per unit area and slower rates of C turnover times than do wetter tropice (Ra&sh and
Schlesinger 1992). Modeling and radiocarbon studies show that spflU3€s per unit area
from tropical forest soils are an order of magnitude greater than thosesfrgrarate or boreal
forest soils (Trumbore 2000). These large, fast-cycling C stocks areotieepeédicted to
dominate short-term, interannual, response to climate variations (Townséntidéta
Trumbore et al. 1996). In contrast, the large stocks of soil organic matter in higdelatindra,
forests, and peatlands cycle very slowly because decomposition is restyitiedtbmperatures
and anoxia from saturation (Carrasco et al. 2006). If these soils are warmedpalgttomand
emissions of C@and CH will proceed rapidly, leading to a large positive feedback with climate
change. Indeed, year-to-year differences in decomposition of old SOM in sorakforest

soils can determine the status of entire forest stands as net sources of Gilfg®ulden et al.
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1998). Because gross C fluxes at high latitudes are small compared to thoseopidkeitris
unlikely that even large interannual variability in those fluxes could be as import@ffecting
the short term (annual) C balance of the atmosphere. However, the potential det bolag-
term (decadal to century) response of soil C to climate change is gegdtggter latitudes,

because much more organic C is stored there.

In addition to the large C stocks in high-latitude soils, the 900 Pg C in permafrost, dbout ha
of which is contained in deep, relict, loess soils from the last glacial peraydalso be
vulnerable to warming. The radiocarbon content of @ CH in soil pore spaces, bubbles,
and diffusive gas flux in these areas indicates that in sigeg this C was fixed 10-20 thousand
years ago, and as the permafrost thaws C in the ancient soil is being reldhseatinosphere

(Zimov et al. 2006).

Earth has warmed significantly over the past 150 years. The land area$ tlowart
warmed 0.27 °C per decade since 1979 and almost 1 °C since 1850 (IPCC 2007). Considering
only the effect of temperature on decomposition, soils should be an increasing source of
atmospheric C@ However, trends in soil moisture, plant growth, and recovery of C stocks in
previously eroded agricultural regions influence C flows in ways that masseethas pattern in
some places. In some regions, the interacting effects of temperature ishdenmn plant
growth and decomposition, as well as changes in plant litter quality (fromgefian species
composition and plant partitioning) and the nitrogen interaction described above may be as
important as the direct effects of warming on soil processes. AccurassiaEnt and prediction

require considering microbial, plant, and microclimate influences on carbos flow

Land surface models do not currently include landscape factors, like soil laestbgrosion,

that can affect whether soils acts as regional net sources or sinks. Foreexhepdtreat of the
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Laurentide ice sheet at the termination of the last ice age led to a periaesifiedrC
accumulation as soils developed (Harden et al. 1992). Erosion and burial of soil iff #red19
early 20" centuries, combined with regrowth of vegetation on eroded soil, likely have led to
overall C sinks in soils in the US and western Europe in the last decades (Vat &02007).
Ignoring such processes may lead to large errors in analyses of landnge @his coupled

carbon-climate models.

5.3.LAND USE AND LAND COVER CHANGE
5.3.1.Disturbance

Disturbances that affect soil C cycling include fires and floods, defomstatiltivation,
and drainage or fields, bogs, forests, and wetlands. All of these alter C inputs asitblassie
by changing vegetation, soil structure, temperature, water balance, aedtrasgilability.
Rates of change in organic C stocks in response to disturbance can be an order oflenagnit
larger than those associated with response to increased productivity or clinsdigitya
because the changes in ecosystem inputs and decomposition rates are moegf@xtrem

disturbance.

Wildfires are predicted to get more frequent and severe in many regions dueste cl
change, particularly in regions that do not practice active fires suppreSsiesh €t al. 2008).
Fire influences ecosystem C cycling by removing biomass and litter, arichgrglack
(pyrolyzed) carbon. In boreal forests and Mediterranean chaparral, desiGorpis slow
enough that it is less important than periodic removal of biomass by firetoning CQ to the
atmosphere. In boreal forests, warmer temperatures and more summer draydletincreasing
the frequency and severity of fires, which, in turn, eliminate the mosstlatdnelps insulate the

permafrost. Both factors, the loss of permafrost and more severe burningdastegn® drive
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these ecosystems to become net C sources (Harden et al. 2000). As mentionestiothers
recalcitrance, grasslands in Australia with frequent fires hdatwvedy high proportions of
chemically recalcitrant black carbon (Krull et al. 2006). Changes in &griéncy linked to

climate or land management may ultimately control a region’s status as ac€ sosink.

5.3.2.Land Management

During the past two centuries, agricultural expansion has led to large lose#<CofSvils
may lose a significant portion of their C when native ecosystems aregeadess productive
ones; these changes represent a loss of fast-cycling C rather than passive(Daad$on and
Ackerman 1993; Harrison et al. 1993; Trumbore et al. 1995; Stallard 1998). Tillage leads to
substantial losses of old soil C due physical disruption of soil aggregates and drdexaten
of the soil that exposes organic matter to microbes and oxidization (e.g., Tigtl@lhdes 1982;
Tiessen and Stewart 1983b; Baisden et al. 2002; Ewing et al. 2006). Based on a careful
assessment of soil C stocks in pairs of uncultivated and cultivated fields, coitikeduces C
stocks by 25-30% within five years in temperate regions and fasterr(\tthiyears) in the

tropics (Davidson and Ackerman, 1993). The fraction of C lost is even higher in the A horizon.

Agricultural management that does not rely on tillage, such a bare-fallow and stubitie
practices, can greatly reduce carbon losses (Cambardella ant1288). Moreover, converting
tilled land to no-till agriculture can lead to rapid increases in soil C stoclkssttriear the soil
surface (Lal and Bruce 1999). Consequently, management of cropping systena/enay h
potential for C sequestration and has been promoted as a way to offset anthropogenic C
emissions (Kong et al. 2005). Soil C is a resource that is potentially managesiuelgoly in

agricultural and pasture lands, although it is important to understand that soils hatee a fi
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capacity for C sequestration (Six et al. 2002). Predicting these limitsesqunderstanding the

mechanisms controlling SOM stabilization.

Globally, land conversion rates are highest in the tropics and a significanttmmodrthis
zone is in some state of recovery from past disturbance, mainly as forestscstarmer
pastures and croplands. Where productivity is high, soils under regrowing forestsdrave be
identified as another potential C sink, with sequestration capacity contingerd bistty and
climate. It may be more favorable in wet forests where soil decompositesnara lower than in
dry or moist sites (Silver et al. 2000; Guo and Gifford 2002), and in sites that have not been
highly degraded, for example by intensive use of pasture and subsequent compactidwerand w

pre-existing forest root systems were not heavily damaged.

5.4. TEMPORAL DIMENSIONS OF SOILS AS SOURCES OR SINKS OF CARBO

As soils and ecosystems develop, they gain and lose C. For example, approxXi&tately
the world’s SOM is stored in soils that began developing after the last majacidagn
(Harden et al. 1992). Based on chronosequence studies, these soils are still furesitoigg
term sinks for atmospheric GCsimilarly, we predict that older soils may be acting as long-term
net sources of C{1o the atmosphere because of declines in NPP and weathering of minerals to
more stable forms. Export of C from upland soils in dissolved or particulate formtelyma
leads to transport into the oceans. While it is unclear whether, globally, salsisteady state
pre-1850, net C fluxes from soils to the atmosphere have been accelerated-bgdardend-

cover changes over the past 150 years.

As described above, on decadal to century time scales, the net C balance adysbigs m
dominated by disturbance regime and frequency. Disturbance-dominatedenssye

characterized by short periods of rapid C loss (e.g., from fires, large stochidow-downs,
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insect mortality, or floods), followed by longer periods of C accumulation gg¢lcever. Net C
accumulation between disturbances may be rapid compared to the long-terassatésted
with soil development and the associated alteration of soil minerals. Howeverawdraged
over long times or large spatial scales (which include many stages of amsterdnd recovery),

the long-term rates should dominate.

Superimposed on the oscillations of disturbance and recovery is interannual warrakllit
flux from soils driven by variability in productivity and decay. Decay ratesof course directly
and rapidly affected by climate anomalies such as droughts and heat wavessgf@ition also
responds to changes in plant inputs, though. In addition to the magnitude of variability in these
component processes, the net variability will also be determined by the |dgetvween C
uptake by photosynthesis and respiration, which is a function of ecosystem C turnoser time
(Trumbore 2000). For example, if most organic C is respired within a yeaatbfixenhanced
plant productivity in a given year will be offset by increased decomposition sathe year.
However, if lag times are longer, higher than average productivity in one year ladlto net
C gain, with net C loss in following years, as the pulse of high productivity is ghecmah

slowly over time.

6. CONCLUSIONS AND FUTURE PROSPECTS

As the focus on soil organic matter has grown to encompass its pivotal role in the globa
carbon cycle and climate, the study of organic matter in soil has taken on newamopor
Climatic change will cause ecosystems to experience novel and rapidtjirgpaonditions, as
well as putting new demands on land management for carbon sequestration. Accurately
predicting future atmospheric GOoncentrations and better managing soil resources will require

a clear understanding of the processes and mechanisms controlling SOM atatdagrnover.
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There is a need for models that can predict ecosystem response to novel omong ter
forcing. The numerical models used to simulate soil C cycling largeliiaiéghe same rules
governing allocation of plant inputs, structure (C pools), and controls of turnover time. They
incorporate multiple soil carbon pools, detailed plant growth modules, and tempezapmese
functions (e.g., the CENTURY family, RothC, CASA, IBIS, Orchidee, LPJ, CN)théze is
much room for improvement, in at least three important ways. First, while tenmeeaat
moisture interact to control decomposition and are predicted to change in novel cambimat
the future, most models treat their effects as independent. Second, models f&ycomtent as
a proxy for the host of physical stabilization mechanisms in soil, if theydadhem at all.
Finally, plant tissue chemistry drives model partitioning of inputs into pools ofelitféurnover
time, yet intrinsic plant compound recalcitrance is much less important thaaysiguihought.
These model simplifications exist in large part because the growing tarakng) of the
processes that influence turnover time has occurred rapidly, and has yet tesla¢eianto
mathematical functions that operate on an area basis (i.e.’)pandndepend on variables that

are regionally or globally available.

We have in hand sufficient understanding and data to begin development of much-improved
model parameterizations, including the influence of plant allocation, soil naggrand climate
conditions. However, fundamental research targeting these areas, in pattalleodel
development, is still needed. There are many fruitful areas for futurealese@rsuggest that
priority be given to those processes and ecosystems that are vulnerableltohglobe, are
potentially manageable, represent a large stock of carbon, and could infltranspleeric CQ

concentrations significantly within the next several decades.
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In the last decade, exciting new molecular, genomic, and imaging technigques heyedeme
for probing soil organic matter at atomic and molecular scales, such ansagjt x-ray (for
example the Advanced Light Source); Secondary ion mass spectrometry (SHdSINES),
and Pyrolysis-gas chromatography-mass spectrometry-isotopenads spectrometry (Py-GC-
MS-IRMS), and gene-based microarrays. These techniques can be used in combitiat
isotopic analysis'{C, 1“C) to explore detailed characterizations to turnover times. The vanguard,
then, is utilizing these techniques in the context of experiments and controlled enwit@inme

gradients to gain insight at the landscape scale.

In terms of improving our ability to predict soil C turnover, we identify five gres for
research: (1) The interactive effects of temperature and moisture on iaickedomposition
rates, because soils will experience novel and transient conditions. (2) Thenisrasha
governing protection of OM through interactions with mineral surfaces and duditd spa
structure. (3) The mechanisms leading to slower OM turnover times with depthe(ppiential
for and importance of non-linear responses of decomposition to C availabilityafopges, the
role of labile C inputs in stimulating decomposition of less labile OM (i.e., prinaind density-
dependent microbial behavior. (5) Finally, how the chemical characten$ticganic
compounds, as inputs from different plant species, charred (black) carbon, or mmzt maills

and byproducts, influence mechanisms of stabilization and turnover.



7. APPENDIX 1. METHODS OF RADIOCARBON (*C) ANALYSIS AND REPORTING
OF YC DATA

7.1.BACKGROUND INFORMATION

In this Appendix we briefly describe sample preparation and radiocarbon analysdl, as
the conventions for reporting 61C data. We have tried to strike a balance between brevity and
explanation, addressing common questions we have encountered. Additionally, we urge those
interested in usiny’C data to read Stuiver and Polach (1977), the paper that establishé@dmost

reporting conventions and from which most of the equations in this appendix were acquired.

7.2.RADIOCARBON SAMPLE PREPARATION

There are two methods for measuring radiocarbon: decay counting and &ocelass
spectrometry (AMS). Decay counting measures the electrons emitiad dagioactive decay of
“C to !N, measuring electrical pulses (gas counting) or light pulses (scintillegiunting).
Samples with a natural abundancéar have relatively few decays per gram, because the half-
life of *'C is 5,730 years. As a result, several grams of carbon and days or weeks of @renting

required to observe enough decay events for a precise estimaté“af domcentration.

AMS directly measures the number'4E atoms, and the ratio 6iC to**C and/or**C,
using a high-energy accelerator as an inlet to a mass spectrometeeyTiharacteristics dfC-
AMS are the electron stripping and ion acceleration, which dfféwo be distinguished from
isobars and molecules that would confuse a standard mass spectrometer. AMS oedyia
fairly small sample of 10Qg to 1 mg of C. In addition, the measurement only takes minutes per

sample.

To measuré®C in plant tissue or soils with AMS, the organic C must first be completely

combusted to CO Enough homogenized sample to provide ~1 mg C is added to a quartz glass
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tube with CuO and Ag. The tube is then evacuated, sealed, and combusted at ~900°C (Buchanan
and Corcoran 1959). After combustion, or for gas samples from air or soil gas, AhetG©

sample is purified cryogenically and then reduced to graphite on an iron or @ablstcusing

zinc (Xu et al. 2007) or hydrogen (Vogel et al., 1984). The graphite is pounded or pressed into a
small sample holder called a target. In the AMS, the target is bombarde@$eam to deliver

a stream of C ions. Samples for decay counting are combusted at similar tarepenaa large

vacuum line (Goh 1991). The resulting g®cryogenically purified, then counted directly (gas
counting) or converted to acetylene or benzene (scintillation counting). Fodetarks on

experimental methods, see Goh (1991) and Trumbore (1996).

For both decay counting and AMS, it is critical to prepare standard materials af know
1C/*2C content. These include the OX1 standard described below and materiatéerétaita as
well as materials that are radiocarbon-free). Standards allow assesgthe overall accuracy
and the effects of sample pretreatment procedures, and radiocarbon-freesganmptie a blank

to determine the radiocarbon introduced to the sample during processing.

7.3.REPORTING OF RADIOCARBON DATA

Both AMS and conventional counting facilities repi& data as the ratio &fC activity in
the sample to that of a known standard. By convention (Broecker and Olson, 1959; Stuiver and
Polach, 1977), the standard is corrected to 0.95 times the activity of an oxalic mdatdta
(OX1), which is normalized to &3C of -19%.. The sample is also normalizedfi@ content as
follows. The activity of the sampldg, with a5'*C of § is corrected to a constai€ abundance
(-25%o0), using the following equation:

(@ - 25/1000°

A =
U@ + 8710008

(A1.1)
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whereAgy = 1*C-corrected sample activity ar@= un-*C-corrected activity of the sample.
These™*C corrections account for mass-dependent isotopatibnation effects (Stuiver and
Polach, 1977), and are a crucial part of the aisliF®r example, th&**C difference between
atmospheric C@®and carbon fixed during photosynthesis lyplants is approximately 20%o.
Assuming that the fractionation &C is roughly twice that o¥3C (since the mass difference
between 12 and 14 is twice that between 12 andel3mass dependent fractionation), the
difference in**C abundance, if one didn't do the correction inatipn Al.1, between
atmospheric C®and photosynthate will be approximately 40%. (eglént to 333“C years),
even though both C£and photosynthates are the same “age.” Repouwiigcarbon data
corrected to a commdit>C value eliminates isotope fractionation effectd attows differences
in age to be ascertained directly. It also allomalgsis of SOM“C without having to quantify

plant or microbial fractionation.

The standard approach to correcting'fi@ that is described above is applicable when
fractionation is due to mass-dependent proces$es cbvers most diffusive and biological
processes. One case where fractionation is not degmsdent is the alteration&fC values by
physically mixing CQ sources, as is done in elevated,@periments. For that reason, a
different equation should be used for tfi@ correction for samples from managed-CO
environments or experiments using purposeful @@dtracer manipulations (Torn and Southon

2002).

A common term used for reportin®C data is “fraction Modern” or’fC (Reimer et al.,

2004):
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( 14C j
12 13
F14C _ ASN _ C+°C sample(-25) (A12)

14 !
AON 0'9{ 12 (is j
C+°C OX1(-19)

whereAgsyis as defined above for Eq. AL1.1 aissl is 0.95 times the measured activity of the

OX1 standard normalized to343C of -19%a

The conventional radiocarbon age, reported by AMSS land used in archaeology, is:
“Cage=-8,033nF'C, (A1.3)
where 8,033 y is the Libby mean life of radiocarbinte that the true mean life of radiocarbon
is 8267 y (the Libby mean life is used for thistuni convention), so th€C age is not an
accurate calculation of true age of the sampleidgadbon ages are referenced to 1950 such that
1950 A.D. = 0 B.P. Samples with mdf€ than the 1950 atmosphere (i.e. those wif€ 51)

are commonly reported as "> Modern".

Great care must be taken in using the conventiaaibcarbon age, which is almost never
used directly. In some cases the actual age obgatton soil is required — for example, for
determining the age of a seed or a piece of undeosed sphagnum in a peat bog. Such an age
can only be calculated for something that formed single year (or short time span) and
presumed not to have exchanged carbon with itesndings after being added to the soil. In
such cases, the Libby age must be converted teadza age using appropriate calibration
curves—several programs for this are availableutinahe journal Radiocarbon web site,

www.radiocarbon.orgrhe age with the Libby half-life is almost never used except as the

basis for calculating calibrated ages, and should not be used to estimate measidence

times of carbon in soil directly.


http://www.radiocarbon.org
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The activity of OX1 changes through time'&s in the standard decays (i.e gNdmeasured
in 2007 is less than if it were measured in 1950).dating purposes, both the sample agd A
decrease at the same rate (the radiocarbon denataot). In other words*€ is constant with
time. However, when considering an open and dynagstem, such as soil, the need arises for a
standard that represents a constant value. StaimnePolach (1977) thus proposedaasolute
international standard activityA,,9 that would incorporate a yearly correction fog thecay in

the OX1 standard:

A= Aoyex (AL.4)
andy is the year of sample collection ahd 1/8267 ¥ = 1.210 x 16# y-1. (This is the true
radiodecay constant rather than that derived flwerLibby mean life of 8033 years.) The ratio
AsvAapstherefore differs from ¥C by the factor expl{y-1950)), and will decrease with time

since thé*C in the sample radiodecays but the amount intéredard stays the same as in 1950.

The most commonly reportédC unit in biogeochemical studiesA$*C. This parameter is

the deviation in parts per thousand (per mil, %e)rfrthe absolute standard.(A:

A ()
AYC = {—N - 1}1000: FCxexp ® /-1|x1000Q (A1.7)

bs

Positive values oh*“C indicate the presence of bomb-produt#el. Conversely, negative
values ofA’C indicate the predominance of C fixed from theaphere long enough ago for

significant radioactive decay &fC to have occurred.

Most radiocarbon measurement facilities provideathalysis results in different formats,
depending on the needs of the researchers. Formisioeh results are commonly reported
include B'C, A*C, and"C age. Conversion between the various units catohe using

equations A1.6 and Al.T.only A'C data are reported or published, it is important to state
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the year of measurement, since values af“C will be specific to that year.The analytical
precision typically reported with the data is theidma error, determined from counting
statistics and propagating laboratory errors. Taipitecision reported for samples with& ~1
is +/-0.005 (or + 5% foA'*C), and as low as 0.001 (+ 1%o) for high-precisioalgses.
Accuracy is usually reported based on the repeataly/sis of secondary standards of known

F“C, or at least materials for which a consensusevakists, and is laboratory-specific.

8. APPENDIX 2. MODELING CARBON DYNAMICS USING RADIOCARBON
MEASUREMENTS

8.1.BACKGROUND INFORMATION

Soil organic matter (SOM) is a heterogeneous resewith a variety of turnover times, to
which carbon is continuously added (as new plariterjaand lost (as CQleached organic
matter, or eroded material). These dynamics preclsihg radiocarbon to meaningfully “date”
SOM, and at best thH&C-based age of SOM represents the aveF@age of a carbon atom in
the soil reservoir. This tells us relatively litddout the distribution of C in reservoirs with
different turnover times, and can be quite mislegdvhen the SOM has incorporated ‘bomb
c’ created through atmospheric nuclear weaponigesh this Appendix we describe
methods of using’C to estimate turnover times of soil organic C.Sehmethods differ
somewhat when the source is natural radiocarbea-ppmb’) or bomB“*C, and when the

system is assumed to be at steady-state or changing

8.2. STEADY-STATE SYSTEMS

8.2.1.Natural Radiocarbon — for samples collected prior to 1950, or assumed to contain no
bomb radiocarbon

For samples not complicated by the presence of Bd@tihe ratio of*C/**C measured in a

sample represents the rate of decomposition rel#dithe rate of radiodecay B€. This
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treatment is most useful for very old C found iflssd~or a homogeneous carbon-containing
reservoir, i, with input ratq,Ifirst-order decomposition constant &nd carbon content;Ghe

change in stock over time (balance of inputs artguis) is:

95/~ 1, kG, (A2.1)

For a steady-state reservoir Z&I;j/C;. Since turnover timer) is defined as 1{kat steady

state,;r equals the inventory of carbon divided by the tmaite, G/I;.

The balance o¥4C atoms in the same reservdif@; = FC;) will reflect the rate of loss
from decomposition,jkas well as the rate constant for radioactive yle¢4C, » (A = 1.210 x

104 y1), and the rate of inputs (in this case, from timecsphere):

dF ot = (}él j(l i Fatmosphere— (K + 4)F,C, ) (A2.2)

At steady state and assuming thah&pnerdoefore 1959 =1,

F = ( %i j(h I(k, +2)) (A2.3)

Since at steady state;, €1i/kj, Equation (A2.3) may be rewritten as:
Fo=(k /(k + 1)) (A2.4)
For components with short turnover timesXk 1), a calculated4C age will approximate
the turnover timeg (1/k;). For components with; kequal to or less than the decay constant for

radiocarbon, the age will be less than the turntivez. For example, th&'C age calculated for

a steady-state reservoir with=%0.01 y1 (t =100 y) would be 100 y, while that for a component

with kj=0.0002 y1 (r =5000 y) would be 3,910 y.



Torn, Swanston, Castanha, and Trumbore 60

Note that this approach assumé&r= 1.0 and is constant prior to 1950. Actually the
1C/*C of atmospheric C&did vary with time prior to 1900, mostly refleagichanges in the
rate of*“C production in the upper atmosphere. During thiotte, these variations were less
than 10%, and they are documented in the calibratéga sets based &€ measured in known-
age wood. Between 1900 and 195Q,,Beclined due to the addition Bf-free CQ derived
from fossil fuels, known as the Suess effect. Miodebf turnover times should use the actual

atmospheri¢’C inputs to photosynthesis, although it is notagdrtant before 1959 as after.

8.2.2.Bomb Radiocarbon

One of the great uses of radiocarbon for soil daratter studies is the ability to estimate
the turnover time of organic carbon based on tlgeeseto which it has incorporated bomb
radiocarbon in the last 50 years. This providesairtee only tools to study C dynamics on

decadal timescales.

For a steady state system, a time-dependent nodséd because of the irregular shape of
the atmospherit’CO, record. This model accounts for radioactive deafaie*C since 1950
explicitly, and requires that we compare measuaelibcarbon to a standard with a radiocarbon
value that stays constant over timedf For ease, we define F' here ag/A ps(See equation
Al.4) for samples measured since 1950; F' eq\f4@/1000 +1. For a reservoir at steady state,

the balance of radiocarbon entering and leavingdbervoir in yeat is given by:

- [I Fame + CaFe (1-k— /1)]
ct ™ e
t

(A2.5)

Since the reservoir is at steady stalg;)& Cy = I/k, so Equation (A2.5) reduces to:

Fe, = kF.

atm,t

+F ,A-k=-21) (A2.6)
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Figure 8 shows the predicted values‘@f in 1996 for a homogeneous, steady state reservoir
with different turnover times. For turnover times0<y, it is clear that two different turnover
times may yield the sam€l4C value. To distinguish which of these two turnotires is
correct, we use one of two methods. First, if ammiaed sample from the same soil is available,
radiocarbon measurements may distinguish betweetwit possibilities. Organic matter with
shorter turnover times will have decrea3éd over the past several decades, while those with
longer turnover times will have increased4. If no archived soil is available, knowledge of
the C stock and C fluxes into and out of the s@lrhe used to determine the correct turnover

time (sincer = stock/flux), as illustrated here.

The AYC values measured in low-density organic mattdaied from the A horizon of a
soil sampled in 1956 and 1992 in the Sierra Newvael@ —31 %0 and +127 %o, respectively
(Trumbore et al., 1995). ThiéC increase is consistent with either a turnoveetah5 or 57 y.
The total amount of low-density carbon in the Aihon was 6.5 kg C iy with low-density
carbon accounting for nearly 90% of the carborhis kayer. The 5-year turnover time implies
annual C inputs from litter of ~1,300 g C?rgr'!, while the 57-year turnover time implies inputs
of only 114 g C rif yr'. The measured aboveground litterfall at a neaiteysgas ~100 g C ih
yr'’. Hence, the most reasonable turnover time is 67 the low-density organic matter in the A

horizon.

A potential problem with this approach is the utaety as to whether the reservoir under
consideration is homogeneous. Bulk SOM is almogaidy heterogeneous, and the bific
value does not give a good idea of SOM dynamicenBew-density organic matter is made up
of relatively fresh litter material (small rootsdapieces of leaves) as well as more humified

materials that likely have slower turnover. Normathe soil must be split into components with
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different turnover times using fractionation methaaitlined in the text. For each component, a
new measurement constraint (such as total C fltoxkand out of the soil) must be added to arrive
at a unique solution. A second problem is that@arntering the soil as litter may not have the
1C signature of that year’s atmosphericGBam in the equations above). For example, conifer
needles often reside on trees for several yeasd#iey fall and are incorporated into soils.
Failure to account for these time lags in livingyg&tion may result in an overestimate of the
time required for decomposition (since the turnduee will reflect the time spent in the plant

plus soil, rather than the soil alone).

8.2.3.Systems That Are Accumulating Soil Carbon
Again, net change in C storage (dC/dt) represértdalance between annual C inplitkd
C mr2 y-1) and decompositiorkC, where Kk is a first-order decomposition rate cansty?l), and
C. is the soil layer C inventory in kg C-#in yeart. The solution to this (integrating A2.1 above

and assuming that C stock = 0 at tin¥e0) is:

C(t) = %—(%();“ = 1k (1- exp(-kt)) (A2.7)
(by assuming that = 0 att = 0 we are modeling only the new C that has actated; this

is most practical in sites where the new C is legatistinctly from older soil organic matter. If
this is not the case, the integration can be deepikgCy explicitly) Using historical site data or
radiocarbon data to determine the time of accunauiat, we can determine the history of C
accumulation at a site. A plot of accumulated carowentory C;) versus the time it took to
accumulatet( from radiocarbon in this case) may be fit withugtion (A2.7) to derive estimates
of I andk describing either decadal (bomb radiocarbon) diemmial (natural radiocarbon) C

dynamics (Trumbore and Harden, 1997). An exampsdasvn inFigure 10. Alternatively, for a
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known-age disturbance or soil age, the amount aéc@imulated, and the amount of radiocarbon

accumulated, will uniquely determihendk.

8.2.3.1.Natural Radiocarbon (i.e. samples not adfedy bomb-C)

Prior to 1950, thé4C content of atmospheric G@vas approximately constant relative to
the magnitude of the bomb spike or to radiodecay®in SOM cycling on century-millennial
timescales. For constant atmosphéfi¢ content (gm= 1.0 pre-1959)F¢ may be expressed
by including the loss terms for radiocarbon (decosimon plus radiodecak + 1) compared to

carbon (decomposition only; equation A2.1):

| [1_ e(—(k+/1)t)]

K+ A4

cht = ( ) c (A2.8)
t

wheret is the time since soil (or soil layers) beganaif. Substituting foC;,

ok [1_ e(—(ku)t)]
Fer = (k+ 1) * - |

(A2.9)

In their study of how different soil minerals afféke long-term turnover rates of carbon in
soils of Hawai'i, Torn et al. (1997) used this apgeh, but they incorrectly used F' rather than F
and used the Libby half-life of radiocarbon. Altighuthese mistakes had only small effects on
the estimates of turnover time reported in thaepapwas this kind of confusion over
approaches that led us to write this appendix. liik@ larger (but unquantifiable) errors when
using the natural radiocarbon equations given aer€1) the possibility that some bomb C has
been incorporated in any sample taken since 198&wvould lead to underestimation of
turnover times), and (2) the assumption that thlearapools being measured are homogenous

(i.e. all described by a single turnover time).
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8.2.3.2. Bomb Radiocarbon
To determine the inventory-weighted meg4C value in 1996, we assume annual C

additions are labeled with tR€4C of that year’'s atmospheric GCand track the loss of C and

14C with time for each year’s C input. We can ignisi@opic fractionation, and assume that
respired C has the sarf&C content as the organic matter in each annuat lzseause of thEC
correction in the radiocarbon units (See Appendlixhe equation expressing the inventory-
weighted mead4C content of the soil profile in yeaafter initiation of accumulation is:

i:zT
Ci t Fe'umi
R="=— (A2.10)

i=T

Ci,t

i=0
whereT is the total number of years carbon has been adeatimy (years since disturbance), and

F'am,iiS Asn/Aapsfor carbon fixed in the yearassumed to equal that year's atmospheric
ATAC0O,/1000 +1), andCi; = I/k (1 - exp™) is the carbon remainirtgyears after it was fixed in
yeari (t =T —1i). For example, consider a layer of masd detritus sampled in 1994 that began
to accumulate 120 years prior, following a fireaiboreal forest. If the rate of C inputs is 120 g
C m?yr?, and the decomposition rate is 0.02 gurnover time of 50 years), the total amount of
carbon accumulated in 120 years will be 5.5 kg€ amd the bulka'“C of the moss layer will

be +183 %o. For the same input rate, but with fadéeomposition (0.04 ¥t or turnover time of
25 years), only 3.0 kg C frwill have accumulated, with*'C of +231 %o. Knowing the bulk
amount of C and its inventory-weightad’C value for a known period of accumulation will
uniquely defind andk. Again, complications arise because of the assompf zero time lag

for C storage in vegetation (especially woody bissidnat may represent a significant portion of
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the litter carbon in fire-dominated forest systenbsit lag times can be estimated and

incorporated.

8.3.CONVERTING FROMKTO 7

The relationship between the turnover timeand the decay rate constant, k, used in the
appendix, is a simple inverse= 1k. However, care must be taken when converting bexivilee
meanvalue ofk andt because the inverse of a mean value is not the aarthe mean of inverse
values (i.e., the meanis not the inverse of the med). To illustrate, consider three samples
with estimatedk values of 0.1, 0.08, and 0.08.y\Meank is 0.08 V*. It would be incorrect to
calculate the meanas 1/0.08 = 12.5 y. Rather, the correct me&the mean of 1/0.1, 1/0.08,
and 1/0.06, which is 13 y. In other words, one nfiust convert each k value toravalue and
calculate the mean from the replicatealues. The same is true for converting from nmetm

meank.
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10. FIGURE CAPTIONS

Figure 1. Ecosystem area and soil carbon conteéhtadepth (From Fischlin et al. 2007 in
IPCC 2007)Lower Panel Global areal extent of major ecosystems, transéar by land use in
yellow, untransformed in purple. Data from Hasskal g2005) except for Mediterranean-
climate ecosystems, transformation impact is frogeid et al. (2000) and ocean surface area is
from Hassan et al. (2003)pper Panel:Total C stores in plant biomass (green), soil\{lorp
yedoma/permafrost (light blue). D = deserts, G&Sfttropical grasslands and savannas, G(te) =
temperate grasslands, ME = Mediterranean ecosyskKImss tropical forests, F(te) = temperate
forests, F(b) = boreal forests, T = tundra, FWeshwater lakes and wetlands, C = croplands, O
= oceans. Data are from Sabine et al. (2004), exXeepntent of yedoma permafrost and
permafrost (light blue columns, left and right,pestively (Zimov et al., 2006) and ocean
organic C content (dissolved plus particulate orggienman et al. 2007). This figure
considers soil C to 3 m depth (Jobbagy and JackXiig). Approximate carbon content of the
atmosphere is indicated by the dotted lines fdrd&scial maximum (LGM), pre-industrial (P-

IND) and current (about 2000).

Figure 2. (A) Variations in %N (which is proport@lirto C density) with precipitation along
the 11°C isotherm in the Great Plains of the Un@&ates. The humidity factor (NSQieder-
schlag-Sattigungsdefizifrom the German, or Meyer's quotient) is the tatalual precipitation
(mm) divided by the absolute saturation deficiamf(mm mercury). All soils were developed on
loess deposits from the last glacial maximum. (Bade in %N with precipitation along the
19°C isotherm. Note that relative C density (esteddby assuming that the C/N ratio of SOM is

fairly constant) is lower at higher mean annualgemature (Jenny 1941).
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Figure 3. Variation of organic carbon density wikture, in surface soils developed on
glacial till and loess in lowa. Soils with more $sehave finer texture (data are from Brown,

1936, as reported in Jenny, 1941).

Figure 4. Soil organic carbon inventory to 1 m tiepy parent material category, for
California and globally. Well-drained soils in Galinia (white bars) are from the Soil-
Vegetation Survey data set, n=568, well-drainets swily. Worldwide data (gray bars) are from
Zinke et al. (1984), n=2995, which includes theifGatia Soil-Vegetation Survey data, all

drainage classes.

Figure 5. Changes in soil organic C storage aneralrtontent along a chronosequence in
Hawali'i (Torn et al., 1997). The substrate for st@lelopment are basaltic ash deposits of
known age. Climate and vegetation are virtuallysame across the sites. (A) Soil organic C
inventory versus ash substrate age. The solidditiee whole mineral soil to the C horizon, the
dashed line is the top 20 cm. The increase ancegubst decrease in SOM with soil age is
mostly due to changes in the sub-surface minerkal(By The correlation of soil carbon in

mineral horizons with the amount of non-crystallmmerals.

Figure 6. lllustration of how turnover time andlghixes may be hard to estimate using
radiocarbon data. Consider a bulk soil with 10 kgi€with a'“C content equivalent to a
turnover time of 2,770 y (0.749 fraction Modern!@ which gives a conventionHIC age of
2320 yr; see Appendices 1 and 2). Case 1 modekothas a single, homogeneous reservoir.
The annual flux in or out of the reservoir at steatite, Flux = 10,000 g'#2,770y = 3.6 g M
y'1. In Case 2, the soil organic matter is assumédx ta two-component mixture with 60% of the
C in one pool and 40% in the other. To producestimae total“C content, the larger pool would

have a turnover time of 20 y, and the smaller pomirnover time of 13,700 y. The over4iC
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content is the same as in Case 1, but the annuaisfinow Flux = (6000 g 1120 y) + (4000 g
m%13,700 y) = 300.3 g iny>. The age of respired G@vould be ~20 years. Clearly, these two
cases have large differences in predicted fluxesratheir implications about how fast the
system will respond to changes in inputs or decaiipo rates, for example associated with

land use or climate change.

Figure 7. Simplifed soil carbon cycling scheme. danputs (plant litter) to and outputs
(respiration and erosion) from the soil carbon mesie. The observed flux of C out of the soill
can be modeled by assuming three pools of carboractive pool with a turnover time on the
order of years, and intermediate pool with a tuardime on the order of decades to centuries,
and a passive pool with a turnover time on the oflenillennia. The decomposition constant,
k=1/x. Subscripts, i, andp refer to the active, intermediate, and passive@s respectively.

Adapted from Amundson (2001).

Figure 8. Change in atmosphelf€ with time in the northern hemisphere (heavy slitie])
since 1955. Radiocarbon values are expressed agettmail variation in“*C/*°C ratio relative to
a standard (see Appendix for definition of unii&e lighter lines show the evolution € for

homogeneous, steady-state reservoirs with turnowes of 5, 15, 60, and 120 years.

Figure 9. Modeled time series of global C stocksiiamesl to start at 1,500 Pg C, following a
one-time 10% increase in NPP from 60 to 66 Pg-CTe blue line represents a single pool
scenario in which all soil C has a residence titnaf, 25 years. This residence time is derived
from the mass balance equation shown in Sectid@/8lf = NPP — C{, and assuming steady
state (such that inputs equal outputs). The bhesriepresents a two-pool scenario in which 70
percent of the incoming C has a residence tin¥e35 y and 30 percent has & 2 years, such

that the overall residence or “bulk’= 25 years. Because it contains a slower cyclow,ghe
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two-pool model accumulates C faster and takes lotogeeach a new steady state equilibrium,

with much higher C stocks than the single pool nhode

Figure 10. Accumulation of C in non-steady statiéssif a mature black spruce/moss forest
in central Manitoba, Canada. Data shown are (Apfatagnum moss that has accumulated since
the site last burned (~100 years before samplarg),(B) for the humus and charred layer below
the regrowing moss and including the A horizon. $biis developed on the sediments of a
lake that dried up ~7,000 years ago. The parametepant input (kg C M y™) andk =

decomposition constantty. From Trumbore and Harden (1997).
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