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Abstract Charged particle production in proton-proton col-
lisions is studied with the LHCb detector at a centre-of-mass
energy of

√
s = 7 TeV in different intervals of pseudorapid-

ity η. Charged particles are reconstructed close to the in-
teraction region in the vertex detector, which provides high
reconstruction efficiency in the η ranges −2.5 < η < −2.0
and 2.0 < η < 4.5. The data were taken with a minimum
bias trigger, only requiring one or more reconstructed tracks
in the vertex detector. By selecting an event sample with at
least one track with a transverse momentum greater than
1 GeV/c a hard QCD subsample is investigated. Several
event generators are compared with the data; none are able
to describe fully the multiplicity distributions or the charged
particle density distribution as a function of η. In general,
the models underestimate charged particle production.

1 Introduction

Charged particle multiplicity is a basic observable that char-
acterizes the hadronic final state. The multiplicity distri-
bution is sensitive to the underlying QCD dynamics of
the proton-proton collision. ALICE [1], ATLAS [2] and
CMS [3] have measured charged multiplicity distributions
mainly covering the central region, while LHCb’s geomet-
rical acceptance allows the dynamics of the collision to be
probed in the forward region. The forward region is in par-
ticular sensitive to low Bjorken-x QCD dynamics and multi-
parton interactions (MPI) [4].

In this analysis, charged particles are reconstructed in the
vertex detector (VELO) surrounding the interaction region.
The VELO was designed to provide a uniform acceptance in
the forward region with additional coverage of the backward
region. In the absence of almost any magnetic field in the
VELO region, the particle trajectories are straight lines and
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therefore no acceptance corrections as a function of momen-
tum are needed. Since the VELO is close to the interaction
region, the amount of material before the particle detection
is small, minimising the corrections for particle interactions
with detector material.

This paper is organized as follows. Section 2 gives a brief
description of the LHCb detector and the configuration used
to record data in Spring 2010. The Monte Carlo simulation
and data selection are outlined in Sects. 3 and 4 respectively,
with Sect. 5 giving an overview of the analysis. The system-
atic uncertainties are outlined in Sect. 6. The final results
are discussed in Sect. 7 and compared with different model
expectations, before concluding in Sect. 8.

2 LHCb detector

The LHCb detector is a single-arm magnetic dipole spec-
trometer with a polar angular coverage with respect to the
beam line of approximately 15 to 300 mrad in the hori-
zontal bending plane, and 15 to 250 mrad in the vertical
non-bending plane. The detector is described in detail else-
where [5]. A right-handed coordinate system is defined with
its origin at the nominal proton-proton interaction point, the
z axis along the beam line and pointing towards the magnet,
and the y axis pointing upwards.

For the low luminosity running period of the LHC rel-
evant for this analysis, the probability of observing more
than one collision in a proton-proton bunch crossing (pile-
up) is measured to be (3.7 ± 0.4) %, dominated by a dou-
ble interaction. For the measurements presented in this pa-
per the tracking detectors are of particular importance. The
LHCb tracking system consists of the VELO surrounding
the proton-proton interaction region, a tracking station (TT)
before the dipole magnet, and three tracking stations (T1–
T3) after the magnet. Particles traversing from the interac-
tion region to the downstream tracking stations experience
an integrated bending-field of approximately 4 Tm.

mailto:n.brook@bristol.ac.uk
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The VELO consists of silicon microstrip modules, pro-
viding a measure of the radial and azimuthal coordinates, r

and φ, distributed in 23 stations arranged along the beam
direction. The first two stations at the most upstream z posi-
tions are instrumented to provide information on the number
of visible interactions in the detector at the first level of the
trigger. The VELO is constructed in two halves, movable in
the x and y directions so that it can be centered on the beam.
During stable beam conditions the two halves are located at
their nominal closed position, with active silicon only 8 mm
from the beams, providing full azimuthal coverage.

The TT station also uses silicon microstrip technology.
The T1–T3 tracking stations have silicon microstrips in the
region close to the beam pipe, whereas straw tubes are em-
ployed in the outer region.

Though the particle multiplicity is measured using only
tracks reconstructed with the VELO, momentum informa-
tion is only available for “long” tracks. Long tracks are
formed from hits in the VELO (before the magnet) and in
the T1–T3 stations (after the magnet). If available, measure-
ments in the TT station are added to the long track.

The LHCb trigger system consists of two levels. The first
level is implemented in hardware and is designed to reduce
the event rate to a maximum of 1 MHz. The complete de-
tector is then read out and the data is sent to the second
level, a software trigger. For the early data taking period
with low luminosity used in this analysis a simplified trig-
ger was used. The first level trigger made no decision and
the events were passed through to the higher level trigger.
A fast track reconstruction was performed in the software
trigger and events with at least one track observed in the
VELO were accepted.

3 Monte Carlo simulation

Monte Carlo event simulation is used to correct for accep-
tance, resolution effects and for background characterisa-
tion. The detector simulation is based on the GEANT4 [6]
package. Details of the detector simulation are given in
Ref. [5]. The distribution of material in the simulation of
the VELO’s component parts was compared with that mea-
sured at the time of production and agreement was found
to be within 15 %. The largest component of the material
budget of the VELO is the thin foil that separate the beam
and detector vacuum. This has a very complex shape and
has to be approximated in its description. The Monte Carlo
event samples are passed through reconstruction and selec-
tion procedures identical to those for the data.

Elastic and inelastic proton-proton collisions are gen-
erated using the PYTHIA 6.4 event generator [7], with
CTEQ6L parton density functions [8], which is tuned to

lower energy hadron collider data [9]. The inelastic pro-
cesses include both single and double diffractive com-
ponents. The decay of the generated particles is carried
out by EvtGen [10], with final state radiation handled
by PHOTOS [11]. Secondary particles produced in mate-
rial interactions are decayed through the GEANT4 pro-
gram.

4 Data selection

A sample of 3×106 events, collected during May 2010, was
used in this analysis. In order to minimize the contribution of
secondary particles and misreconstructed (fake) tracks, only
the tracks satisfying a set of minimal quality criteria are ac-
cepted. To minimise fake tracks a cut on the χ2 per degree of
freedom of the reconstructed track, χ2/ndf < 5, is applied.
To further reduce fake tracks, and reduce duplicate tracks
due to splitting of the reconstructed trajectory, a cut of less
than four missing VELO hits compared to the expectation
is applied. To ensure that tracks originate from the primary
interaction, the requirements d0 < 2 mm and z0 < 3σL are
applied, where d0 is the track’s closest distance to the beam
line, z0 is the distance along the z direction from the cen-
tre of the luminous region and σL is the width of the lumi-
nous region, averaged over the data period, extracted from a
Gaussian fit. The run-to-run variation in σL is insignificant
for the analysis.

Tracks are considered for this analysis only if their pseu-
dorapidity is in either of the ranges −2.5 < η < −2.0 or
2.0 < η < 4.5. Pseudorapidity is defined as − ln[tan(θ/2)]
where θ is the polar angle of the particle with respect to the
z direction. The forward range is divided in five equal sub-
intervals with �η = 0.5.

5 Analysis strategy

The reconstructed multiplicity distributions are corrected on
an event by event basis to account for the tracking and se-
lection efficiencies and for the background contributions.
These corrected distributions are then used to measure the
charged particle multiplicities in each of the η intervals
(bins) through an unfolding procedure. Only events with
tracks in the η bins are included in the distributions and sub-
sequent normalisation. The distributions are corrected for
pile-up effects so they represent charged particle multiplici-
ties, nch, for single proton–proton interactions. No unfolding
procedure is required for the charged particle pseudorapidity
density distribution i.e. the mean number of charged parti-
cles per single pp-collision and unit of pseudorapidity. Only
corrections for background and track efficiency are applied.
For this distribution, at least one VELO track is required in
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Fig. 1 The multiplicity distribution in η bins (shown as points with
statistical error bars) with predictions of different event generators.
The inner error bar represents the statistical uncertainty and the outer
error bar represents the systematic and statistical uncertainty on the

measurements. The data in both figures are identical with predictions
from PYTHIA 6, PHOJET and PYTHIA 8 in (a) and predictions of the
PYTHIA 6 Perugia tunes with and without diffraction in (b)

the full forward η range. Each of element of the analysis
procedure is discussed in subsequent subsections.

Hard interaction events are defined by requiring at least
one long track with pT > 1 GeV/c in the range 2.5 < η <

4.5 where the detector has high efficiency. The geometric ac-
ceptance is no longer independent of momentum and there-
fore the distributions require an additional correction.

In this analysis primary charged particles are defined as
all particles for which the sum of the ancestors’ mean life-
times is shorter than 10 ps; according to this definition the
decay products of beauty and charm are primary particles.

5.1 Efficiency correction

The LHCb simulation is used to estimate the overall track-
ing and selection efficiency as a function of pseudorapidity
and azimuthal angle φ. It is found that the efficiency (in-
cluding acceptance) in the forward region is typically greater
than 90 % while it is at least 85 % in the backward region.
Tracking efficiency depends weakly on the event track mul-

tiplicity; this is taken into account in the evaluation of the
systematic error.

5.2 Background contributions

There are two main sources of background that can affect
the measurement of the multiplicity of charged particles:
secondary particles misidentified as primary and fake tracks.
Other sources of background, such as beam-gas interactions,
are estimated to be negligible.

The correlation between the number of VELO hit clusters
in an event and its track multiplicity is in good agreement be-
tween the data and simulation, indicating that the fraction of
fake tracks is well understood. It is also found that for each
η bin the multiplicity of fake tracks is linearly dependent on
the number of VELO clusters in the event. Therefore it is
possible to parameterise the fake contribution as a function
of VELO clusters using the Monte Carlo simulation.

The majority of secondary particles are produced in pho-
ton conversions in the VELO material, and in the decay of
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Fig. 2 The multiplicity distribution in the forward η range (shown as
points with error bars) with predictions of different event generators.
The shaded bands represent the total uncertainty on the measurements.

The data in both figures are identical with predictions from PYTHIA 6,
PHOJET and PYTHIA 8 in (a) and predictions of the PYTHIA 6 Perugia
tunes with and without diffraction in (b)

long-lived strange particles such as K0
S and hyperons. While

earlier LHCb measurements show that the production of K0
S

is reasonably described by the Monte Carlo generator [12],
there are indications that the production of Λ particles is
underestimated [13]. This difference is accounted for in the
systematic error associated with the definition of primary
particles.

The fraction of secondary particles is estimated as a func-
tion of both η and φ. In general, depending on the η bin, the
correction for non-primary particles (from conversion and
secondaries) changes the mean values of the particle multi-
plicity distributions by 5–10 %.

5.3 Correction and unfolding procedure

The procedure consists of three steps; a background subtrac-
tion is made, followed by an efficiency correction and finally
a correction for pile-up. The procedure is applied to all mea-
sured track multiplicity distributions in each of the different
η intervals.

In the first step, the distribution is corrected for fake
tracks and non-primary particles. A mean number of back-
ground tracks is estimated for each event based on the pa-
rameterizations described in Sect. 5.2. A PDF (probability
density function) is built with this mean value assuming a
Poisson distribution for the number of background tracks,
mbkgnd. From this PDF the probability to have mbkgnd tracks
can be calculated. Using this information a PDF for the num-
ber of prompt charged particles, given the number of mea-
sured tracks, can be calculated on an event by event basis.
These per event PDFs are summed up and normalized to ob-
tain the reconstructed prompt charged track multiplicity dis-
tribution i.e. the fraction of events with ntr tracks, Prob(ntr).

In the second step, the correction for the tracking ef-
ficiency is applied. For each η bin a mean efficiency, ε,
is calculated based on the per track efficiency as func-
tion of (η,φ). As explained below, this is used to unfold
the background-subtracted track multiplicity distribution,
Prob(ntr), to obtain the underlying charged particle multi-
plicity distribution, Prob(ñch), where ñch is the number of



Eur. Phys. J. C (2012) 72:1947 Page 5 of 14

Fig. 3 The KNO distributions in different bins of η. Only the statisti-
cal uncertainties are shown

primary produced particles of all proton-proton collisions in
an event.

For a given value of ñch, the probability to observe ntr

reconstructed tracks given a reconstruction efficiency ε is
described by the binomial distribution

p(ntr, ñch, ε) =
(

ñch

ntr

)
(1 − ε)ñch−ntrεntr . (1)

Hence, the observed track multiplicity distribution is given
by

Prob(ntr) =
∞∑

ñch=0

Prob(ñch) × p(ntr, ñch, ε). (2)

The values for Prob(ñch) are obtained by performing a fit to
Prob(ntr). The procedure has been verified using simulated
data and is in agreement to better than 5 per mille.

In the last step, the distributions are corrected for pile-up
to obtain charged particle multiplicity distributions of sin-
gle interaction events, Prob(nch). This is done using an iter-
ative procedure. For low luminosity, Prob(ñch) has mainly
two contributions: single proton-proton interactions, P(nch),

and a convolution of two single proton-proton interactions,∑nch
k=0 Prob(k) × Prob(k − nch). The starting assumption is

that the observed distribution is the single proton-proton in-
teraction. From this, the convolution term is calculated, and
by subtracting it from the observed distribution, a first or-
der estimate for the single proton-proton distribution is ob-
tained. This can then be used to calculate again the convolu-
tion term and obtain a second order estimate for the single
proton-proton distribution. The procedure usually converges
after the second iteration. The pile-up correction typically
changes the mean value of the particle multiplicity distribu-
tions by 3–4 %. It was checked that the contribution from
pile-up events with more than two proton-proton collisions
is negligible.

Fig. 4 The charged particle densities as a function of η (shown as
points with statistical error bars) and comparisons with predictions of
event generators, as indicated in the key. The shaded bands represent
the total uncertainty. The events are selected by requiring at least one
charged particle in the range 2.0 < η < 4.5. The data in both figures
are identical with predictions from PYTHIA 6, PHOJET and PYTHIA 8
in (a) and predictions of the PYTHIA 6 Perugia tunes with and without
diffraction in (b)

As mentioned before, no unfolding procedure is required
for the charged particle pseudorapidity density, only the per
track corrections for background tracks and tracking effi-
ciency are applied. The distribution is then normalized to
the total number of proton-proton collisions including pile-
up collisions. In the case of hard interactions, the pseudora-
pidity density distribution of the pile-up collisions without
the pT cut is first subtracted. Finally, the distribution is nor-
malized to the total number of hard collisions.

6 Systematic uncertainty

6.1 Efficiency

Studies based on data and simulation show that the error on
the tracking efficiency for particles reaching the tracking sta-
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Fig. 5 The multiplicity distribution in η bins (shown as points with er-
ror bars) with predictions of different event generators. The inner error
bar represents the statistical uncertainty and the outer error bar repre-
sents the systematic and statistical uncertainty on the measurements.

The events have at least one track with a pT > 1.0 GeV/c in the pseu-
dorapidity range 2.5 < η < 4.5. The data in both figures are identical
with predictions from PYTHIA 6, PHOJET and PYTHIA 8 in (a) and
predictions of the PYTHIA 6 Perugia tunes in (b)

tions T1–T3 is <3 % [14]. The tracking efficiency reduces
for low-momentum (pT < 50 MeV/c) particles due to inter-
actions with the detector material and the residual magnetic
field in the VELO region. Since no momentum measure-
ment exists for the reconstructed VELO tracks, the estimate
of a mean efficiency relies on the prediction of the LHCb
Monte Carlo model for the contribution of low-momentum
particles to the total number of particles. The simulation pre-
dicts that in the forward region the fraction of particles be-
low a transverse momentum of 50 MeV/c is 2.4 %. The
corresponding average single track efficiency in this η range
is measured to be 94 %. In the two extreme cases in which
no particles with pT below 50 MeV/c were reconstructed
or no such particles were produced the average track effi-
ciency would be reduced by 1.2 % or increased by 1.1 %
respectively. Assuming a 25 % uncertainty on the number of
low momentum particles, as suggested by the comparison
between the measured particle multiplicity and Monte Carlo
prediction, the additional contribution to the track efficiency
uncertainty is <1 %. Adding this to the 3 % track recon-

struction uncertainty, gives an overall 4 % error on the track
efficiency used in the unfolding procedure. The systematic
error contribution is then estimated by unfolding the multi-
plicity distributions varying the tracking efficiency by ±4 %.

6.2 Non-primary particles

The main systematic uncertainty on the contribution of non-
primary particles arises from the knowledge of the detec-
tor material (15 %). Two thirds of non-primary particles are
due to conversions of photons from π0 decays, resulting in
an 10 % uncertainty. The multiplicity of π0 scales with the
charged multiplicity and as the corrections applied are pa-
rameterised as a function of the measured number of tracks
no additional error for fake tracks is applied. Varying by
±40 % the production of Λ results in an uncertainty of about
5 % on the non-primary contribution. A pessimistic assump-
tion of a 25 % underestimation of the non-prompt contribu-
tion would change the mean and RMS values of the particle
multiplicity distributions by −2 %, which can be neglected
compared to the tracking efficiency uncertainty of 4 %.
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Fig. 6 The multiplicity distribution in the forward η range (shown as
points with statistical error bars) with predictions of different event
generators. The shaded bands represent the total uncertainty. The
events have at least one track with a pT > 1.0 GeV/c in the pseudo-

rapidity range 2.5 < η < 4.5. The data in both figures are identical
with predictions from PYTHIA 6, PHOJET and PYTHIA 8 in (a) and
predictions of the PYTHIA 6 Perugia tunes in (b)

6.3 Pile-up

The pile-up corrections inherit a systematic uncertainty from
the determination of the mean number of visible interactions
of 10 %. This correction to the pile-up fraction is small and
is negligible compared to the systematic uncertainty due to
the track efficiency correction.

7 Results

Figure 1 shows unfolded charged particle multiplicity dis-
tribution for different bins in pseudorapidity, η. Figure 2
shows multiplicity distributions for the full forward range,
2.0 < η < 4.5. There is a requirement of at least one track
in the relevant η range. The distributions are compared
to several Monte Carlo event generators. PYTHIA 6.424
is compared with the data for a number of tunes includ-
ing the LHCb tuned settings [9]. In particular the Perugia0
and PerugiaNOCR tunings [15] are shown. In addition, the

PYTHIA 8.145 generator [16] was compared to the data as
well as PHOJET 1-12.35 [17]. In general all generators un-
derestimate the multiplicity distributions, with the LHCb
tune giving the best description of the data; this tune does
not use data from the LHC. The exclusion of the PYTHIA

diffractive processes in the Perugia tunes, Figs. 1b and 2b,
also improves the description of the data, particularly in the
full forward region. Tables of the multiplicity data are given
in the Appendix (Tables 1–7).

The Koba–Nielsen–Olesen (KNO) scaling variable [18]
has been used to compare the data in the different η bins.
Figure 3 shows the KNO scaled multiplicity distributions,
Ψ (u) = 〈nch〉 × Prob(nch) as a function of u = nch〈nch〉 . As the
multiplicity distributions measured are truncated the mean
used was extracted by fitting a negative binomial distribu-
tion. It clearly shows that the distributions in the different
η bins are equivalent. In particular this illustrates that when
there is a requirement of at least one track in the η bin the
forward and backward regions (2.0 < |η| < 2.5) are identi-
cal.
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The charged particle pseudorapidity density, ρ, is shown
as a function of pseudorapidity in Fig. 4. The data have a
marked asymmetry between the forward and backward re-
gion; this is a consequence of the requirement of at least one
track in the full forward η range. All models fail to describe
the mean charged particle multiplicity per unit of pseudo-
rapidity. The models, to varying degrees, also display the
asymmetry but in none of the models is this as large as in the
data. The effect on the predictions of excluding diffractive
processes is shown in Fig. 4b using the Perugia tunes. There
is a better description of the η distribution in the backward
directions but it still fails to describe the forward-backward
asymmetry.

A sample of hard QCD events were studied by ensuring
at least one track in the pseudorapidity range 2.5 < η < 4.5
has a transverse momentum pT > 1 GeV/c. In comparison
to the data without this pT requirement, the multiplicity
distributions have larger high multiplicity tails, see Figs. 5
and 6. The data are again compared to predictions of sev-
eral event generators. In general the predictions are in better
agreement than for the minimum bias data but the pseudo-
rapidity range 4.0 < η < 4.5 remains poorly described. As
the pT cut removes the majority of diffractive events from
PYTHIA 6 the comparisons with and without diffraction are
not shown. Again tables of the multiplicity data are given in
the Appendix (Tables 1–7).

The charged particle density as a function of pseudora-
pidity for the hard QCD sample is shown in Fig. 7. The dis-
continuity observed in the data at η = 2.5 is an artefact of
the event selection for the hard events. The asymmetry be-
tween the forward and backward region is further amplified
in this sample. All models fail to describe the mean charged
particle multiplicity per unit of pseudorapidity. The models,
to varying degrees, also display the asymmetry but never
give an effect as large as the data. The Perugia (NOCR) tune
gives the best description of the data in the backward direc-
tion but fails to reproduce the size of the asymmetry.

8 Summary

The LHCb spectrometer acceptance, 2.0 < η < 4.5, allows
the forward region to be probed at the LHC. Charged multi-
plicity distributions at

√
s = 7 TeV are measured with and

without a pT event selection, making use of the high ef-
ficiency of the LHCb VELO. Several event generators are
compared to the data; none are fully able to describe the
multiplicity distributions or the charged density distribution
as a function of η in the LHCb acceptance. In general, the
models underestimate charged particle production, in agree-
ment with the measurements in the central region at the
LHC.

Fig. 7 The data charged particle densities as a function of η (shown
as points with statistical error bars) and comparisons with predic-
tions of event generators, as indicated in the key. The events have at
least one track with a pT > 1.0 GeV/c in the pseudorapidity range
2.5 < η < 4.5. The shaded bands represent the total uncertainty
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Appendix: Tables of charged particle multiplicities

Table 1 Charged particle multiplicity distribution in the pseudorapid-
ity range −2.5 < η < −2.0 for minimum bias events and for hard QCD
events (see text). The first quoted uncertainty is statistical and the sec-
ond is systematic

nch Prob. in min. bias events
×103

Prob. in hard QCD
events ×103

1 246.66±0.40±7.96 155.54±0.49±6.47
2 188.43±0.41±4.03 146.92±0.55±5.26
3 141.00±0.41±1.25 132.46±0.61±3.20
4 105.57±0.42±0.11 114.15±0.67±1.75
5 79.25±0.43±0.75 96.44±0.73±0.24
6 60.83±0.45±1.13 79.84±0.79±0.48
7 46.08±0.48±1.33 63.40±0.83±1.33
8 35.01±0.50±1.35 51.30±0.90±1.63
9 26.43±0.52±1.40 40.66±0.97±1.81

10 19.75±0.55±1.36 31.50±1.02±1.86
11 14.60±0.57±1.19 24.16±1.08±1.83
12 10.82±0.59±1.00 18.03±1.12±1.64
13 7.86±0.61±0.90 13.96±1.21±1.61
14 5.57±0.63±0.86 9.56±1.19±1.28
15 3.94±0.65±0.73 7.14±1.30±1.09
16 2.90±0.67±0.37 5.10±1.29±1.11
17 2.44±0.68±0.96 4.48±1.34±1.28
18 1.14±0.70±0.61 2.13±1.43±2.03
19 0.96±0.71±0.66 1.78±1.41±0.19
20 0.75±0.72±0.27 1.46±1.44±0.60

Table 2 Charged particle multiplicity distribution in the pseudorapid-
ity range 2.0 < η < 2.5 for minimum bias events and for hard QCD
events (see text). The first quoted uncertainty is statistical and the sec-
ond is systematic

nch Prob. in min. bias events
×103

Prob. in hard QCD
events ×103

1 244.35±0.36±7.66 126.88±0.38±6.57
2 191.00±0.33±4.02 140.50±0.43±5.81
3 142.72±0.31±1.44 133.83±0.44±3.91
4 106.75±0.28±0.10 121.45±0.44±1.95
5 80.27±0.26±0.73 103.10±0.43±0.75
6 61.09±0.25±1.22 86.87±0.42±0.98
7 46.22±0.23±1.42 70.01±0.41±1.59
8 34.57±0.21±1.45 55.15±0.39±1.83
9 26.09±0.20±1.38 43.12±0.36±2.13

10 19.30±0.18±1.34 32.71±0.34±2.20
11 14.08±0.17±1.17 24.64±0.32±2.00
12 10.17±0.16±1.07 18.25±0.29±1.80
13 7.23±0.14±0.98 13.66±0.28±1.84
14 5.43±0.13±0.82 9.97±0.25±1.52
15 3.55±0.12±0.60 6.64±0.22±1.12
16 2.60±0.11±0.40 4.91±0.21±0.78
17 1.78±0.10±0.65 3.14±0.18±1.23
18 1.35±0.09±0.28 2.45±0.17±0.47
19 0.82±0.08±0.22 1.56±0.15±0.42
20 0.62±0.07±0.19 1.15±0.13±0.34

Table 3 Charged particle multiplicity distribution in the pseudorapid-
ity range 2.5 < η < 3.0 for minimum bias events and for hard QCD
events (see text). The first quoted uncertainty is statistical and the sec-
ond is systematic

nch Prob. in min. bias events
×103

Prob. in hard QCD
events ×103

1 249.37±0.35±7.88 121.02±0.36±6.72
2 194.45±0.33±4.11 140.71±0.41±6.20
3 144.53±0.29±1.39 138.90±0.42±4.26
4 107.18±0.27±0.10 125.71±0.41±2.10
5 80.42±0.24±0.89 108.13±0.40±0.34
6 60.29±0.22±1.34 87.75±0.37±1.24
7 45.03±0.20±1.53 70.69±0.35±1.85
8 33.53±0.18±1.55 55.79±0.33±2.31
9 24.75±0.16±1.46 42.12±0.30±2.40

10 17.98±0.15±1.30 31.82±0.27±2.23
11 12.98±0.13±1.23 23.37±0.25±2.10
12 9.16±0.12±1.12 16.64±0.22±1.95
13 6.74±0.11±0.87 12.07±0.19±1.52
14 4.46±0.09±0.71 8.43±0.17±1.27
15 3.23±0.08±0.47 5.97±0.15±0.88
16 2.20±0.07±0.71 4.07±0.13±1.31
17 1.57±0.06±0.32 2.78±0.11±0.52
18 0.94±0.05±0.32 1.86±0.10±0.51
19 0.69±0.05±0.33 1.26±0.09±0.56
20 0.50±0.04±0.13 0.92±0.08±0.20

Table 4 Charged particle multiplicity distribution in the pseudorapid-
ity range 3.0 < η < 3.5 for minimum bias events and for hard QCD
events (see text). The first quoted uncertainty is statistical and the sec-
ond is systematic

nch Prob. in min. bias events
×103

Prob. in hard QCD
events ×103

1 257.54±0.36±8.38 128.89±0.38±7.33
2 199.12±0.33±4.08 145.79±0.41±6.39
3 147.50±0.30±1.23 145.41±0.43±4.13
4 108.21±0.27±0.31 130.01±0.42±2.16
5 79.83±0.24±1.10 109.73±0.41±0.44
6 58.83±0.22±1.50 87.48±0.38±1.58
7 43.25±0.20±1.67 67.91±0.35±2.16
8 31.48±0.18±1.64 52.94±0.32±2.50
9 22.72±0.16±1.48 38.50±0.29±2.43

10 16.12±0.14±1.28 28.21±0.26±2.21
11 11.37±0.13±1.19 20.63±0.24±2.17
12 7.89±0.11±1.07 14.74±0.21±1.83
13 5.63±0.10±0.81 10.02±0.18±1.45
14 3.54±0.08±0.67 7.00±0.16±1.02
15 2.53±0.07±0.71 4.49±0.13±1.37
16 1.79±0.06±0.38 3.33±0.12±0.64
17 1.07±0.06±0.29 1.96±0.10±0.53
18 0.75±0.05±0.17 1.38±0.09±0.32
19 0.49±0.04±0.22 0.94±0.08±0.43
20 0.35±0.04±0.10 0.65±0.07±0.17
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Table 5 Charged particle multiplicity distribution in the pseudorapid-
ity range 3.5 < η < 4.0 for minimum bias events and for hard QCD
events (see text). The first quoted uncertainty is statistical and the sec-
ond is systematic

nch Prob. in min. bias events
×103

Prob. in hard QCD
events ×103

1 268.35±0.37±8.77 139.99±0.39±7.61
2 206.16±0.34±4.00 158.42±0.44±6.72
3 150.62±0.31±0.98 151.42±0.45±4.01
4 108.81±0.28±0.56 133.07±0.44±1.67
5 78.99±0.25±1.35 110.17±0.42±0.92
6 56.92±0.22±1.77 84.74±0.38±1.91
7 40.49±0.20±1.81 65.65±0.36±2.61
8 28.60±0.18±1.68 48.06±0.32±2.71
9 19.98±0.16±1.46 34.60±0.29±2.49

10 13.79±0.14±1.30 24.49±0.26±2.26
11 9.31±0.12±1.18 16.62±0.22±2.05
12 6.48±0.11±0.94 11.50±0.19±1.51
13 4.02±0.09±0.68 7.40±0.17±1.18
14 2.80±0.08±0.41 5.09±0.15±0.75
15 1.82±0.07±0.64 3.48±0.13±1.27
16 1.24±0.06±0.28 2.23±0.11±0.45
17 0.68±0.05±0.25 1.35±0.09±0.43
18 0.50±0.04±0.21 0.85±0.08±0.47
19 0.27±0.04±0.05 0.55±0.06±0.14
20 0.18±0.03±0.08 0.31±0.05±0.18

Table 6 Charged particle multiplicity distribution in the pseudorapid-
ity range 4.0 < η < 4.5 for minimum bias events and for hard QCD
events (see text). The first quoted uncertainty is statistical and the sec-
ond is systematic

nch Prob. in min. bias events
×103

Prob. in hard QCD
events ×103

1 284.08±0.40±9.11 159.68±0.01±8.81
2 215.09±0.38±4.25 174.85±0.01±6.65
3 155.18±0.35±0.72 159.67±0.01±3.42
4 109.77±0.32±1.07 135.15±0.01±0.61
5 76.74±0.29±1.76 107.91±0.01±1.45
6 53.34±0.27±1.97 82.45±0.01±2.49
7 36.49±0.24±1.93 58.82±0.01±2.84
8 24.57±0.22±1.75 41.25±0.01±2.75
9 16.30±0.20±1.50 28.48±0.01±2.55

10 10.63±0.17±1.25 18.52±0.01±2.11
11 6.76±0.15±1.00 12.41±0.01±1.83
12 4.20±0.13±0.70 7.64±0.01±1.25
13 2.92±0.12±0.57 5.63±0.01±1.12
14 1.48±0.10±0.86 2.66±0.01±1.54
15 1.15±0.09±0.33 2.35±0.01±0.67
16 0.55±0.07±0.21 1.08±0.01±0.40
17 0.35±0.06±0.28 0.71±0.01±0.54
18 0.24±0.05±0.12 0.45±0.01±0.21
19 0.09±0.04±0.13 0.17±0.01±0.24
20 0.07±0.04±0.02 0.14±0.01±0.05

Table 7 Charged particle multiplicity distribution in the pseudorapid-
ity range 2.0 < η < 4.5 for minimum bias events and for hard QCD
events (see text). The first quoted uncertainty is statistical and the sec-
ond is systematic

nch Prob. in min. bias events
×103

Prob. in hard QCD
events ×103

1 51.23±0.16±2.05 5.38±0.09±0.45

2 56.09±0.18±2.35 10.02±0.14±1.10

3 60.21±0.20±2.38 14.69±0.17±2.04

4 63.32±0.21±2.81 21.62±0.23±2.16

5 63.18±0.23±1.82 26.22±0.26±1.88

6 61.39±0.24±1.14 31.38±0.31±1.94

7 58.08±0.25±0.57 35.13±0.35±1.87

8 53.81±0.26±0.24 37.72±0.39±1.67

9 49.25±0.27±0.32 39.37±0.43±2.27

10 45.18±0.28±0.26 42.69±0.49±2.31

11 41.36±0.29±0.28 43.07±0.53±1.37

12 37.94±0.31±0.35 43.97±0.58±1.39

13 35.09±0.32±0.30 43.52±0.63±1.71

14 32.55±0.34±0.33 45.25±0.70±2.01

15 30.48±0.36±0.43 43.98±0.75±0.86

16 28.20±0.38±0.48 43.48±0.81±0.90

17 26.55±0.40±0.40 43.85±0.89±0.74

18 24.83±0.43±0.39 42.96±0.96±0.34

19 23.26±0.45±0.39 41.47±1.02±0.24

20 21.64±0.48±0.59 40.21±1.09±0.29

21 19.87±0.19±0.46 37.97±0.43±0.51

23 17.44±0.20±0.52 35.08±0.46±0.67

25 15.49±0.21±0.76 32.39±0.51±0.87

27 13.24±0.22±0.68 30.02±0.56±1.42

29 11.63±0.23±0.60 26.14±0.57±1.54

31 10.05±0.24±0.62 23.18±0.60±1.38

33 8.66±0.25±0.62 20.40±0.63±1.45

35 7.43±0.26±0.60 17.59±0.63±1.52

37 6.19±0.26±0.72 15.85±0.66±1.88

39 5.56±0.26±0.71 13.11±0.64±1.45

41 4.40±0.25±0.62 11.22±0.64±1.32

43 3.71±0.25±0.56 9.55±0.63±1.24

45 3.14±0.24±0.44 7.74±0.59±1.27

47 2.68±0.23±0.46 6.21±0.58±1.40

49 2.00±0.22±0.49 5.38±0.54±1.09

51 1.70±0.12±0.32 4.18±0.30±1.09

54 1.22±0.11±0.24 3.04±0.27±0.69

57 0.88±0.09±0.20 2.26±0.24±0.49

60 0.63±0.08±0.15 1.58±0.21±0.45
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