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Architectural Support for Routine Evolution

Charles Earl (EARL@ CS.UCHICAGO.EDU)
R. James Firby (FIRBY @ CS.UCHICAGO.EDU)
Department of Computer Science, The University of Chicago
Chicago, IL 60637

We are interested in designing autonomous agents that
can continuously and intelligently adapt their behavior to the
specifics of their environment through long term interaction
in the environment.This paper presents a framework for rou-
tine evolution in the context of an plan execution system
called RAMA for Routine Activity Maintenance and Analy-
SIS.

RAMA stores knowledge about what to do and what to ex-
pect in structures called dynamics. During execution, RAMA
updates parameters associated with its expectations (e.g. du-
ration, time of occurrence, frequency of occurrence). It uses
this information to determine when unexpected events have
occurred and when expectations have failed. It then modi-
fies its dynamics so that such anomalies can be accounted for
during subsequent execution.

Agre and Shrager refer to the process through which activ-
ity associated with recurrent goals becomes adapted to par-
ticular environments as routine evolution (Agre & Shrager,
1981) and posit that it is the basis of skill acquisition. An
agent comes to an task for the first time with a rough plan
and develops a detailed notion of what to expect as that ac-
tivity unfolds. A theory of routine evolution must specify: 1)
How an agent acquires expectations; 2) How are they refined
through activity; and 3) What should happen when expec-
tations are determined to be inaccurate? In this paper, we
discuss how RAMA addresses these questions.

RAMA's knowledge consists of: 1) a library of process
models, called dynamics, which describe what to do and what
to expect as tasks are performed; 2) a library of anomaly
types which RAMA uses to classify unexpected occurrences
and expectation failures; 3) a library of dynamic transforma-
tions which describe how to modify dynamics in response
to discovered anomalous events or discovered dependencies;
and 4) a library of suggestive causal patterns, which describe
which possible dependencies to look for to explain anomalous
events. RAMA’s interpreter retrieves appropriate dynamics in
response to goals.

During execution RAMA updates expectations. The more
accurate these estimates are, easier it is to spot when some-
thing unusual has happened. RAMA updates the following
information for each dynamic it uses: 1) Interval durations,
which are used 1o measure how long events last and the time
between events; 2) Likelihood estimates, which measure

how likely it is for an event to occur; and 3) Completion rate
estimates, which estimate how likely it is that the dynamic
will complete.

Unexpected events and expectation failures constitule
anomalies. RAMA recognizes an unexpected event by com-
paring its observations of the world against the predictions of
its active dynamics. If an observation is not predicted that
observation is an unexpected event. Likewise, when an event
is predicted to occur but not observed when expecled, an ex-
pectation failure occurs.

When an anomaly occurs, RAMA classifies it as belong-
ing to one of a set of anomaly types. These anomaly types
overlap and extend the nonmotivated (i.e. not involving other
intentional agents) anomaly types Leake (1991) defines in his
thesis. The anomaly types are used as indeci that can trig-
ger the activation of other dynamics or retrieve one or more
simple transformations that say how to modify the dynamic
to account for the anomaly during subsequent execution.

Finally, RAMA attempts to determine precursors to expec-
tation failures or unexpected events by learning dependen-
cies. This learning is guided by a notion of what events are
critical enough to merit learning precursors for. For example,
having the expected outcome of a dynamic not obtain by the
expected completion time of the dynamic would constitute
such an event. RAMA then uses dependency analysis (Cohen
& Howe, 1995) to determine likely precursors of such a fail-
ure.

We have implemented the described architecture and have
begun evaluation in a graphical simulator developed here
at the University of Chicago. We are investigating how o
tractably tune the dependency analysis.
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