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Does micro-variability make models more complex? A comparison between
diffusive and linear evidence accumulation

Chris Donkin and Richard M. Shiffrin
Department of Psychological and Brain Sciences, Indianaddsity
1101 E. 10th St, Bloomington IN 47405 USA

Scott Brown and Andrew Heathcote
School of Psychology, The University of Newcastle,
University Drive, Callaghan NSW 2308 Australia

Abstract Brown and Heathcote (2008) proposed the LBA as a simple
model of choice and RT because it makes few, and relatively

Most theories of how decisions are made assume that the ac- phasjc, assumptions about how evidence accumulation accurs
cumulation of evidence from the environment is a noisy pro- H . tioat liahtly diff i i h
cess. Recently, models have been proposed which do not have Here we investigate a slightly different question, whetber

this micro-variability, and as a result are simple in the sense not the LBA, with its lack of micro-variability, is a func-
of being analytically tractable. We use a global model analy-  tjonally simpler model. More generally, we aim to exam-
sis method called landscaping to show that in terms of flexi- . hether the additi f mi iabil it
bility, simply removing micro-variability does not necessarily ~ N® Whether the addition of micro-variability necessarly
make a model more simple. Our landscaping also highlights an  creases the complexity of a model. Since Occam’s Razor says
experimental design which might be helpful'in discriminating  that we should prefer the simplest and complete description
between different response models. . . . L

_ _ _ of data, and models both with and without micro-variability
Keywords: response time models; complexity; landscaping  have been shown to account for empirical data, our inves-

. . ) tigation may shed light on whether decision models need to
A wide range of experimental psychology tasks involve anecessarily assume micro-variability. We will use a teqhiei
decision between two alternatives. Which alternative is chocgjled landscaping (Navarro, Pitt, & Myung, 2004) to assess

sen and the time taken to make that choice has been the suksmplexity. First, however, we provide an overview of the
ject of intense investigation. The most successful theoriegiffysion and LBA models.

for the decision process usually come from a class of evi-
dence accumulation (or sequential sampling) models. Evi- Overview of Models
dence accumulation models assume that participants tollec ) .
information from the environment to use as evidence as t(;rhe Diffusion Model
which potential response is correct. Evidence is accuredlat Consider a recognition memory task in which participants
until there is enough to indicate that one of the responseRave been asked whether or not a stimulus currently presente
should be given. This response is then made and the timgas either previously studied, “old”, or not studied, “new”
taken for evidence accumulation makes up the decision timg diffusion model account of this choice assumes that par-
component of observed reaction time (RT). Though there argicipants sample information continuously from the stiosul
many models which follow this basic framework, the particu-Each sample of information counts as evidence for one of
lar assumptions about evidence accumulation that eachimodge two responses and is used to update an evidence counter,
makes varies considerably. shown by the irregular line in the right panel of Figure 1. To-
Historically, the collection of evidence from the environ- tal evidence begins at some starting point and evidence that
ment has been modeled as a stochastic process (e.g. Ratcfdivors an “old” response decreases the evidence counter and
& Tuerlinckx, 2002; Usher & McClelland, 2001), such that evidence for a “new” response increases the counter. Evi-
how much evidence there is for a response varies randomigence accumulation continues until the counter reaches one
from moment-to-moment. For example, in a random walkof the response boundaries, the horizontal lines in Figure 1
process, the amount of evidence accrued between any twithe choice made depends upon which boundary was reached,
moments in time is a sample from a normal distribution. the top barrier for “new” and the bottom barrier for “old”. &h
A small number of recently proposed models, howeverobserved RT is the time taken for accumulation plus a non-
have demonstrated that it is not necessary to explicitlyehod decision time component made up of things such as encoding
the micro-variability in evidence accumulation (e.g. Riegld time and the time taken to make a motor response.
Carpenter, 2000; Reeves, Santhi, & Decaro, 2005). Brown A key feature of the diffusion model is its micro-variahyjlit
and Heathcote’s (2008) Linear Ballistic Accumulator (LBA) such that the amount of evidence accumulated varies from
model assumes that while a decision is being made, evidengeoment-to-moment according to a normal distribution whose
accumulates at a fixed linear rate. Despite this lack of micromean we call thelrift rate. On top of this within-trial vari-
variability the model provides a full account of benchmarkability, there are typically three forms of between-triakiv
choice and response time phenomena. ability added to the diffusion model. Drift rate and staririo
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Figure 1: Overview of the diffusion and LBA models (left anght panel, respectively)

are generally assumed to vary from trial-to-trial accogdin model’s flexibility. In particular, a more complex model can
to a normal and uniform distribution, respectively. Figall “overfit” the data by explaining the noise specific to a par-
Ratcliff and Tuerlinckx (2002) included between-trial ivar ticular sample, as well as the structure due to the undeylyin
ability in non-decision time in the form of a uniform disttib  processes. Because only the structure re-occurs in new data

tion. overfitting limits the model’s ability in terms of predictio
There are many techniques for analyzing the complexity of
The LBA Model a model (see Shiffrin et al., 2008 for a review). We will focus

In the LBA there are separate accumulators gathering evion one particular method proposed by Navarro et al. (2004)
dence for each of the “new” and “old” responses. As indi-called landscaping. This method is highly related to patame
cated by the straight lines in the left panel of Figure 1, ¢hes ric bootstrap methods proposed by Wagenmakers, Ratcliff,
accumulators accrue evidence linearly and without microGomez, and Iverson (2004). Landscaping, as a means of de-
variability. Accumulation begins at some start point and-co termining model complexity, is based on the idea that a more
tinues until evidence in one accumulator reaches a respondéxible model will be better able to mimic the predictions of
boundary. The accumulator which reaches the boundary firgh alternative model. Landscaping is used to compare the rel
selects its associated response and predicted RT is acasumugtive flexibility of any two models, and for our purpose these
tion time plus non-decision time. As in the diffusion model, will be models with and without micro-variability (a diffu-
the LBA also features between-trial variability. Like thi&-d ~ sion and an LBA model, respectively). Note that landscap-
fusion model, drift rate and start point are assumed to varyng tells us about a specific form of local, relative flexityili
between-trials according to normal and uniform distribng, ~ rather than the model's general flexibility. In particuland-
respectively. Unlike the diffusion model, the LBA typicall scaping tells us about how flexible one model is relative to

does not require between-trial variability in non-deaisiione ~ another model, specifically for the regions of the parameter
to fit empirical data. space in which we observe real data. In what follows we will

refer exclusively to this local flexibility.
The Complexity of the Models

The LBA was considered by Brown and Heathcote (2008) Landscaping

as a relatively simple model because of its simpler assumpfo do landscaping we generate data from one model, say
tions about variability, and hence fewer parameters. Howmodel A, and fit these data with both models, i.e. model A
ever, recent work has demonstrated that the complexity of and the alternative model, say model B. We then repeat the
model is not determined simply by the number of parameterprocess with model B as the data-generating model. How
in a model, but by how the parameters of the model interactvell model B can fit the data generated by model A, and vice
within the model architecture to produce different patsesh  versa, gives insight into the relative flexibilities of battod-
predictions — also known as the functional form complexityels. We will focus on two measures of model flexibility, the
of a model (e.g. Myung, 2000; Shiffrin, Lee, Wagenmakers first is the difference between how well model B fits model
& Kim, 2008). Functional form complexity differs among As data compared to model A, and the second is how often
models when they are able to produce differing ranges of premodel B can better fit model A's data. The first measure tells
dictions, even when they share the same number of paranus how flexible model B is compared to model A, i.e. if model
eters. In this way an overly complex model can provide arB gives better fits to data from model A than vice versa, then
excellent fit to data, but not because the model gives a gooohodel B is more flexible. The second measure tells us how
account of the underlying process, but simply because of thdistinguishable, or confusable, the two models are, i.ev ho
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often we expect to have model B fit data better than model Anodel (cf. Ratcliff & Tuerlinckx, 2002) in which there is no

when model A is actually the true model. between-trial variability in non-decision time. The mael
In all of our landscaping analyses we simulated 3200 dataow share the same assumptions about between-trial Mariabi

sets from each model. For each data set a random samgly — it is in both drift rate and start point of accumulatidmug

of parameters was chosen from uniform distributions whoseee the General Discussion for talk of other key differences

ranges were determined by previously observed parametebetween the models).

estimated from real data. In particular, Matzke and Wagenpgicyity Manipulation  To create our landscape we first
makers (2(_)09) identified the range of par{;\mgter vaIL{es Pr&imulated data from both the LBA and the diffusion model.
viously estimated across all previous applications of fie d 1o a4 were simulated with all parameters except for drift

fusion model to data. Donkin, Brown, Heathcote, and Wa- a6 fixed across three difficulty conditions, with 200 obser

genmakers (2009) used these values to identify a range of Pz igns simulated per condition. We used 200 observations
rameters values for the LBA which spanned the same rang§e, condition because this amount is standard in applitstio
OT d:?\ta Space. Note that parameters are sampled from eagl . qice RT models. Both models used seven parameters for
distribution independently and so may not reflect the cafrel ., simulating and fitting data — the diffusion moda| T,
tions between parameters in real data. N, Sz, Veasy: Vinedium: Vhard, and the LBAD, Ter, S, A, Ve, Vi and

vh. The simulated data were summarized using five quantiles

Table 1: Range of parameter values used to generate data sdtd: -3, -5, .7 and .9) and both models were fit using quantile
Parameters not previously defined are as folloWsis non- ~ Maximum probability estimation (Heathcote, Brown, & Me-
decision time in both models,andn represent between-trial Whort, 2002) as the objective function and simplex as a searc
standard deviation in drift rate in their respective mogatsl ~ algorithm.
s, ands represent the ranges of between-trial variability in

start point and non-decision time in the diffusion model, re
spectively.

700
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Landscaping is known to depend on the design of the data
simulated. Here we selected two commonly used designs,
one in which only the difficulty of the task was manipulated, Difference in Log Likelihood
and one in which both difficulty and response caution were
manipulated. To simulate a difficulty manipulation we used _.

three conditions (easy, medium and hard) across which onlf'9ure 2: Difference in log-likelihood values between the
the drift rate parameter of the model could change. In pract ata-generating model and the alternative model. The black

tice this meant that the distribution of drift rates shown inand.gray Ilgels represen_t tTe qll]:uséon a(;l(?. LBA as tr;r?ugen_
Table 1 was divided evenly into three smaller distributions ergtwe mﬁ, ‘;Sr'] rtzspectlve y. Ihe cc)ittel INE rEPreseTes t
with the ease of the task increasing with drift rate. To sim-Point atwhich the data-generating and alternative modets g

ulate a caution manipulation we used the same procedure Egual qgallty flgs,lnfggagve vallrj]es mr? Icate cases in wl:elh tl
create two conditions (speed emphasis and accuracy emph ternative model Tits better than the generative mocel. In

sis) across which only the response boundary parametet coufhis plot the simulated data come from a difficulty manipula-

change, i.e. boundary parameter distributions were divide gon and thg lmodeslgsed make the same assumptions about
two and two values were sampled. etween-trial vanability.

Micro-variability Figure 2 shows the difference in quality of fit between the
In these first set of analyses we aim to investigate whetleer thgenerating and alternative model when the diffusion was the
micro-variability of the diffusion model makes it more flex- generating model (black histogram) and when the LBA was
ible than a model without micro-variability, the LBA model. the generating model (gray histogram). Positive values ind
The models, however, differ in more ways than just micro-cate that the data-generating model fits better than the alte
variability. In an attempt to make the models more similar,native model, and negative differences indicates thatltae a
and hence make the effect of micro-variability more sajient native model is fitting the generating model’s data bettenth
we use a slightly simplified version of the standard diffasio the generating model itself. Two things are apparent from
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the figure: the gray histogram is generally more positivetha
the black histogram, and neither histogram has much mass in
the region of negative differences. The first observatidia te
us that when the LBA was the generating model the diffu-
sion tended to fit worse than how well the LBA fit when the
diffusion was the generating model. In other words, theudiff
sion model appears to be less flexible than the LBA model in
terms of how closely it can resemble the other model’'s data.
The second observation tells us that neither model is very ca
pable of better fitting the other model’s data — the LBA fit data
generated from a diffusion model better than the generating
model in only 3.2% of the 3200 data sets, and the diffusion
model better fit data generated from an LBA only 0.8% of the Difference in Log Likelihood
time.

Generating
= Diffusion
LBA

Frequency
100 200 300 400 500
|

0
L

=
T
0 50 100 150

Visual inspection of the fits suggested that the prediction1q:igure 3: Difference in log-likelihood values between the

of both models matched the simulated data closely, rewdled " i del and the alt i del. The dat
of which model the data had come from. Indeed, in all but the ata-generating model and the afternative modet. € data
me from a caution and difficulty manipulation, and the

most extreme cases, the models appeared to be mimickin : : .
each other closely. This suggests that the differencesgin lo qqels make the same assumptions about between-trial vari-
likelihood we observe in Figure 2, and in all other figures, ar ability.
not simply due to the models occupying completely separate

data spaces, but reflect differences in the ability of oneeghod

to better fit the other model’s data (i.e., what we define asare made — in 3200 data sets, the LBA never better fit data
model flexibility). generated from a diffusion model, while the diffusion model
Caution and Difficulty Manipulations ~ To create the land-  better fit data from an LBA only 0.4% of the time.

scape for a design in which both caution and difficulty wereDiscussion Our first measure of flexibility, the relative
manipulated we simulated data in which all parameters éxceghapes and positions of the histograms in our figures, stigges
for drift rate were fixed across the three difficulty condiso that the LBA is capable of getting better fits of data gener-
and all parameters except for response boundary were fixeated from a diffusion model than vice versa. We take this to
across the two caution conditions. Fits were as in the poavio mean that the LBA model is more flexible than our simplified
landscape except that each model now had eight parametersrsion of the diffusion model (i.e. one without non-deaisi

— the diffusion:aspeed, @accuracy, Ter» N, Sz Ve, Vi, Vi, @nd the  time variability). Since the models were equated on assump-
LBA: bs, bs, Ter, S, A, Ve, Vi @andvy,. Landscapes were cre- tions about between-trial variability, we also take thsuleas
ated using both 200 observations per condition (as in the preevidence against the idea that the micro-variability indtie
vious landscape), as well as 100 observations per conditiofusion model makes the model more flexible than the model
(since twice as many conditions meant that total sample sizeithout micro-variability, the LBA. Indeed, there may bé-ev
was twice that of the previous landscape). Sample size hadence to suggest the opposite — that micro-variability cedu
little effect on the pattern of results, but the smaller siemp the functional form complexity of a model. We do not mean
size did lead to slightly more confusion between the modelsour results as conclusive evidence of such a result, however
We present, therefore, the results of the landscape using ttparticularly because micro-variability is not the onlyfdif
smaller sample size (i.e. where total sample size was edjuatence between the LBA and diffusion models. We direct the
across landscapes). reader to our General Discussion for suggestions of how the

A quick look at Figure 3 suggests that the current |and_effects of micro-variability could be more investigatednmo

scape is similar to the one where only difficulty was manip-SpeC'f'Ca”y'

ulated. Closer inspection, however, reveals two diffeesnc Our second measure of flexibility, how often the alternative
Firstly, the histograms in Figure 3 show a larger mean ananodel can better fit data from the generating model, gives a
variance than those in Figure 2, and secondly, the histagramess clear result. This is largely because both models seem
show even less mass below zero. The first observation sugelatively incapable of better capturing the other modidia,
gests that when both caution and difficulty are manipulatedht least for the sample size we use. When we repeated our
that both models are not as good at accounting for the altetandscaping analysis with a greatly reduced sample size (ju
native model’s data. Note, however, that the relative pmsit 20 observations per condition) we observed an intereséing r
of the black and gray histograms continue to suggest that theult, consistent with our first measure of flexibility — theAB
diffusion model has less flexibility than the LBA. The sec- better fit diffusion data in almost one in ten samples, witiée t
ond observation implies that the models are even more digdiffusion still only better fit LBA data in less than one in two
tinguishable when both caution and difficulty manipulation hundred samples. The results reported in Figure 3, however,
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suggest that the two models are distinguishable based on fit
alone for the types of sample sizes typically used. In other !
words, in the unlikely case that one of the two models was 40
truly responsible for empirical data, then our results g9 ;
that the alternative model would rarely be mistakenly chose !
as the best fitting model, provided at least 100 observations |
were recorded per condition. However, this result is noy ver :
useful since we do not believe that a diffusion model with- f JJ
|
]
I
0

350
|

Generating
= Diffusion
LBA

250
|

Frequency
150
|

out between-trial variability is appropriate. We now rejpea
our landscaping using a diffusion modeith between-trial
variability in non-decision time, paying particular focas to
whether or not the models remain distinguishable.

50
|

T T T T |
50 100 150 200 250

Difference in Log Likelihood

Comparing the LBA and the Full Diffusion

The method for creating the following two landscapes was thé-igure 5: Difference in log-likelihood values between the
same as for the previous two landscapes, however, betweedlata-generating model and the alternative model. The data
trial variability in non-decision time was assumed for tife d come from a caution and difficulty manipulation, and the
fusion model (but not the LBA). diffusion model makes the additional assumption that non-

Difficulty Manipulation  Figure 4 suggests that a full dif- decision time has between-trial variability.

fusion model may be slightly more flexible than the LBA
when only difficulty is manipulated. In particular, though
largely overlapping, the grey histogram looks like a slight Caution and Difficulty Manipulations The landscape in
left-shifted version of the black histogram, suggestirgthe  which both caution and difficulty were manipulated was cre-
difference between quality of fit for the data-generatind an ated using 200 simulated data points in each of the six con-
alternative models was smaller when the LBA generated théitions. From Figure 5 it is not clear which of the full dif-
data. In other words, the diffusion model was slightly bette fusion model or the LBA is more flexible. In particular, the
able to fit LBA data than vice versa. When we look at just thegrey histogram has more mass than the black histogram at
cases in which the alternative model fits better than the-datéyoth very small and very large positive values, suggesting
generating model we see that the same pattern continues, thigat the diffusion model fit LBA data both very well and very
LBA model better fits data simulated from a diffusion model poorly. In terms of how often the alternative model fit bet-
in 6% of simulated data sets, while the diffusion model vette ter than the data-generating model, when the diffusion mode
fits LBA data 10% of the time. was the generative model then the LBA never fit better, while
the diffusion model fit LBA data better in only 0.8% of the
simulated data sets.
] | Discussion The first two landscapes we created suggested
: that the LBA and the diffusion models were distinguishable,
! Generating such that each model was relatively incapable of better fit-
.[ T Ditusion ting the other model’s data. These second pair of landscapes
] looked at whether these results extended to the full diffusi

Frequency

model (with between-trial variability in non-decision &h

: The first landscape we created suggested that this might not
| be the case. When data came from a design in which only dif-
P! o ficulty, i.e. drift rate, varied then both models displayede

100 200 300 400 500
|

0
l

[}
T T T reasonable mimicry, such that the LBA looked more like a
-20 0 20 40 diffusion model in 6% of the simulated data sets and the diffu
Difference in Log Likelihood sion model looked more like an LBA 10% of the time. These
proportions are not overly large, but they do suggest that if
one of the models actually was the true model, that we would
Figure 4: Difference in log-likelihood values between the observe the alternative model fitting data better for aboet o
data-generating model and the alternative model. The datia ten to twenty participants.

come from a diffi_culty manipula_tion, and the diffgs_,ion r_nodel The results of our fourth and final landscape suggest that
makes the additional assumption that non-decision time ha{.ﬁe models become highly distinguishable when both diffi-

between-trial variability. culty and caution are manipulated. Indeed, the resultsesigg
that if one of the two models were the true model then the al-
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ternative model would be mistaken as the best fitting modeparticular, micro-variability in processing means thatnso

for fewer than one in a hundred participants. The differenceesponses will terminate quickly regardless of the pasitio

in distinguishability between these two final landscapesdis of response boundaries. Without this micro-variabilitpph
markable, however it is possible that the difference ocbars ever, increasing caution will slow down even the fastest re-
cause there are twice as much data under the design with bosiponses. This means that changing caution in the diffusion
caution and difficulty manipulations. Equating total sampl model effects the speed of the fastest responses much less
size using a simplified diffusion model, however, had little than in the LBA. Regardless of the cause, our results suggest
effect on distinguishability — doubling sample size mehaatt that whichever model can better account for a combined cau-
the largest confusion occurred 0.4% of the time instead ofion and difficulty manipulation is probably closer to thedr
0.2%. We expect, therefore, that it is something about the demodel, and unlikely to be due to model mimicry.

sign rather than sample size which causes such a large change

in distinguishability. Consistent with this idea, Donkinha. References
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