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A counter-flow heat exchanger transient one-dimensional numerical model was developed and verified against other authors results. Heat exchangers have been extensively studied due to their vast number of industrial applications where steady state operation is usually assumed. However, heat exchangers are also used in systems that operate under transient conditions such as energy generation, energy conversion, or energy storage.

After a detailed literature review, it was determined that there was a need for a more comprehensive study on the transient behavior of heat exchangers. Computational power was not readily available when most of the work on transient heat exchangers was done (1956 – 1986), so most of these solutions have restrictions, or very specific assumptions. More recently, authors have obtained numerical solutions for more general problems (2003 - 2013), but they have investigated very specific conditions, and cases. For a more complex heat exchanger (i.e. with heat generation), the transient solutions from literature are no longer valid. There was a need to develop a numerical
model that relaxes the restrictions of current solutions to explore conditions that have not been explored.

A one dimensional transient heat exchanger model was developed. There are no restrictions on the fluids and wall conditions. The model is able to obtain a numerical solution for a wide range of fluid properties and mass flow rates. Another innovative characteristic of the numerical model is that the boundary and initial conditions are not limited to constant values. The boundary conditions can be a function of time (i.e. sinusoidal signal), and the initial conditions can be a function of position. Four different cases were explored in this work. In the first case, the start-up of a system was investigated where the whole system is assumed to be at the same temperature. In the second case, the new steady state in case one gets disrupted by a smaller inlet temperature step change. In the third case, the new steady state in case one gets disrupted by a step change in one of the mass flow rates. The response of these three cases show that there are different transient behaviors, and they depend on the conditions imposed on the system. The fourth case is a system that has a sinusoidal time varying inlet temperature for one of the flows. The results show that the sinusoidal behavior at the inlet propagates along the channel. However, the sinusoidal behavior on one of the fluids does not fully translate to the other gets damped by the wall and the heat transfer coefficients that can be barely seen on the other flow.

A scaling analysis and a parametric study were performed to determine the influence the different parameters on the system have on the time a heat exchanger takes to reach steady state. The results show the dependency of \( t_{st}^* \) (time a system takes to reach steady state) on the dimensionless parameters \( M, C, NTU_h, NTU_c, \) and \( C_w. \) \( t_{st}^* \) depends linearly on \( C \) and \( C_w, \) and it is a power function of \( M. \) It was also shown that \( t_{st}^* \) has a logarithmic dependency on \( NTU_h \) and \( NTU_c. \) A correlation was generated to approximate the time a system takes to reach steady state
for systems where \( C_w \ll 1 \).

A more complex heat exchanger with the specific application of solar energy storage was also investigated. This application involves a counter-flow heat exchanger with a reacting flow in one of the channels, and it includes varying properties, heat generation, varying heat transfer coefficient, and axial conduction. The application for this reactor heat exchanger is on solar energy storage, and the goals is to heat up steam to 650 °C by using the ammonia synthesis heat of reaction. One of the concerns for this system is the start-up time and also how disturbances in reacting flow can affect the steam outlet temperature. The transient behavior during the system start-up was presented. In order to achieve the desired outlet steam temperature at a reasonable time, the system must operate at high gas mass flow rates. If the inlet temperature of the gas suffers a step change, it affects the reaction rate as well as the outlet steam temperature. A small perturbation on the gas mass flow rate has an effect on the profile shape. However, the maximum temperature reached by the gas due to reaction is not affected, and consequently, it has little effect on the steam temperature.

Axial conduction in the reactor heat exchanger was also investigated, specifically in the gas section. Axial conduction cannot be assumed to be negligible in the reactor heat exchanger because of the iron-based catalytic bed. Results in this section show that axial conduction is detrimental for the system. It was found that for Peclet number greater than 100, axial conduction can be neglected. An alternative solution to address axial conduction was proposed, namely to include a well-insulated non-reacting section (without a catalytic bed) upstream of the reactor. The modified reactor heat exchanger was a novel solution to avoid the negative effect of axial conduction. Results show that by having a non-reacting section, axial conduction becomes unimportant.
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## Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>Pentagonal matrix in the system of linear equations $Ax = b$</td>
<td>-</td>
</tr>
<tr>
<td>$A_c$</td>
<td>Cross-sectional Area</td>
<td>m²</td>
</tr>
<tr>
<td>$A_s$</td>
<td>Surface area</td>
<td>m²</td>
</tr>
<tr>
<td>$Co$</td>
<td>Courant number</td>
<td>-</td>
</tr>
<tr>
<td>$D$</td>
<td>Diameter</td>
<td>m</td>
</tr>
<tr>
<td>$E_a$</td>
<td>Activation Energy</td>
<td>J/mol</td>
</tr>
<tr>
<td>$K_a$</td>
<td>Equilibrium constant</td>
<td>-</td>
</tr>
<tr>
<td>$L$</td>
<td>Length</td>
<td>m</td>
</tr>
<tr>
<td>$M$</td>
<td>Molar mass</td>
<td>kg/mol</td>
</tr>
<tr>
<td>$Nu$</td>
<td>Nusselt number</td>
<td>-</td>
</tr>
<tr>
<td>$Pr$</td>
<td>Prandtl number</td>
<td>-</td>
</tr>
<tr>
<td>$P$</td>
<td>Pressure</td>
<td>MPa</td>
</tr>
<tr>
<td>$R$</td>
<td>Universal gas constant</td>
<td>J/mol-K</td>
</tr>
<tr>
<td>$R_{tot}$</td>
<td>Total thermal resistance</td>
<td>m-K/W</td>
</tr>
<tr>
<td>$Re$</td>
<td>Reynolds number</td>
<td>-</td>
</tr>
<tr>
<td>$T$</td>
<td>Temperature</td>
<td>K or °C</td>
</tr>
<tr>
<td>$a$</td>
<td>Activity</td>
<td>-</td>
</tr>
<tr>
<td>$b$</td>
<td>Vector in the system of linear equations $Ax = b$</td>
<td>-</td>
</tr>
<tr>
<td>$c_p$</td>
<td>Specific heat</td>
<td>J/kg-K</td>
</tr>
<tr>
<td>$f_{NH3}$</td>
<td>Mass fraction</td>
<td>-</td>
</tr>
<tr>
<td>$h$</td>
<td>Heat transfer coefficient</td>
<td>W/m²-K</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Unit</td>
</tr>
<tr>
<td>--------</td>
<td>--------------------------------------------------</td>
<td>------------</td>
</tr>
<tr>
<td>$k_0$</td>
<td>Pre-exponential factor</td>
<td>kmol/s-m³</td>
</tr>
<tr>
<td>$m$</td>
<td>Number of time steps</td>
<td>-</td>
</tr>
<tr>
<td>$n$</td>
<td>Exponent in eq. (6)</td>
<td>-</td>
</tr>
<tr>
<td>$\rho_m$</td>
<td>Rate of ammonia synthesis</td>
<td>kg/s-m³</td>
</tr>
<tr>
<td>$t$</td>
<td>Time</td>
<td>s</td>
</tr>
<tr>
<td>$t_{st}$</td>
<td>Time $T_{s,o}$ takes to reach steady state</td>
<td>s</td>
</tr>
<tr>
<td>$t_d$</td>
<td>Dwell time of $C_{\min}$ fluid</td>
<td></td>
</tr>
<tr>
<td>$u$</td>
<td>Velocity</td>
<td>m/s</td>
</tr>
<tr>
<td>$v$</td>
<td>Number of grid size in x-direction</td>
<td>-</td>
</tr>
<tr>
<td>$w_i$</td>
<td>Thickness of wall dividing the flows</td>
<td>m</td>
</tr>
<tr>
<td>$w_o$</td>
<td>Thickness of the outer wall of reactor</td>
<td>m</td>
</tr>
<tr>
<td>$x$</td>
<td>Position</td>
<td>m</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Density</td>
<td>kg/m³</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Exponent in Temkin-Pyzhev (Equation 57)</td>
<td>-</td>
</tr>
<tr>
<td>$\eta_o$</td>
<td>Fin efficiency</td>
<td>-</td>
</tr>
<tr>
<td>$\Delta h_{\text{rxn}}$</td>
<td>Enthalpy of reaction</td>
<td>J/kg</td>
</tr>
</tbody>
</table>

**Subscript or Superscript Symbols**

- $H_2$: Hydrogen
- $N_2$: Nitrogen
- $NH_3$: Ammonia
- $\text{amb}$: ambient
- $g$: Gas mixture
- $i$: Inlet
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>-</th>
</tr>
</thead>
<tbody>
<tr>
<td>o</td>
<td>Outlet</td>
<td>-</td>
</tr>
<tr>
<td>pc</td>
<td>Pseudocritical</td>
<td>-</td>
</tr>
<tr>
<td>s</td>
<td>Steam</td>
<td>-</td>
</tr>
<tr>
<td>s,w</td>
<td>Steam property at wall temperature</td>
<td>-</td>
</tr>
<tr>
<td>0</td>
<td>Initial</td>
<td>-</td>
</tr>
<tr>
<td>h</td>
<td>Hot fluid</td>
<td>-</td>
</tr>
<tr>
<td>c</td>
<td>Cold fluid</td>
<td>-</td>
</tr>
<tr>
<td>w</td>
<td>Wall separating the two streams of heat exchanger</td>
<td>-</td>
</tr>
<tr>
<td>wi</td>
<td>Wall separating the two streams of reactor heat exchanger</td>
<td>-</td>
</tr>
<tr>
<td>wo</td>
<td>Outer wall of the reactor heat exchanger</td>
<td>-</td>
</tr>
<tr>
<td>mix</td>
<td>Ammonia/Nitrogen-Hydrogen mixture</td>
<td>-</td>
</tr>
<tr>
<td>s</td>
<td>Steam</td>
<td>-</td>
</tr>
<tr>
<td>uh</td>
<td>Non-reacting</td>
<td>-</td>
</tr>
</tbody>
</table>
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CHAPTER 1: Background on Transient Heat Exchangers

Motivation

Heat exchangers have been extensively studied due to their vast number of industrial applications. They are used in multiple systems for energy generation, energy conversion, or energy storage.[1, 2] Any type of power plant, such as solar, hydro, or nuclear, requires heat exchangers as part of their thermodynamic power generation system. Heat exchangers are also found in air conditioning systems of cars and buildings. Many of these systems (e.g. air conditioning and solar power plants) function under transient conditions, but the design of the heat exchangers is typically optimized assuming steady state conditions.

It has been extremely difficult to obtain a comprehensive analysis of the transient behavior of heat exchangers due to their complexity. The thermal designs are configured from state of the art technology, proprietary concepts, and experience in design, fabrication, startup, and troubleshooting of heat exchangers in critical service. This becomes a problem when each application requires a different mode of operation. The goal of this work is to investigate the transient behavior of a simple counter-flow heat exchanger in order to apply the knowledge gained to more complex heat exchangers in the solar power industry. Exploring the transient behavior will also help determine if the desired behavior can be achieved in a timely manner and what parameters should be adjusted to modify the time a system takes to reach steady state.

Complex Heat Exchanger for Solar Energy Storage

The transient behavior of a more complex heat exchanger with the application in Concentrating Solar Power (CSP) was investigated. CSP consists of a solar field, thermal energy
storage (TES), and power block subcomponents as shown in Figure 1. The heliostats concentrate the energy from the sun to the receiver located at the top of the tower. The receiver uses the solar energy to heat up a working fluid that can be either stored or used to heat up supercritical steam.[3] One of the main challenges of CSP systems is the elevated total cost of the systems. Heat exchangers play a vital role in assuring high efficiency and economic competitiveness for solar energy storage at high temperature.[4] Challenges that are encountered in the design of heat exchangers for solar power plants include the cyclic operation, rapid startup and shutdown, and the unconventional thermophysical properties of the heat transfer fluid.

Figure 1 – Illustration of state-of-the-art molten salt CSP plant consisting of a solar field, TES, and power block subcomponents. [3]

The process control system that manages the flow rates of the overall system of a power plant unit can be improved if the transient response of the heat exchanger is well understood. The overall system performance can be improved if the transient response of the heat exchanger can be optimized for the desired applications. Also, thermal stresses might be affected by abrupt changes inside the heat exchanger. Understanding the effect that each parameter has on the heat exchanger transient response can help to predict and avoid material thermal damage.
Literature Review

A comprehensive study to fully understand the transient response of heat exchangers is necessary due to the complexity of the problem. The following assumptions have generally been made in the past to derive the governing differential equations for a counter-flow heat exchanger [5]:

1. The temperature of both fluids and the temperature of the wall are functions of time and axial position (one dimensional transient problem).
2. Heat transfer between the exchanger and the surroundings is negligible.
3. No heat is generated.
4. The mass flow rates of both streams do not vary with time.
5. The temperature of each fluid at the inlet is constant with time except for the imposed initial change.
6. The convective heat transfer coefficient on each side, and the thermal properties of both fluids and the wall, are constant.
7. Axial conduction is negligible.
8. The heat transfer surface area on each fluid side is not changing in the axial direction.
9. Fouling resistances are negligible.
10. The thermal capacitance of the heat exchanger enclosure is considered negligible relative to that of the heat transfer surface.

Applying these assumptions, a control volume analysis can be performed on a counter-flow heat exchanger as shown in Figure 2. The system consists of two fluids, one cold and one hot, which are separated by a wall. Equation 1, Equation 3, and Equation 2 are the resulting one dimensional partial differential energy equations. Equation 1 and Equation 2 describe the thermal
behavior of the hot fluid and the cold fluid. The first term of both equations represents the energy stored in the fluid which accounts for the system transients. The second term in the equations represents the advection term, and the last term represents the heat transfer between the wall and the fluid. Equation 3 represents the energy equation for the wall. The first term of the equation represents the energy stored in the wall, while the second and third terms represent the heat transfer from the hot fluid to the wall and the wall to the cold fluid.

Figure 2 – Control volume analysis on a counter-flow heat exchanger which consists of the hot fluid (orange), the wall (gray), and the cold fluid (blue).

\[
\rho_c A_c \left( \frac{\partial T_c}{\partial t} + u_c \frac{\partial T_c}{\partial x} \right) + \eta_c h P_c (T_c - T_w) = 0
\]

Equation 1

\[
\rho_p A_p \left( \frac{\partial T_h}{\partial t} + u_h \frac{\partial T_h}{\partial x} \right) + \eta_h h P_h (T_h - T_w) = 0
\]

Equation 2

\[
\rho_c A_c \left( \frac{\partial T_w}{\partial t} - u_c \frac{\partial T_w}{\partial x} \right) + \eta_c h P_c (T_c - T_w) - \eta_h h P_h (T_h - T_w) = 0
\]

Equation 3

Cima and London [5] derived dimensionless parameters that until this day are widely used. The dimensionless parameters are defined in Table 4.
Table 1 – Dimensionless parameters proposed by Cima and London [5]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimensionless flow length variable $X^* = \frac{x}{L}$</td>
<td>Equation 4</td>
</tr>
<tr>
<td>$t^* = \frac{t}{t_{d,\min}}$, $t_d = \frac{t_{d,\min}}{t_{d,\max}}$</td>
<td>Equation 5</td>
</tr>
<tr>
<td>$C^* = \frac{C_{\min}}{C_{\max}} = \frac{(\bar{m}c_p)<em>{\min}}{(\bar{m}c_p)</em>{\max}}$ = capacity ratio</td>
<td>Equation 6</td>
</tr>
<tr>
<td>$\bar{C}_w^* = \frac{\bar{C}<em>w}{C</em>{\min}}$ = wall capacity ratio</td>
<td>Equation 7</td>
</tr>
<tr>
<td>$NTU = \frac{UA}{C_{\min}}$ = number of transfer units</td>
<td>Equation 8</td>
</tr>
<tr>
<td>$R^* = \frac{(\eta_o hA)<em>{\text{on the } C</em>{\max}}}{(\eta_o hA)<em>{\text{on the } C</em>{\min}}}$ = thermal resistance ratio</td>
<td>Equation 9</td>
</tr>
</tbody>
</table>

$T^* = f(X^*, NTU, C^*, t^*, R^*, \bar{C}_w^*, t_d^*)$

If Equation 1, Equation 3, and Equation 2 are rearranged, a dimensionless system of partial differential equations is obtained, with the parameters given in Table 1. Due to the complexity of the heat exchanger problem, analytical solutions have been calculated for simplified problems or very specific cases. London et al. [6, 7] presented an analytical solution for two limiting cases where $R^* = \infty$ and $R^* = 0$ for $C^* = 0$. In these limiting cases, the thermal resistance of one of the fluids is much smaller than the other fluid, and the “minimum” flow has a heat capacity ratio equal to zero, $(\bar{m}c_p)_{\min} = 0$. Rizika [8] obtained an analytical solution for all values of $R^*$, but for $C^* = 0$ and $0 \leq t^* \leq 1$. The temperature of the $C_{\max}$ fluid can be approximated to be constant everywhere, which simplifies the problem. Cima and London [5] also found an analytical solution for problems
with $C^* = 1$ and $R^* = 1$. This solution is limited to fluids that have the same heat capacity ratio. Yin and Jensen [9] approximated the transient response of a counter flow heat exchanger by using an integral method. The authors simplified the problem by assuming that one of the fluids remains at a constant temperature. Gvozdenac [10, 11] obtained an analytical solution for the transient response of a counter flow heat exchanger by using the Laplace transform method. The collocation method is then used for solving the resulting integral equation. The author’s solution assumes that the inlet temperature of one of the fluids is perturbed. Gvozdenac introduced slightly different dimensional distance, time, and temperature than those of Cima and London:

\[ x = \frac{X}{L} NTU, \quad z = \frac{t}{\Delta T} \]

Equation 10

\[ \theta_i(X, t) = \frac{T_i(X, t) - T}{\Delta T}, \quad (i = 1, 2, w) \]

Equation 11

\[ X^* = X \]

Equation 12

\[ t^* = \frac{t}{t_{d,\text{min}}}, \quad t_d = \frac{t_{d,\text{min}}}{t_{d,\text{max}}} \]

Equation 13

where $T$ is the reference temperature and $\Delta T$ is a characteristic temperature difference. By applying the relations given, Gvozdenac comes up with the following dimensionless parameters:

\[ NTU = \frac{(hA)_1 (hA)_2}{(hA)_1 + (hA)_2} \frac{1}{W_i} \]

Equation 14

\[ t^* = c_w M_w \frac{1}{(hA)_1 + (hA)_2} \]

Equation 15

\[ K_1 = \frac{(hA)_1}{(hA)_1 + (hA)_2}, \quad K_2 = 1 - K_1 \]

Equation 16
\[ C_i = L \frac{W_i}{c_w M_w K_i U_i} \quad (i = 1, 2) \]

Equation 17

The accuracy of Gvozdenac’s results depends on the number of collocation points, and it is very difficult to estimate the collocation numbers needed for the desired accuracy. Gvozdenac’s solution is valid for a step change in the inlet temperature of only one of the fluids. Shah [12] and Bunce [13] present a summary of the analytical solutions found in the literature.

Even computational models in the literature that take into consideration the transient behavior of a heat exchanger have numerous restrictions that limit the generality of the problem being studied. Kandlikar et al. [14] developed a model for a counter-flow heat exchanger using thermal networks as shown in Figure 3. The solution assumes a step temperature change on only one of the fluids. The authors implemented the model using the commercial software called THERMONET-TransHX. Kandlikar generated tables with the efficiency of a counter-flow heat exchanger for specific nondimensional parameters. If any of the assumptions needs to be relaxed, then the thermal network analysis needs to be repeated and implemented using THERMONET-TransHX.
Abbasi et al. [15] developed a numerical model to solve for the transient response of a concentric parallel flow and counter flow heat exchangers. The effect of a step change and a sinusoidal time change in the inlet temperature in one of the streams was investigated. The results given were specific for water only, and only two different boundary conditions were explored. For more general results, a new study is needed.

Table 2 shows a summary of all the solution found by different authors for $C^* = 0$, which means that one of the fluids is stationary or that $C_{\text{min}} \ll C_{\text{max}}$. This simplifies the problem by neglecting the advection term in one of energy equations on the fluids. These solutions are valid for either a parallel-flow or counter-flow heat exchanger. As shown in Table 2, there are other restrictions for the solutions found by the authors (second column). The solutions found were solved either analytically or by using the electromechanical analogy.
Table 2 – Solution for transient heat exchangers for \( C^* = 0 \).

<table>
<thead>
<tr>
<th>( C^* = 0 )</th>
<th>Restrictions</th>
<th>Solution Method</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Step change in ( C_{\text{max}} ) fluid</strong></td>
<td>( R^* = \infty ) or ( \bar{C}_w^* = 0 ) or ( R^* = 0 ) or ( \bar{C}_w^* = 0 )</td>
<td>Analytical</td>
<td>London et al. (1956)</td>
</tr>
<tr>
<td></td>
<td>( 0 \leq t^* \leq 1, \bar{C}_w^* \leq 1 )</td>
<td>Analytical</td>
<td>Rizika (1956)</td>
</tr>
<tr>
<td></td>
<td>( R^* = 1 ) and ( \bar{C}_w^* &gt; 5 ) ( R^* = 1 ) and ( NTU = 3 ) ( NTU = 3 ) and ( \bar{C}_w^* = 20 )</td>
<td>Electromechanical analog</td>
<td>London et al. (1956)</td>
</tr>
<tr>
<td></td>
<td>( \bar{C}_w^* &gt; 100 )</td>
<td>Analytical</td>
<td>Myers et al. (1970)</td>
</tr>
<tr>
<td><strong>Step change in ( C_{\text{min}} ) fluid</strong></td>
<td>( R^* = 1 ) and ( \bar{C}_w^* &gt; 20 ) ( R^* = 1 ) and ( NTU = 1 ) ( NTU = 1 ) and ( \bar{C}_w^* \geq 20 )</td>
<td>Electromechanical analog</td>
<td>London et al. (1959)</td>
</tr>
<tr>
<td></td>
<td>( t^* &gt; 1 )</td>
<td>Analytical</td>
<td>Myers et al. (1970)</td>
</tr>
<tr>
<td><strong>Step change in ( C_{\text{max}} ) fluid or in ( m_{\text{min}} )</strong></td>
<td>( t^* &gt; 1 )</td>
<td>Analytical</td>
<td>Yin and Jensen (2003)</td>
</tr>
</tbody>
</table>

Table 3 shows a summary of all the solutions found by different authors for counter flow heat exchangers. This simplifies the problem by neglecting the advection term in one of the energy equations of the fluids. As shown in Table 2, there are other restrictions for the solutions found by the authors (first column). The methods used to solve for the transient solution were analytical, electromechanical analogy, finite element, or thermal network.
After reviewing the literature, it was concluded that a more rigorous numerical model needed to be developed. In the current research, an in-house computational model was developed and exercised to fully understand the physics of the transient behavior of a heat exchanger. The results obtained by Gvozdenac were used to verify the numerical model. The model was used to determine the parameters and conditions that dominate the transients in a heat exchanger. Also, it was important to understand how a transient solution differs from the steady state solution. The sensitivity of the outlet stream temperature to a sudden change to the working fluid inlet conditions such as temperature and mass flow rate were investigated. This information will be used to design thermal systems, guide efforts to reduce sources of inefficiency in existing systems, and evaluate system economics. The numerical model solves a non-dimensional system of differential equations...
that describe the behavior of a counter-flow heat exchanger.

In chapter 2, the numerical model will be explained in detail. In Chapter 3, a scaling analysis was performed to determine what influences the time a heat exchanger takes to reach steady state. In addition, a parametric study was then performed to determine the effect the dimensionless parameters have on the time the system takes to reach steady state. In chapter 4, a more complex heat exchanger with a specific application was investigated. It was of special interest to look at a heat exchanger with varying properties, heat generation, varying heat transfer coefficient, and axial conduction.
CHAPTER 2: Numerical Model

A numerical model was developed to fully understand the parameters that will predominate in a transient heat exchanger problem. The numerical model is meant to solve three coupled partial differential energy equations – one equation for the hot fluid, one equation for the cold fluid, and one equation for the wall separating both fluids. The bulk temperatures of both fluids and the wall are calculated as a function of time and space (x-direction). In contrast with the solutions presented by other authors, the numerical model relaxes the restrictions mentioned in Table 1 and Table 2. It can be used to solve problems with a wide range of dimensionless parameters, as well as different types of boundary and initial conditions. The transient model is also able to get the time the system takes to reach steady state.

Numerical Model

Assumptions

The model makes the following assumptions:

1. Temperature averaged over the cross-section (in the storage term) is the same as the bulk temperature (velocity-weighted average in the advection term).

2. Thermal capacitance of the heat exchanger outer wall is negligible.

Differential Equations

The following differential equations for the counter-flow heat exchanger shown in Figure 4 were obtained:
\[(\rho c_p A_p)_{h} \left( \frac{\partial T_h}{\partial t} + u_h \frac{\partial T_h}{\partial x} \right) - (k A_c)_{h} \frac{\partial^2 T_h}{\partial x^2} + (h P)_{h} (T_h - T_w) = 0 \]  \hspace{1cm} \text{Equation 18}

\[(\rho c_p A_p)_{c} \left( \frac{\partial T_c}{\partial t} - u_c \frac{\partial T_c}{\partial x} \right) - (k A_c)_{c} \frac{\partial^2 T_c}{\partial x^2} + (h P)_{c} (T_c - T_w) = 0 \]  \hspace{1cm} \text{Equation 19}

\[(\rho c_p A_p)_{w} \frac{\partial T_w}{\partial t} - (k A_w) \frac{\partial^2 T_w}{\partial x^2} - (h P)_{h} (T_h - T_w) - (h P)_{c} (T_c - T_w) = 0 \]  \hspace{1cm} \text{Equation 20}

Figure 4 – Counter flow heat exchanger with hot fluid entering through one end and cold fluid entering through the opposite end. The fluids are separated by a wall, and the outer wall of the heat exchanger is insulated.

Equation 18, Equation 19, and Equation 20 are the one dimensional partial differential energy equations. These equations are identical to Equation 1, Equation 2, and Equation 3, except for the extra term representing axial conduction. The following dimensionless distance, time, and temperature were used to rewrite Equation 18, Equation 19, and Equation 20 in non-dimensional form in an attempt to recover the characteristic properties of the system:

\[ x^* = \frac{x}{L}, \hspace{0.5cm} t^* = \frac{t}{t_{r,h}}, \hspace{0.5cm} \rightarrow t_{r,h} = \frac{L}{u_h} \]  \hspace{1cm} \text{Equation 21}

\[ \theta_k = \frac{T_k - T_{c,o}}{T_{h,i} - T_{c,o}}, \hspace{0.5cm} k = h, c, w \]  \hspace{1cm} \text{Equation 22}

where \(t_{r,h}\) is the residence time of the hot fluid.
The non-dimensional forms of the differential equations result in the following:

Equation 23
\[
\frac{\partial \theta_h}{\partial t^*} + \frac{\partial \theta_h}{\partial x^*} - \frac{1}{Pe_h} \frac{\partial^2 \theta_h}{\partial x^{*2}} + NTU_h (\theta_h - \theta_w) = 0
\]

Equation 24
\[
C \frac{\partial \theta_c}{\partial t^*} - M \frac{\partial \theta_c}{\partial x^*} - \frac{C \beta}{Pe_h} \frac{\partial^2 \theta_c}{\partial x^{*2}} + NTU_c (\theta_c - \theta_n) = 0
\]

Equation 25
\[
C_w \frac{\partial \theta_w}{\partial t} - \frac{C_w \beta_w}{Pe_h} \frac{\partial^2 \theta_w}{\partial x^{*2}} + NTU_h (\theta_w - \theta_h) + NTU_c (\theta_w - \theta_c) = 0
\]

Each dimensionless parameter is defined in Table 4. The fluids and wall temperatures are a function of the dimensionless parameters presented in Table 4:

\[
\theta_k = f (x^*, t^*, C, C_w, M, NTU_h, NTU_c, Pe_h, \beta, \beta_w) \quad \text{for} \quad k = h, c, w.
\]

Table 4 – Dimensionless parameters for system of equations describing the behavior of a transient heat exchanger.

<table>
<thead>
<tr>
<th>Dimensionless parameter</th>
<th>Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C = \left( \frac{\rho A_c}{\rho A_p} \right)_c ), ( C_w = \left( \frac{\rho A_c}{\rho A_p} \right)_w )</td>
<td>Storage</td>
</tr>
<tr>
<td>( M = \left( \frac{\dot{m} c_p}_c \right) \left( \frac{\dot{m} c_p}_h \right) )</td>
<td>Advection</td>
</tr>
<tr>
<td>( NTU_h = \left( \frac{h A_h}{\dot{m} c_p}_h \right) \left( \frac{h P_h}{\rho c_u A_c}_h \right) ), ( NTU_c = \left( \frac{h P_c}{\rho c_u A_c}_c \right) )</td>
<td>Heat exchange</td>
</tr>
<tr>
<td>( Pe_h = \frac{Lu_h}{\alpha_h} ), ( \beta = \frac{\alpha_c}{\alpha_h} ), ( \beta_w = \frac{\alpha_w}{\alpha_h} )</td>
<td>Axial conduction</td>
</tr>
</tbody>
</table>

Four different categories were defined to describe the dimensionless parameters: storage, advection, heat exchange, and axial conduction terms. \( C \) and \( C_w \) represent the storage terms. \( C \) is the ratio of the cold fluid storage term to the hot fluid storage term, and \( C_w \) is the ratio of the wall
storage term and the hot fluid storage term. $M$ represents the advection in the system; it is the ratio of the cold fluid advection term and the hot fluid advection term. $NTU_h$ represents the heat transfer between the hot fluid and the wall; it is the ratio of the heat transfer to the wall and the advection heat transfer in the hot fluid. $NTU_c$ represents the heat transfer between the cold fluid and the wall; it is the ratio of the heat transfer between the cold fluid and the wall and the advection heat transfer in the hot fluid. $NTU_h$ and $NTU_c$ are not based on the minimum fluid but always on the hot fluid.

**Boundary and Initial Conditions**

The boundary conditions for the energy equations of the hot and cold fluids are specified by Equation 30 and Equation 31. These boundary conditions can either be constant or they can vary with time. The wall is set to have no heat flux at $x = 0$ and $x = L$ as described in Equation 32.

$$\theta_b(x^*, t^*) = \theta_{b,0}$$  \hspace{1cm} \text{Equation 30}

$$\theta_c(x^* = 1, t^*) = \theta_{c,0}$$  \hspace{1cm} \text{Equation 31}

$$\frac{\partial \theta_n}{\partial x} \bigg|_{x^* = 0} = \frac{\partial \theta_n}{\partial x} \bigg|_{x^* = 1} = 0$$  \hspace{1cm} \text{Equation 32}

$$\frac{\partial^2 \theta_n}{\partial x^2} \bigg|_{x^* = 0} = \frac{\partial^2 \theta_n}{\partial x^2} \bigg|_{x^* = 1} = 0$$  \hspace{1cm} \text{Equation 33}

The initial temperature of both fluids and the wall also need to be specified (Equation 34-Equation 36). The initial temperatures can be constant or they can vary with location.

$$\theta_b(x^*, t^* = 0) = \theta_{b,0}(x^*)$$  \hspace{1cm} \text{Equation 34}

$$\theta_c(x^*, t^* = 0) = \theta_{c,0}(x^*)$$  \hspace{1cm} \text{Equation 35}

$$\theta_w(x^*, t^* = 0) = \theta_{w,0}(x^*)$$  \hspace{1cm} \text{Equation 36}
Numerical Method

An algorithm was developed to obtain the numerical solution of the system of partial differential equations (PDE) described in Equation 23-Equation 25. The equations were discretized in the $x$-direction and in time. In this section, $i$ will be used as the position index, and $n$ will be used as the time index as shown in Figure 5. For example, the function $\theta(x, t)$ is discretized as $\theta(x_i, t_n)$. From this point on, the non-dimensional temperatures will be written as:

$$\theta(x_i, t_n) =: \theta_i^n$$

![Figure 5 – Graphical representation of the grid. Solution will be obtained at different grid points along the reactor length ($x$-axis) and at different points in time ($y$-axis).](image)

The Crank-Nicolson method was used for the discretization in time of Equation 23, Equation 24, and Equation 25. The advection term was discretized using the first-order upwind scheme. The conduction term was discretized using the center difference scheme. To illustrate this, one can look at Figure 5. The discretization of the advection term uses the information at position $i-1$ (upwind scheme) at time $n$ and $n+1$ (Crank-Nicolson method) to find the value at $i$. The discretization of the conduction term uses the information at position $i-1$ and $i+1$ (center difference scheme) at time $n$ and $n+1$ (Crank-Nicolson method) to find the value at $i$ at time $n+1$. Equation 37-Equation 39 show the discretized equations.
\[
\frac{\theta_{w,j}^{n+1} - \theta_{w,j}^n}{\Delta t} + \frac{\theta_{w,i}^n - \theta_{w,i-1}^n}{2\Delta x^2} + \frac{\theta_{w,i+1}^n - \theta_{w,i}^n}{2\Delta x^2} + \ldots
\]
\[= \frac{1}{Pe_w} \left( \theta_{w,j+1}^{n+1} - 2\theta_{w,j}^{n+1} + \theta_{w,j-1}^{n+1} \right) + \ldots \]  
\[+ \frac{NTU_h}{2} \left( \theta_{h,j}^n - \theta_{w,j}^n \right) + \frac{NTU_h}{2} \left( \theta_{h,j+1}^n - \theta_{w,j+1}^n \right) + \ldots \]  
\[= 0 \]  
\[ \text{Equation 37} \]

\[
M \frac{\theta_{c,j}^{n+1} - \theta_{c,j}^n}{\Delta t} + \frac{C \theta_{c,j}^n - \theta_{c,j-1}^n}{2\Delta x^2} + \frac{C \theta_{c,j+1}^{n+1} - \theta_{c,j+1}^n}{2\Delta x^2} + \ldots
\]
\[= \frac{1}{2Pe_c} \left( \theta_{c,j+1}^{n+1} - 2\theta_{c,j}^{n+1} + \theta_{c,j-1}^{n+1} \right) + \ldots \]
\[+ \frac{NTU_c}{2} \left( \theta_{c,j}^n - \theta_{w,j}^n \right) + \frac{NTU_c}{2} \left( \theta_{c,j+1}^n - \theta_{w,j+1}^n \right) + \ldots \]
\[= 0 \]  
\[ \text{Equation 38} \]

\[
\frac{\theta_{h,i}^{n+1} - \theta_{h,i}^n}{\Delta t} + \frac{\theta_{h,i-1}^n - 2\theta_{h,i}^n + \theta_{h,i+1}^n}{2\Delta x^2} + \frac{\theta_{h,i+1}^n - 2\theta_{h,i+1}^n + \theta_{h,i+1}^n}{2\Delta x^2} + \ldots
\]
\[= \frac{1}{2Pe_h} \left( \theta_{h,j+1}^{n+1} - 2\theta_{h,j}^{n+1} + \theta_{h,j-1}^{n+1} \right) + \ldots \]
\[+ \frac{NTU_h}{2} \left( \theta_{h,i}^n - \theta_{w,i}^n \right) + \frac{NTU_h}{2} \left( \theta_{h,i+1}^n - \theta_{w,i+1}^n \right) + \ldots \]
\[= 0 \]  
\[ \text{Equation 39} \]

The \( n+1 \) terms in Equation 37-Equation 39 were grouped on the left hand side of the equation, and the \( n \) terms were moved to the right to get the following equation:

\[ A \theta^{n+1} = b \]  
\[ \text{Equation 40} \]

\( A \) is a pentagonal matrix composed of dimensionless parameters in Table 4. The size of \( A \) is determined by the size of the grid in the \( x \)-direction. If \( v \) is the number of grids in the \( x \)-direction, then the size of \( A \) is \( 3v \times 3v \times 2 \). The vector \( b \) is composed of a combination of known temperatures at time \( n \), boundary conditions at time \( n \) and \( n+1 \), and dimensionless parameters in Table 4. The
algorithm finds the dimensionless solution $\theta^{n+1}$ by marching in time. Equation 40 is solved to get the temperature of both fluids and the wall as a function of position at each time step. The vector $\theta^{n+1}$ is defined as follows:

$$\theta^{n+1} = \begin{bmatrix}
\theta_{h,2}^{n+1} \\
\theta_{h,3}^{n+1} \\
\vdots \\
\theta_{h,v}^{n+1} \\
\theta_{w,1}^{n+1} \\
\theta_{w,2}^{n+1} \\
\vdots \\
\theta_{w,v}^{n+1} \\
\theta_{c,1}^{n+1} \\
\theta_{c,2}^{n+1} \\
\vdots \\
\theta_{c,v-1}^{n+1}
\end{bmatrix}$$

It is composed of the dimensionless bulk temperatures of both fluids and the wall along the reactor for a specific time step.

**Stability**

The stability of the algorithm is ensured by restricting the Courant ($Co$) number of both fluids to be less than 0.1. A Courant number ($Co$) is defined for the hot fluid and the cold fluid in Equation 41 and Equation 42, respectively. The following relationship is used to ensure convergence:

$$Co_h = \frac{\Delta t^*}{\Delta x^*} < 0.1$$  \hspace{1cm} \text{Equation 41}

$$Co_c = \frac{M \Delta t^*}{C \Delta x^*} < 0.1$$  \hspace{1cm} \text{Equation 42}

where $\Delta t^*$ and $\Delta x^*$ are the time step and position step, respectively. [16-19]
A fixed number of data points for the x-position is chosen. Note: this is highly dependent on the computational capabilities. If A is extremely large, solving for $\theta^{n+1}$ in Equation 40 for each time step will significantly slow down the algorithm. Therefore, $\Delta x^*$ needs to be fine, but cannot be extremely small. For this work, the size of A (3v-2×3v-2) is limited to be less than 5000×5000. Once $\Delta x^*$ is determined, then $\Delta t^*$ is calculated by solving Equation 41 and Equation 42, and choosing the minimum $\Delta t^*$ to ensure stability of both equations containing the advection term.

As mentioned before, the transient model is able to get the steady state solution and the time the system takes to reach steady state. This is done by evaluating the dimensionless temperature change between temperatures at time $n$ and $n+1$ at each location. A condition was established that determines when the system can be considered to be at steady state. For this work, the condition was the following:

$$\text{Abs}(\theta_i^{n+1} - \theta_i^n) < \eta$$

The value of $\eta$ will be given later for each specific case.

**Verification of the numerical model**

Three different methods were used to verify the transient one dimensional counter-flow heat exchanger numerical model. An energy balance was calculated at each time step to ensure that energy is conserved. Then, the steady state solution of the numerical model was compared to the solution of the steady state problem using the Effectiveness – NTU Method [20]. Finally, the transient solution of the algorithm was compared to the analytical results obtained by Gvozdenac [10]. For the verification of the algorithm, dimensional values were used for comparison purposes.

**Problem Statement for Verification**

A coaxial pipe with a counter flow, as shown in Figure 6, was used for the verification. Both of the streams were set to an initial temperature $T_{h,0} = T_{c,0} = 30 ^\circ\text{C}$. The inlet temperature
increases to $T_{h|0,x=0,t>0} = T_{h,i} = 100 \, ^\circ$C at $t>0$. The heat capacitance of the wall was assumed to be much smaller than the capacitance of both of the fluids, and the heat conduction in the axial direction was assumed to be negligible.

![Figure 6 – Geometry of the problem, domain of computations, and boundary conditions.](image)

**First Verification Method: Energy Balance**

An energy balance was performed to ensure that the energy equation is satisfied. The storage term, advection term, and the heat transfer term in Equation 18, Equation 19, and Equation 20 (except for the conduction term, which was set to zero for this simulation) were calculated independently at each point using the numerical model temperature data and fluid conditions. The terms were added, and as expected the terms add up to zero, as shown in Figure 7, ensuring that energy is being conserved in the numerical model. Figure 7 also shows the importance of each of the terms in Equation 18, Equation 19, and Equation 20. For this specific case, the wall capacity is negligible compared to the rest of the terms. The storage term for one of the fluids (in this case the hot fluid) is significant at early times. This is mainly due to the step change imposed at the inlet of this fluid at $t>0$. At later times, the transient effect decreases while the advection term of the cold fluid increases. Also, the time it takes for the system to reach steady state can be determined from Figure 7. Once the system reaches steady state, the magnitude of the different
energy terms won’t change with time anymore. It can be assumed that the system has reached steady state at approximately 600 seconds.

![Energy Balance Graph](image)

Figure 7 – Energy balance for a transient one dimensional counter-flow heat exchanger model to ensure energy conservation. Top graph: rate of heat as a function of time. Bottom graph: total rate of heat as a function of time is always zero.

**Second Verification Method: Steady State Solution**

The numerical model steady state results were compared with the analytical solution of a steady state counter-flow heat exchanger solution [21]. The steady state solution was calculated using the Effectiveness-NTU method. The hot outlet temperature is $T_h = 73 \, ^\circ\mathrm{C}$ at $x = L$, and the cold outlet temperature is $T_c = 42 \, ^\circ\mathrm{C}$ at $x = 0$. The steady state outlet temperatures obtained from the numerical model match the solution obtained using the Effectiveness-NTU method as shown in Figure 8.
Third Verification Method: Transient solution (Gvozdenac)

The last method to verify the numerical model was to compare the numerical results with the analytical results obtained by Gvozdenac [10]. The author presents the spatial temperature distributions for both fluids and the wall for various dimensionless time steps, $z$. Gvozdenac illustrates the temperature distribution for the following conditions: $NTU = 1$, $\omega = 0.5$, $K_1 = 0.25$, $C_1 = 1.5$, and $C_2 = 0.5$ for $z = 1, 2, 3, 4$ (see Equation 14 - Equation 17 for dimensionless number definitions).

Figure 9 shows the agreement between Gvozdenac results (black solid lines) and the results obtained from the numerical model developed here (dashed colored lines). The solutions for $z = 2$, $z = 3$, and $z = 4$ are in complete agreement. However, the solution at $z = 1$ deviates when the temperature of the hot fluid undergoes a step change. This is the result of the upwind scheme used for the advection term in the discretization of the differential equations, and if the grid is refined then our solution approaches Gvozdenac solution. For the work presented here, it was not of special interest to capture the sharp step, so the grid was not refined for future runs.
Figure 9 – Comparison of Gvozdenac [10] results for verification of algorithm.
The three different methods for verification show that the algorithm is conserving energy and getting accurate steady state outlet flow temperatures, and that the transient temperature distributions match those of a previous author.
CHAPTER 3: Numerical Experiments

Exploration of transient behavior of a simple counter-flow heat exchanger

In industry, steady state is usually assumed when analyzing a heat exchanger. For example, for a system with the following conditions: \( M = 1, \ C = 1, \ C_w = 0.1, \ NTU_h = 1, \ NTU_c = 1 \), one would assume that the heat exchanger behaves as shown in Figure 10. This figure shows the steady state temperature profiles of the hot (red) and cold (blue) streams as well as the wall (green). The linear profiles are a consequence of the choice of \( C = 1 \). At steady state, the hot outlet temperature is 0.66, and the cold outlet temperature is 0.33 resulting in a 33\% effectiveness. With new technologies arising, it is important to understand what happens before the system has reached steady state, and how this behavior may affect the effectiveness of the system. It is also important to know how long the system takes to reach steady state.

Four different cases that cause different transient behavior in the system were investigated. Case one will be referred to as the start-up of the system. It consists of a system that is initially \((t^* = 0)\) at the same temperature everywhere, and at \( t^* = 0^+ \), a step change is imposed on one of the flows. Case two is when the system in case one has reached steady state, another step change in the inlet temperature is imposed. Case three is when the system in case one has reached steady state, another step change in the mass flow rate is imposed. Case four is when the system is initially at a uniform temperature, and a step change is imposed at the inlet of one of the flows, but the new inlet temperature oscillates with time. Axial conduction was neglected in all these cases since it is usually negligible under typical flow conditions.
Case 1: Step Change in Inlet Temperature – Effect of Start-up of System

The first situation consists of a system that initially \( t^* = 0 \) has the same temperature for both fluids and the wall. This means that there is no heat transfer within the system because \( \theta_h = \theta_c = \theta_w = 0 \). At \( t^* = 0^+ \), a step change is imposed at the inlet of one of the fluids. For this example, it was chosen to impose a step change to make one of the fluids hotter by making \( \theta_h = 1 \). The following conditions were modelled: \( M = 1, C = 1, C_w = 0.1, NTU_h = 1, NTU_c = 1 \). These conditions were chosen to have two fluids with identical characteristics so that the transient behavior is not influenced more by one of the fluids. A dimensionless time-step of \( \Delta t^* = 1 \times 10^{-3} \) and a position-step \( \Delta x^* = 1 \times 10^{-2} \) were used resulting in a Courant number of 0.1.

Figure 11 shows the spatial dimensionless temperature profiles of the hot and cold fluids as well as the wall along the channels for different times. These dimensionless temperatures show
the transient behavior caused by a step change in the inlet temperature of one of the fluids. In Figure 11a, the dimensionless temperature along the tube at $t^* = 0$ is $\theta_h(t^* = 0, x^*) = 0$. For $t^* = 0^+$, the inlet temperature changes to $\theta_h(t^* > 0, x^* = 0) = 1$. In this scenario, the results shown in Figure 11a demonstrates two different transient behaviors, referred to here as a wave-like behavior and a linear behavior. At very early times, the fluid with the new inlet temperature advances along the channel displacing the fluid at the initial temperature, causing steep drops in temperature between the new (high) and initial (low) temperatures. This wave-like behavior propagates along the heat exchanger until it reaches $x^* = 1$. The residence time $t_r = u_h/L$ determines how long it takes for the fluid at the new temperature to reach the outlet of the channel. Recall that the dimensionless time is normalized by the residence time, therefore $t^* = 1$ corresponds to the time when the hot fluid has reached the end of the channel. From $t^* = 0$ to $t^* = 1$, the initial temperature is still having a large effect on the system temperature as shown in Figure 11a. In the region to the left of the drops, the temperature decreases with distance as it advances through the channel, because of the heat transfer to the colder wall. At times greater than $t^* = 1$, the fluid at the initial temperature has been completely displaced, and the change in temperature along the reactor becomes linear everywhere. The slope of this linear temperature profile decreases with time resulting in an increase in the outlet hot temperature. The system finally reaches a new steady state (Figure 10). The temperature of the wall is influenced by the temperature of the hot fluid, but mostly shows a linear behavior as shown in Figure 11b. The temperature of the cold fluid only shows a linear behavior because the cold fluid inlet temperature hasn’t changed, but the slope increases with time as shown in Figure 11c.

Around $t^* = 4$, the system has reached a new steady state. These two different transient behaviors are strongly dependent on the dimensionless parameters $C, M, NTU_h, NTU_c$, and $C_w$, and the initial and boundary conditions. The wave-like behavior of the hot fluid is due to the inlet
temperature step change. After the wave passes a point in the heat exchanger, the hot fluid temperature starts increasing because of the combined effect of the new inlet temperature and the fact that the temperature of the cold fluid is increasing so the heat transfer from the hot to the cold fluid decreases (Figure 11c).

Figure 11 – Dimensionless temperature profiles as a function of dimensionless position for different times: (a) the hot fluid, (b) the wall, and (c) the cold fluid for the following condition: $M = 1$, $C = 1$, $C_w = 0.1$, $NTU_h = 1$, $NTU_c = 1$. 
One can determine when the system has reached steady state by examining the temperature change over time. If the temperature change is small from one time step to the next, then it can be assumed that the system has reached steady state. If the criterion to determine steady state is strict ($\Delta \theta < 1 \times 10^{-4}$), then the hot fluid takes $t^*_h = 7.40$ to reach steady state. For this example, the parameter $t_{r,h} = 0.0233$ s ($t^*_{r,h} = 1$). The cold fluid took $t^*_c = 7.49$. It is important to notice that Figure 12a, b, and c show that the transient behavior is only significant for roughly $t^* < 3$. For $t^* > 3$, the temperatures in the whole system slowly plateau to the steady state temperatures.
Figure 12 – Dimensionless temperature as a function of time for different $x^*$-locations for (a) the hot dimensionless temperature, (b) the wall dimensionless temperature, and (c) the cold dimensionless temperature.

Case 2: Step Change in Inlet Temperature – Disturbance on Steady State Solution

Case two is when the system in the first scenario has reached steady state (Figure 10), another step change at the inlet temperature is imposed. The hot inlet temperature was changed from $\theta_h = 1$ to $\theta_h = 0.75$ (25% decrease) at $t^* = 0^+$. All of the other conditions remained the same: $M = 1, C = 1, C_w = 0.1, NTU_h = 1, NTU_c = 1$. Figure 13 shows the steady-state dimensionless
temperature profiles of the hot fluid (red line), cold fluid (blue line), and the wall (green line) before (dashed lines) and after (continuous lines) a 25% change in inlet temperature. At $t^* = 0^*$, the temperature at the inlet of the hot fluid is decreased to $\theta_h |_{x^*=0} = 0.75$ as shown in Figure 13. The wall damps the oscillations in the cold stream temperature. The inlet temperature of the hot fluid decreases by 25%, but the outlet cold fluid decreases by less than 10%.

Figure 13 – Steady state temperature profiles before (dashed lines) and after (continuous lines) a 25% change in inlet temperature. Steady state temperature of hot fluid (red line), cold fluid (blue line), and the wall (green line) for the following conditions: $M = 1$, $C = 1$, $C_w = 0.1$, $NTU_h = 1$, $NTU_c = 1$.

Figure 14 shows the hot fluid temperature profiles at selected dimensionless times. From $t^* = 0$ to $t^* = 1$, the initial temperature is still having a large effect. At times greater than $t^* = 1$, the change in temperature along the reactor becomes linear. Around $t^* = 6$, the system has reached steady state. The transient behavior for this case is very similar to case one. The wave-like behavior is still observed in this case, but for this case, the wave moves in between the old and new steady states shown in Figure 13. After the residence time, the wave-like behavior reaches the end of the channel, and a linear temperature profile is observed everywhere. The outlet temperature decreases
until the system reaches steady state.

![Graph](image)

**Figure 14** – Hot fluid temperature after reducing the inlet temperature of the hot fluid by 25% as a function of $x$ for specific times.

**Figure 15** shows the dimensionless temperature of the hot fluid as a function of time at different locations along the channel. At early times, the temperature far from the heat exchanger inlet has not been changed by the step change at the inlet. At time progresses, the temperature starts dropping until it reaches the new steady state. The outlet temperature of the hot fluid decreases by less than 20% with a 25% decrease in the inlet temperature. The temperature difference between the hot and the cold fluid is smaller, which causes a decrease in the heat transfer to the wall.
Figure 15 – Transient behavior of hot fluid after a steady state solution is disturbed with a temperature change at the inlet.

Case 3: Step Change in Inlet Mass Flow Rate – Disturbance on Steady State Solution

The case three is when a step change in one of the mass flow rates disrupts the steady state of case one (Figure 10). The hot mass flow rate was changed from \( \dot{m}_h = 0.1 \text{ g/s} \) to \( \dot{m}_h = 0.075 \text{ g/s} \) at \( t^* = 0^+ \). The dimensionless parameters \( M, NTU_h, \) and \( NTU_c \) change because they depend on the mass flow rate of the hot fluid. All of the other conditions stay the same: \( C = 1, \) and \( C_w = 1. \)

Figure 16 shows the effect a disturbance in one of the fluid’s mass flow rates has on a steady state system. The initial steady state temperature profiles of both fluid and the wall are shown in dashed lines dashed lines, red for the hot fluid, green for the wall, and blue for the cold fluid. At \( t^* = 0^+ \), the mass flow rate of the hot fluid is decreased causing a change in the slope of the temperature profiles as shown in Figure 13. The “new” steady state solution is also shown in Figure 16 (continuous lines).
Figure 16 – Steady state temperature profiles before (dashed lines) and after (continuous lines) a 25% decrease in hot fluid mass flow rate. Steady state temperature of hot fluid (red line), cold fluid (blue line), and the wall (green line) for the following conditions: $C = 1$ and $C_w = 1$.

**Case 4: Time Varying Inlet Temperature of One of the Flows**

The fourth situation consists of a system that has both fluids and the wall at the same temperature at $t^* = 0$. The following conditions were modelled: $M = 1$, $C = 1$, $C_w = 1$, $NTU_h = 1$, $NTU_c = 1$. At $t^* > 0$, a step change is imposed in the inlet temperature of one of the fluids, specifically, a temperature step change of $\theta_h = 1$ is imposed at the inlet. The hot inlet temperature then varies sinusoidally with time as follows:

$$\theta_h = \frac{1}{10} \left[ \cos \left( \frac{10 t^*}{2} \right) + 0.5 \right] + 0.9$$

The inlet temperature of the hot stream oscillates from 0.9 to 1 as shown in Figure 17.
Figure 17 – Time varying inlet temperature of the hot stream.

Figure 18a and b show the dimensionless temperature profiles of the hot and cold fluids, respectively, at different locations along the channel. At $t^* = 0$, $\theta_h = \theta_c = \theta_w = 0$ everywhere. At $t^* = 0^+$, the inlet temperature of one of the flows changes to $\theta_h = 1$, and then it starts oscillating from 1 to 0.9, as shown in Figure 18a for $x^* = 0$. The oscillating behavior at the inlet then propagates along the channel. In contrast with Cases 1 – 3, Case 4 does not reach steady state due to the time varying boundary condition (although it does reach a steady-periodic solution). Figure 18b shows the dimensionless temperature of the cold fluid as a function of time for different positions along the channel. The oscillation observed in the hot fluid temperature gets damped by the heat exchange through the wall, and then to the cold fluid. The cold fluid temperature oscillations are considerably smaller compared to the oscillations observed in the hot fluid. It is important to notice that this might not be the case for a system with different conditions.
Figure 18 – Dimensionless temperature of (a) hot fluid and (b) cold fluid as a function of time for different $x^*$ locations.

Figure 19 shows the dimensionless temperatures of the hot fluid along the channel for different time steps greater than the residence time. These dimensionless temperatures show the transient behavior caused by the oscillating inlet temperature on the hot fluid. The two limiting inlet dimensional temperatures are shown in Figure 19: $\theta_h = 1$ ($t^* = 2.5$) and $\theta_h = 0.9$ ($t^* = 8.5$). The outlet temperature oscillates between the outlet temperatures for $t^* = 2.5$ and $t^* = 8.5$. 
Conclusion

The results obtained for the four different cases show that there exist different transient behaviors. For a system with different parameters, the transient behavior might be different. Therefore, a parametric study needs to be done in order to determine the effect of the parameters on the transient behavior.

Parametric Study for Time to Reach Steady State

It is of special interest to explore the effect that the non-dimensional parameters $M$, $C$, $C_w$, $NTU_h$, and $NTU_c$ have on the transient behavior of a heat exchanger. The time that a system takes to reach steady state would help to determine the importance of the transients in the system. Also, if the time to reach steady state can be calculated before actually solving the differential equations that describe the system, the design parameters of the heat exchanger can be selected so that the system reaches steady state at a faster rate. The objective of this section is to obtain a correlation
to estimate the time that the system takes to reach steady state.

**Procedure**

A full study was performed to determine the time that a system takes to reach steady state and to explore how the dimensionless parameters affect this time. The following method was followed:

1. A scale analysis was performed using Equation 23 - Equation 25 to determine the relationship between the non-dimensional parameters in Table 4 and the time the system takes to reach steady state.

2. The numerical model was used to perform a parametric study where each dimensionless number in Table 4 was varied independently to determine its relationship to the time the system takes to reach steady state. The results were plotted, and a curve fit was obtained for each case.

3. From steps 1 and 2, a general form to estimate the time it takes for the system to reach steady state was obtained.

**1. Scaling Analysis**

A scaling analysis on the non-dimensional differential equations (Equation 23 - Equation 25) was performed to determine a parameter that can indicate the duration of the transient effects. The time derivative of temperature can be approximated as $\Delta\theta/\Delta t$. Similarly, the $x$-derivative can be approximated as $\Delta\theta/l$, where $l = 1$ is the dimensionless length of the heat exchanger. The storage terms to each of the other terms in the equations will be equated, one by one, to determine a characteristic time for each phenomenon – that is when the transient is dominated by each other term in the equations individually.
Advection terms

\[ \frac{\Delta \theta_h}{t_h^*} = \frac{\Delta \theta_h}{l} \Rightarrow t_h^* \approx 1 \text{ for the hot fluid, and} \]

\[ C \frac{\Delta \theta_c}{t_c^*} \approx M \frac{\Delta \theta_c}{l} = M \frac{\Delta \theta_c}{1} \Rightarrow t_c^* \approx \frac{C}{M} \text{ for the cold fluid.} \]

Equation 43

Equation 44

It can be seen that \( t_h^* \) is of the order of 1, and \( t_c^* \) is of the order of \( C/M \). These relations can be used to estimate the order of magnitude of the time to reach steady state \( t_{st}^* \) due to the advection term and the storage term. A similar scaling analysis can be performed with the heat exchange terms (\( NTU_h \Delta \theta \) for the hot fluid and \( NTU_c \Delta \theta \) for the cold fluid):

Heat Exchange Terms

\[ \frac{\Delta \theta_h}{t_h^*} \approx \Delta \theta_h (NTU_h) \Rightarrow t_3^* \approx \frac{1}{NTU_h} \text{ for the hot fluid, and} \]

\[ C \frac{\Delta \theta_c}{t_c^*} \approx \Delta \theta_c (NTU_c) \Rightarrow t_4^* \approx \frac{C}{NTU_c} \text{ for the cold fluid.} \]

Equation 45

Equation 46

The same analysis needs to be performed on the wall energy equation:

\[ C_w \frac{\Delta \theta_w}{t_w^*} \approx \Delta \theta_w (NTU_h) \Rightarrow t_5^* \approx \frac{C_w}{NTU_h} \text{ for the hot fluid, or} \]

\[ C_w \frac{\Delta \theta_w}{t_w^*} \approx \Delta \theta_w (NTU_c) \Rightarrow t_6^* \approx \frac{C_w}{NTU_c} \text{ for the cold fluid.} \]

Equation 47

Equation 48

These relations can be used to estimate the magnitude of the time the system takes to reach steady state when two terms balance with each other. However, a more general relationship needs to be found.

2. Parametric Study

At least two different transient behaviors were observed in Cases 1-3. From those results,
it was concluded that there were different factors that affect $t_{st}^*$. The numerical model was used to perform a parametric study where each dimensionless number in Table 2 was varied independently to see how it affects the time the system takes to reach steady state. The base case was a system with the following conditions: $M = 1$, $C = 1$, $C_w = 1$, $NTU_h = 1$, $NTU_c = 1$.

**Effect of Dimensionless Parameter $M$ and $C$**

The dimensionless parameters in Table 4 were kept constant, but $M$ (see Equation 27) varies by varying the mass flow rate of the cold fluid. This ensures that $M$ is the only parameter that changes. $M$ was varied from 0 to 4. The time it takes for the system to reach steady state was determined by monitoring the temperature change over time. Once all of the dimensionless temperatures meet the following criterion $(\theta^{n+1}_c - \theta^n) / \Delta t^* < 1 \times 10^{-4}$, then the system was assumed to be at steady state.

In order to find the dependence of the time the system takes to reach steady state on $M$, $t_{st}^*$ is plotted as a function of $M$ as shown in Figure 20a. Two cases were run: one for $C = 1$, and one for $C = 2$. The equation obtained from the fitted curve shows an inverse relationship to $M$ as Equation 44 predicted. For the case of $C = 1$, the following equation was obtained:

$$ t_{st}^* = 1.8 \left( \frac{1}{M} \right) + 2. $$

For the case of $C = 2$, the following equation was obtained:

$$ t_{st}^* = 1.3 \left( \frac{2}{M} \right) + 3. $$

It is important to notice that for $M < 1$, $t_{st}^*$ increases dramatically. The same procedure was performed to find the time to reach steady state dependence on $C$. The dimensionless time is plotted as a function of $C$ as shown in Figure 20b. Two cases were run: one for $M = 1$, and one for $M = 2$. The dependence on $C$ is linear as predicted in Equation 44. For the case of $M = 1$, the following
equation was obtained:

\[ t^*_\text{st} = 1.9C + 1.8. \]

For the case of \( M = 2 \), the following equation was obtained:

\[ t^*_\text{st} = 0.6C + 2. \]

As \( C \) increases, \( t^*_\text{st} \) also increases.

\[ t^*_\text{st} = 1.8 \left( \frac{1}{M} \right) + 2 \]

\[ t^*_\text{st} = 1.3 \left( \frac{2}{M} \right) + 3 \]

Figure 20 – Dimensionless time to reach steady state as a function of (a) \( M \) for \( C = 1 \) and \( C = 2 \), and (b) \( C \) for \( M = 1 \) and \( M = 2 \). The following parameters were kept constant: \( C_w = 0.1 \), \( NTU_h = 1 \), \( NTU_c = 1 \).

**Effect of Dimensionless Parameter \( NTU_h \) and \( NTU_c \)**

The same procedure was performed to find the time to reach steady state dependence on \( NTU_h \) and \( NTU_c \). Figure 21a shows \( t^*_\text{st} \) as a function of \( NTU_h \), and Figure 21b shows \( t^*_\text{st} \) as a function of \( NTU_c \). Both plots show a logarithmic dependence on \( NTU_h \) and \( NTU_c \). Note that this behavior was not predicted by the scaling analysis performed before (Equation 45 and Equation 46). As \( NTU_h \) or \( NTU_c \) increase, \( t^*_\text{st} \) also increases.
Figure 21 – Dimensionless time the system takes to reach steady state as a function of (a) \( NTU_h \) (left) and as a function of (b) \( NTU_c \) (right). The following parameters were kept constant: \( M = 1, C = 1, C_w = 0.1 \).

**Effect of Dimensionless Parameter \( C_w \)**

Finally, the dependence of \( t_{st}^* \) on \( C_w \) was obtained. Figure 22 shows \( t_{st}^* \) as a function of \( C_w \). As predicted by Equation 47 and Equation 48, \( t_{st}^* \) is linearly dependent on \( C_w \). It is important to notice that the slope in Figure 22 is very steep. \( t_{st}^* \) increases rapidly as \( C_w \) increases. This behavior was expected because an increase in \( C_w \) correlates with an increase of thermal mass of the wall.

Figure 22 – Dimensionless time the system takes to reach steady state as a function of \( C_w \). The following parameters were kept constant: \( M = 1, C = 1, NTU_h = 1, \) and \( NTU_c = 1 \).
3. General $t_{st}^*$ Correlation

At least two different transient behaviors were observed in Cases 1-3. From those results, it was concluded that there were different factors that affect $t_{st}^*$. After the scaling analysis and the parametric study was performed, it was of special interest to find an equation that can predict how long a system takes to reach steady state. The information gathered in the parametric study was used to find a correlation that can predict $t_{st}^*$. The following equation was predicted:

$$t_{st}^* = t_1^* + t_2^* + t_3^* + t_4^* + t_5^* + t_6^*$$  \hspace{1cm} \text{Equation 49}

The total time for the system to reach steady state is a linear relation between the dimensionless times from the hot fluid differential equation ($t_1^*$ and $t_2^*$), from the cold fluid differential equation ($t_3^*$ and $t_4^*$), and the wall ($t_5^*$, and $t_6^*$).

There will be some discrepancies in the coefficients of this equation because of the criterion chosen to determine if the system is at steady state. The following correlation was found for systems where $C_w \ll 1$:

$$t_{st}^* = t_1^* + t_2^* + t_3^* + t_4^*$$ \hspace{1cm} \text{Equation 50}

$$t_{st}^* = 1 + \frac{1}{2} \ln (NTU_h) + 2 \frac{C}{M} + \frac{C}{2} \ln (NTU_c)$$ \hspace{1cm} \text{Equation 51}

$t_5^*$ and $t_6^*$ are neglected because $C_w \ll 1$.

From Figure 22, it was found that $t_{st}^*$ is linearly dependent on $C_w$ as shown in Equation 47 and Equation 48. However, these equations also suggests that $t_5^*$ and $t_6^*$ are functions of $NTU_h$ and
$NTU_c$. The dependence on $NTU_h$ and $NTU_c$ was not determined, so the correlation is only valid for systems where $C_w << 1$. Notice that the coefficients chosen in the correlation are slightly different from those found in the curve fitting. Figure 23 shows the comparison between the numerical results and the results obtained from the correlation.

Figure 23 – $t_{st}^*$ as a function of: (a) $M$, (b) $C$, (c) $NTU_h$ and (d) $NTU_c$. Comparison between numerical results and the correlation results.

Figure 24 shows a comparison between $t_{st}^*$ obtained from the numerical model (y-axis), and $t_{st}^*$ obtained from the correlation (x-axis). The scattering on Figure 24 is due to the criterion chosen for this analysis. In this analysis the criterion was very strict, however if a different criterion is chosen, $t_{st}^*$ would be slightly higher or slightly lower.
Figure 24 – Comparison between $t_{st}^*$ numerical and correlation results.
CHAPTER 4: Counter Flow Reactor – Heat Exchanger Transient Behavior Analysis

In this chapter, an ammonia synthesis reactor heat exchanger was investigated. The numerical model described in Chapter 2 was modified to study the transient behavior of an ammonia synthesis reactor heat exchanger used for energy storage. The energy released by the ammonia synthesis reaction is used to heat supercritical steam to temperatures on the order of 650°C as required for a supercritical steam Rankine cycle. The goal was to explore the different transient behaviors in the ammonia synthesis reactor heat exchanger. Also, an optimum design for a rapid startup was investigated.

Motivation

The global demand for nonrenewable energy sources is growing faster than the world’s ability to increase supply, resulting in elevated gasoline and electricity prices and energy dependency on other countries. Renewable energy can become a significant part of the national and global clean energy supply and can be effectively used to move the United States towards energy independence. Solar energy, in particular, has the potential to meet our energy needs if economically viable energy storage can be incorporated into CSP plants, allowing solar energy to be dispatched as a base load power plant. State-of-the-art CSP plants use molten salt as the thermal energy storage fluid. Molten salt has limitations such as degradation under thermal cycling, corrosiveness, and cost.

An ammonia thermochemical energy storage system is an alternative solution to the state-of-the-art molten salt TES system for concentrating solar power. State-of-the-art CSP plants use
molten salt to store thermal energy. In contrast, TCES technologies store and release energy by making and breaking chemical bonds. Thermochemical storage has the potential for significantly higher volumetric energy density than sensible energy storage. Some of the advantages of this emerging technology include its high energy density, no heat losses during the storage duration, and the possibility of long storage periods.

**Ammonia-based Thermochemical Energy Storage System Concept**

The concept of ammonia-based TCES as conceived and developed at Australian National University (ANU) is described in the review paper by Dunn et al. [22]. The ammonia storage system is based on the reversible dissociation and synthesis of ammonia:

$$2NH_3 + \Delta H_{\text{rxn}} \rightleftharpoons N_2 + 3H_2$$  \hspace{1cm} \text{Equation 52}

A schematic of an ammonia-based CSP is shown in Figure 25. The heliostats concentrate the energy from the sun to the receiver located at the top of the tower. An endothermic reactor located in the receiver uses the solar energy to power the reaction to partially disassociate ammonia into hydrogen and nitrogen. The resulting hydrogen-nitrogen-ammonia mixture is used to preheat the incoming ammonia and is stored underground at ambient temperature for later use. Under the pressures and temperatures of storage, ammonia will be in the liquid phase, which helps to separate the ammonia from the hydrogen and nitrogen gas mixture. In the energy recovery process, the hydrogen-nitrogen mixture is preheated, and the reverse reaction is carried out: a hydrogen-nitrogen mixture flowing through a catalyst bed undergoes the exothermic ammonia synthesis reaction. The heat generated by the reaction is then used to heat up supercritical steam to run the turbine. It is important to mention that the ammonia-based TCES is not limited to run with a supercritical steam Rankine cycle; a sCO$_2$ Brayton cycle could also be used instead of a supercritical steam cycle, as will be discussed later. This closed loop system operates at elevated
pressure (in the range 10 to 30 MPa) for reasons which will be explained later.

![Diagram](image)

Figure 25 – Ammonia-based thermochemical energy storage system.

Relative to other proposed TCES technologies, ammonia-based TCES has many benefits:

- The reactants and products are abundant and cheap.
- The reversible dissociation-synthesis reaction has no side reactions.
- At the proposed operating temperatures ammonia, nitrogen, and hydrogen remain stable.
- Ammonia (which is liquid at ambient temperature and modest pressure) and the hydrogen/nitrogen gas mixture can be stored in the same tank with automatic phase separation.
- Ammonia synthesis and handling has been widely studied in industry
- There has been significant prior research and development of solar TCES using ammonia at the Australian National University (ANU).
- Ammonia-based TCES can work for all different types of CSP (parabolic trough, dish, tower) because the dissociation reaction can be carried out over a range of temperatures with different catalysts [23].
At the same time, there are some challenges associated with ammonia for TCES:

- The enthalpy of reaction is modest: \( \Delta H_r = 66,800 \text{ kJ/kmol} \) at 298 K and 30 MPa (a typical pressure proposed for the reaction [24]).

- The products are gases, and therefore possess low density; the required storage volume is the same order of magnitude as for two-tank molten salt, but at an elevated pressure.

This idea was extensively investigated at the Australian National University (ANU) [22, 23, 25-34]. Despite these drawbacks, the many positive attributes of ammonia TCES make it a strong candidate for further investigation and development.

**Numerical Model for Transient Reactor Heat Exchanger**

A steady state two-dimensional computational model for the ammonia synthesis process was developed at ANU [35]. Although this model provides useful information of the system behavior under steady state, the model does not provide any information on the transient regime. Another limitation of this computational model is that it solves the differential equations by marching in space from one end of the reactor to the other. This method does not allow the user to input the inlet temperature of both of the fluids in the counter-flow heat exchanger. The inlet temperature of the hydrogen/nitrogen mixture and the outlet temperature of the steam are required as inputs.[35] This becomes a problem because the ammonia synthesis reaction is strictly linked to the outlet temperature of the steam. The initial guess of the temperatures can result in a non-realistic scenario.

A transient numerical model was developed for a transient counter-flow reactor heat exchanger. This model was used to determine the optimum conditions for the system to reach steady state in a reasonable amount of time as well as getting the operational temperatures needed for the power block. The algorithm also provides information on the response to disturbances in...
the system. It is desired to determine the startup time of the reactor. An optimum system should take a maximum of 10 minutes to get to the operational temperatures to generate the desired energy. The goal is to determine if the system is able to reach steady state in 10 min or under.

**System Modeling**

The model consists of a transient one dimensional concentric tube counter-flow reactor heat exchanger as shown in Figure 26. There is gas (H₂/N₂) flowing through the channel that contains an iron-based catalyst bed. The catalyst bed is separated from the steam by an Inconel wall. The radially lumped temperatures of the gas, steam, and wall are each modeled. Axial conduction is neglected. Heat transfer between the reactor and the surroundings is negligible (although this can readily be modified).

![Figure 26 – Schematic of the one dimensional radially lumped reactor heat exchanger model.](image)
The numerical model solves the four coupled differential equations shown below:

\[
\begin{align*}
\left( \rho c_p A_e \right)_g \left( \frac{\partial T}{\partial t} + u \frac{\partial T}{\partial x} \right) - \left( k A_e \right)_g \frac{\partial^2 T}{\partial x^2} + (hP)_g \left( T_g - T_w \right) &= r^m A_{c,g} \Delta h_{\text{rxn}} \\
\left( \rho c_p A_e \right)_s \left( \frac{\partial T}{\partial t} - u_s \frac{\partial T}{\partial x} \right) - \left( k A_e \right)_s \frac{\partial^2 T}{\partial x^2} + (hP)_s \left( T_s - T_w \right) &= 0 \\
\left( \rho c_p A_e \right)_w \frac{\partial T_w}{\partial t} - \left( k A_e \right)_w \frac{\partial^2 T_w}{\partial x^2} - (hP)_w \left( T_g - T_w \right) - (hP)_s \left( T_s - T_w \right) &= 0 \\
\left( \rho A_e \right)_g \left( \frac{\partial f_{\text{NH}_3}}{\partial t} + u \frac{\partial f_{\text{NH}_3}}{\partial x} \right) &= r^m A_{c,g}
\end{align*}
\]

Equation 53, Equation 54, and Equation 55 are the energy equations for the catalyst bed channel, the steam section, and the wall, respectively. The first term of Equation 53 represents the storage term; the second term represents advection in the flow; the third term represents the axial conduction in the channel, and fourth term represents the heat transferred from the gas to the wall. The heat generated by the reaction is represented in the last term of Equation 53. Equation 54 is very similar to Equation 53, except there is no heat generated, and the last term represents the heat transferred from the wall to the steam. Equation 55 has the wall storage term (first term), the axial conduction on the wall (second term), the heat transferred from the gas to the wall (third term), and the heat transferred from the wall to the steam (last term). Equation 56 is the mass species

\[
r^m = k_0 \exp \left[ -\frac{E_a}{RT_g} \right] \left( K_a^2 a_{\text{N}_2}^2 \left( \frac{a_{\text{H}_2}^3}{a_{\text{NH}_3}} \right)^\alpha - \left( \frac{a_{\text{NH}_3}}{a_{\text{H}_2}^3} \right)^{(1-\alpha)} \right) M_{\text{NH}_3}
\]

where \( r^m \) is the rate of production of mass of ammonia per unit volume, given by the Temkin-Pyzhev [36] expression:

Equation 53, Equation 54, and Equation 55 are the energy equations for the catalyst bed channel, the steam section, and the wall, respectively. The first term of Equation 53 represents the storage term; the second term represents advection in the flow; the third term represents the axial conduction in the channel, and fourth term represents the heat transferred from the gas to the wall. The heat generated by the reaction is represented in the last term of Equation 53. Equation 54 is very similar to Equation 53, except there is no heat generated, and the last term represents the heat transferred from the wall to the steam. Equation 55 has the wall storage term (first term), the axial conduction on the wall (second term), the heat transferred from the gas to the wall (third term), and the heat transferred from the wall to the steam (last term). Equation 56 is the mass species.
balance on the gas in the catalyst bed. Both Equation 53 and Equation 56 contain the reaction rate, \( \dot{r} \) which can be calculated using Equation 57. The reaction rate is a function of gas temperature and composition.

The supercritical steam heat transfer coefficient was calculated using Jackson’s correlation for forced convective heat transfer in water at supercritical pressures [37]; a modified version of the Krasnoschekov and Protopopov equation [37]:

\[
\text{Nu}_s = \frac{h_s D_h}{k_s} 0.0183 \text{Re}_s^{0.82} \text{Pr}_s^{0.5} \left( \frac{\rho_{s,w}}{\rho_s} \right)^{0.3} \left( \frac{c_w}{c_p} \right)^n
\]

Equation 58

\[
n = 0.4 \quad \text{for } T_s \leq T_w \leq T_{pc}\text{ and for } 1.2T_{pc} \leq T_s \leq T_w;
\]

\[
n = 0.4 + 0.2 \left( \frac{T_w}{T_{pc}} - 1 \right) \quad \text{for } T_s \leq T_{pc} \leq T_w;
\]

\[
n = 0.4 + 0.2 \left( \frac{T_w}{T_{pc}} - 1 \right) \left[ 1 - 5 \left( \frac{T_s}{T_{pc}} - 1 \right) \right]
\]

for \( T_{pc} \leq T_s \leq 1.2T_{pc} \) and \( T_s \leq T_w \)

The steam Nusselt number in Equation 58 is a function of the Reynolds number, Prandtl number, steam and wall temperature, and the steam pseudocritical temperature. It is important to notice that this correlation takes into account the rapid changes of steam properties due to the pseudocritical temperature. The pseudocritical temperature (\( T_{pc} \)) of steam at 26 MPa is 386.35 °C.

The boundary condition for the mass fraction equation is specified in Equation 59 and Equation 60. The boundary conditions for the energy equations of the gas and the steam are specified by Equation 61 - Equation 64. The inlet boundary conditions on the flows can be either constant or vary with time. The wall at \( x = 0 \) and \( x = L \) is set to have no heat flux as described in Equation 65.
\[ f_{NH_3}(x=0,t) = f_{NH_3,0} \]  
\[ \left. \frac{\partial f_{NH_3}}{\partial x} \right|_{x=L} = 0 \]  
\[ T_g(x=0,t) = T_{g,i} \]  
\[ \left. \frac{\partial T_g}{\partial x} \right|_{x=L} = 0 \]  
\[ T_s(x=L,t) = T_{s,i} \]  
\[ \left. \frac{\partial T_s}{\partial x} \right|_{x=0} = 0 \]  
\[ \left. \frac{\partial T_w}{\partial x} \right|_{x=0} = \left. \frac{\partial T_w}{\partial x} \right|_{x=L} = 0 \]

The initial temperature of the gas, the steam, and the wall also need to be specified. Equation 68, Equation 67, Equation 68, and Equation 69 are the initial conditions on the gas, steam, wall, and the mass fraction, respectively. These initial conditions can be either constant or vary with \( x \) along the reactor.

\[ T_g(x,t=0) = T_{g,0} \]  
\[ T_s(x,t=0) = T_{s,0} \]  
\[ T_w(x,t=0) = T_{w,0} \]  
\[ f_{NH_3}(x,t=0) = f_{NH_3,0} \]

The gas is assumed to be at a constant pressure of 30 MPa. The steam is assumed to be at a constant pressure of 26 MPa. The properties of the gas and steam are only functions of temperature, but are found at the previous time step. The properties of the wall are assumed
constant at all times, and locations.

Crank-Nicolson backward difference scheme was chosen for the discretization of Equation 53, Equation 54, and Equation 55. The reaction rate is calculated using the known temperature and gas composition at the previous time in Equation 57. Equation 56 is then used to solve for the new mass fraction of ammonia. Once the mass fraction and the reaction rate are known at each position, the system of Equation 53, Equation 54, and Equation 55 are solved simultaneously to get the temperature of the gas, the wall, and the steam at each position for the new time step. The following expressions were obtained:

\[
(A \rho c_p)_{g,i} \frac{T_{g,i}^{n+1} - T_{g,i}^n}{\Delta t} + (A \rho c_p u)_{g,i} \frac{T_{g,i}^n - T_{g,i-1}^n}{2\Delta x} + (A \rho c_p u)_{g,i} \frac{T_{g,i}^n - T_{g,i+1}^n}{2\Delta x} + ... \\
-(kA)_g \frac{T_{g,i}^{n+1} - T_{g,i}^n}{2\Delta x^2} - (kA)_g \frac{T_{g,i}^n - T_{g,i+1}^n}{2\Delta x} + ... \\
+ \frac{(hP)_g}{2} (T_{g,i}^n - T_{w,i}^n) + \frac{(hP)_g}{2} (T_{g,i}^{n+1} - T_{w,i}^{n+1}) + \left( \frac{\dot{r} v_{\text{avg}} \Delta h_{\text{rxn}}}{g,i} \right)^n = 0
\]

\[
(A \rho c_p)_{s,i} \frac{T_{s,i}^{n+1} - T_{s,i}^n}{\Delta t} + (A \rho c_p u)_{s,i} \frac{T_{s,i}^n - T_{s,i-1}^n}{2\Delta x} + (A \rho c_p u)_{s,i} \frac{T_{s,i}^n - T_{s,i+1}^n}{2\Delta x} - ... \\
-(kA)_s \frac{T_{s,i}^{n+1} - T_{s,i}^n}{2\Delta x^2} - (kA)_s \frac{T_{s,i}^n - T_{s,i+1}^n}{2\Delta x} + ... \\
+ \frac{(hP)_s}{2} (T_{s,i}^n - T_{w,i}^n) + \frac{(hP)_s}{2} (T_{s,i}^{n+1} - T_{w,i}^{n+1}) = 0
\]

\[
(A \rho c_p)_{w} \frac{T_{w,i}^{n+1} - T_{w,i}^n}{\Delta t} -(kA)_w \frac{T_{w,i}^{n+1} - T_{w,i}^n}{2\Delta x^2} -(kA)_w \frac{T_{w,i}^n - T_{w,i+1}^n}{2\Delta x^2} + ... \\
+ \frac{(hP)_w}{2} (T_{s,i}^n - T_{w,i}^n) + \frac{(hP)_w}{2} (T_{s,i}^{n+1} - T_{w,i}^{n+1}) + ... \\
+ \frac{(hP)_w}{2} (T_{g,i}^n - T_{w,i}^n) + \frac{(hP)_w}{2} (T_{g,i}^{n+1} - T_{w,i}^{n+1}) = 0
\]

The Courant number ($Co$) for both of the fluids is calculated, and the highest $Co$ number is used to calculate the position and time step size required for the stability of the system. The
following relationship is used to insure convergence:

$$\frac{C_{oi}}{\Delta x} = \frac{u_i \Delta t}{\Delta x} < 0.1, \ (i = h, c)$$

Equation 70

where $\Delta t$ and $\Delta x$ are the time and position step, respectively.

**Reactor Heat Exchanger Model**

A small scale concentric tube reactor heat exchanger designed at UCLA [38, 39] was modeled to explore the transient response of the synthesis reaction and its effect on the supercritical steam. The dimensions of the small scale reactor are presented in Figure 27. The steam enters the inner tube at $x = L$, while the gas enters the annulus that contains the catalyst bed at $x = 0$. An Inconel wall separates the gas from the steam.

![Figure 27 – Dimensions of small scale reactor heat exchanger.](image)

The steam inlet temperature remains at 288°C. The mass flow rate of the gas is 0.1 g/s, while the mass flow rate of the steam is 0.08 g/s. An average heat transfer coefficient between the wall and the gas was calculated using the heat transfer coefficient described by Richardson et al. [24]. The average value calculated was 200 W/m²-K. The heat transferred between the wall and
the steam is calculated using Equation 58 at each time step.

**Verification of Numerical Model**

The synthesis reactor heat exchanger transient numerical model was verified. The transient numerical model was used to obtain the steady state solution for a reactor heat exchanger (includes chemical reaction). Axial conduction was negligible for this study. The results were compared to the solution obtained from a steady state model developed by Lavine at UCLA. Figure 28 (left) shows the mass fraction of N$_2$H$_2$ mixture as a function of position $x$ as time increases. Figure 28 (right) shows the gas temperature as a function of position $x$ as time increases. From Figure 28, one can see the excellent agreement between both steady state solutions.

![Graphs showing comparison of steady state and transient solutions](image)

Figure 28 – Comparison of the steady state solution to a steady state problem (blue dashed lines) and the solution to a transient problem (red starred lines). Left: mass fraction of N$_2$H$_2$ mixture as a function of position $x$ for different time steps. Right: gas temperature as a function of position $x$ for different time steps.
Validation of the Model

The numerical model was also validated by comparing the results to the experimental results obtained from the synthesis reactor heat exchanger built at UCLA (Refer to reference [40] for more details on the experiment). The reactor heat exchanger at UCLA side view is shown in Figure 29. The reactor heat exchanger consists of a tube-in-tube configuration with the catalyst bed in the outer annulus and steam flow through the inner tube. In order to improve steam heat transfer, a third tube within the inner tube was inserted so that the steam channel is a narrow annulus—the gap is 0.7 mm. By decreasing the lateral dimension of the steam channel, the steam heat transfer coefficient is increased.

![Diagram of reactor heat exchanger](image)

Figure 29 – Side view geometry along the reactor heat exchanger build at UCLA [40]

The model was modified to better predict the behavior of the real system. Equation 53, Equation 54, and Equation 55 were modified to include an outer wall, thermal losses, and axial conduction, and an extra equation for the outer wall was included as shown below:
\[
\left( \rho c_p A_c \right)_{w_0} \frac{\partial T_{w_0}}{\partial t} - (kA)_{w_0} \frac{\partial^2 T_{w_0}}{\partial x^2} - (hP)_{g} \left( T_g - T_{w_0} \right) - \frac{(T_{w_0} - T_{amb})}{R_{tot}} = 0
\]

\text{Equation 71}

\[
\left( \rho c_p A_c \right)_{g} \left( \frac{\partial T_{g}}{\partial t} + u_g \frac{\partial T_{g}}{\partial x} \right) - (kA)_{g} \frac{\partial^2 T_{g}}{\partial x^2} + (hP)_{g} \left( T_g - T_{w_0} \right) + \ldots
\]

\[
\ldots + (hP)_{g} \left( T_g - T_{w_0} \right) = \dot{r} \eta A_{cg} \Delta h_{\text{rxn}}
\]

\text{Equation 72}

\[
\left( \rho c_p A_c \right)_{s} \left( \frac{\partial T_{s}}{\partial t} - u_s \frac{\partial T_{s}}{\partial x} \right) - (kA)_{s} \frac{\partial^2 T_{s}}{\partial x^2} + (hP)_{s} \left( T_s - T_{w_0} \right) = 0
\]

\text{Equation 73}

\[
\left( \rho c_p A_c \right)_{wi} \frac{\partial T_{wi}}{\partial t} - (kA)_{wi} \frac{\partial^2 T_{wi}}{\partial x^2} - (hP)_{g} \left( T_g - T_{wi} \right) - (hP)_{s} \left( T_s - T_{wi} \right) = 0
\]

\text{Equation 74}

Equation 71 is the energy balance on the reactor heat exchanger outer wall. The subscripts \( w_0 \) and \( w_1 \) are used to distinguish the outer wall thickness from the wall dividing the gas from the steam. The outer wall has thermal losses to the environment (last term). The total thermal resistance, \( R_{tot}' \), is the thermal resistance for conduction across the insulation plus the resistance for convection (see Equation 75). The fourth term in the gas energy equation (Equation 72) represents the heat exchange from the gas to the outer wall.

\[
R_{tot}' = \ln \left( \frac{D_4 + 2w_{\text{ins}}}{D_4} \right) \frac{1}{2\pi k_{\text{eff}}} + \frac{1}{2\pi h_{\text{air}} (D_4 2w_{\text{ins}})}
\]

\text{Equation 75}

The diameters of the heat exchanger reactor are shown in Figure 30; the reactor is 1.2 m long, and the start of the catalyst bed is 0.06 m from the inlet of the reactor.
The effective thermal conductivity in the gas/catalyst bed was equal to 5 W/m-K. In the experiment, the gas flow rate was set to 1.01 g/s, and the steam mass flow rate was set to 0.51 g/s. The inlet gas temperature was adjusted to 615 °C, and the steam inlet temperature was adjusted to 350°C (nominally). The gas temperature is measured by thermocouples placed on the outer wall, and the steam temperature is measured along the inner tube (D₀). The insulation thickness is \( w_{\text{ins}} = 0.235 \) m. The catalyst bed starts 0.06 m from the inlet of reactor \((x = 0 \text{ m})\). In the numerical model, the same conditions from the experiment were set. A constant outer wall surface convection coefficient of 5 W/m²-K was used. A well-insulated section with no catalyst was added to the model. The reaction starts at \( x = 0.06 \text{ m} \) from the inlet of the reactor \((x = 0 \text{ m})\).

The temperature of the gas temperature (red continuous line), inner wall (green continuous line), outer wall (purple dashed line), and steam temperature (blue line) from the numerical model are presented in. The experimental gas (red square markers) and steam (blue square markers) temperature are also presented in Figure 31. The model is able to predict the temperature of the steam. The model is able to predict the gas temperature from \( x = 0 \text{ m} - 0.6 \text{ m} \). The discrepancy

Figure 30 – Reactor heat exchanger cross-sectional geometry
between the numerical and experimental gas temperature for $x > 0.6$ m is due to the assumption of a constant outer wall surface heat transfer coefficient.

Figure 31 – Comparison between numerical results and experimental results for an ammonia based reactor heat exchanger. Numerical results: gas temperature (red continuous line), inner wall (green continuous line), outer wall (purple dashed line), and steam temperature (blue line). Experimental results: gas temperature (red square markers), and steam temperature (blue square markers).

Exploration of transient behavior of a complex counter-flow heat exchanger

Three different cases that cause different transient behaviors in the system were investigated. Case one will be referred to as the start-up of the system. It consists of a system that is initially ($t = 0$ s) at uniform temperature, and at $t > 0$ s, a temperature and ammonia mass fraction step change is imposed on the flow that contains the catalyst. Case two is when the system in case one has reached the new steady state, another step change in the inlet temperature is imposed. Case three is when the system in case one has reached steady state, a step change in the mass flow rate is imposed.
Case 1: Start-up of the system – Inlet Gas Temperature

The gas, the steam, and the wall are assumed to be at an initial temperature of 288 °C. Initially, the gas in the annulus is at chemical equilibrium with an ammonia mass fraction of 0.215. The inlet temperature of the gas experiences a step change in temperature from 288 °C to 600 °C for \( t > 0 \). Also, an ammonia mass fraction of 0.001 is imposed at the inlet of the gas stream.

Figure 32 shows the mass fraction of the ammonia along the reactor for different time steps. The mass fraction experiences a step change at the inlet from 0.215 to 0.001 as shown in Figure 32. This is the step change specified by Equation 61. Figure 33 shows the mass fraction as a function of time for different positions along the reactor. At very early times, the step change in the mass fraction and temperature at the inlet have not propagated along the reactor. This can be seen in Figure 33; for \( x > 0.5 \) m, the mass fraction is still at the equilibrium mass fraction, so no reaction has happened yet.

The temperature profiles of the gas, the wall, and the steam along the reactor heat exchanger for different time steps are shown in Figure 34, Figure 35, and Figure 36, respectively. At \( t = 0 \) seconds, the gas temperature is at 288 °C everywhere (Figure 34). For \( t > 0 \), the inlet gas temperature experiences a step change to 600 °C and stays constant as indicated by Equation 66. The step change in the inlet temperature and mass fraction disturbs the equilibrium state resulting in ammonia synthesis. An increase in the ammonia mass fraction from 0.001 to 0.11 can be observed in Figure 32. A rapid increase is observed very close to the inlet due to the ammonia synthesis reaction as shown in Figure 32. At very early times \( (t = 100 \text{ s}) \), the chemical equilibrium has not been disrupted at locations far from the inlet. The ammonia mass fraction at \( x > 0.8 \) m is still at equilibrium. For example, at \( x = 1.2 \) m, it takes approximately 200 s for a significant change to occur in the mass fraction as shown in Figure 33. Once the perturbations at the inlet have
propagated, three types of behavior are observed. For locations near the inlet (e.g. \( x = 0.1 \) m), the ammonia mass fraction decreases due to the influence of the incoming gas. For points further downstream (e.g. \( x = 0.25 \) to 0.9 m), the ammonia mass fraction at first increases due to the ammonia synthesis reaction and subsequently decreases because of the incoming gas. For points downstream (e.g. \( x = 1.2 \) m) the ammonia mass fraction increases and reaches an elevated steady-state value. The effect the reaction has on the gas temperature can be observed in Figure 34. Close to the inlet (\( x = 0.1 \) m - 0.5 m), the temperature increases to temperatures higher than the inlet temperature of the gas. For example, the temperature at \( x = 0.1 \) m reaches 95 °C higher than the inlet temperature. This is due to the exothermic chemical reaction occurring inside of the catalyst bed. The gas temperature along the reactor decreases as shown in Figure 34. The decrease in gas temperature along the reactor is due to the heat transfer to the steam.

The steam temperature along the reactor for different time steps is shown in Figure 36. The steam enters the inner tube of the reactor at \( x = 1.2 \) m at a temperature of 288 °C. As is flows through the channel, the steam is heated up by the reaction in the catalyst bed. In Figure 36, one can observe a change in the steam temperature behavior when the pseudocritical temperature is reached.
Figure 32 – Mass fraction of ammonia as a function of position for different time steps.

Figure 33 – Mass fraction of ammonia as a function of time for different locations inside the reactor.
Figure 34 – Gas temperature as a function of position for different time steps.

Figure 35 – Wall temperature as a function of position for different time steps.
It is important to know how fast the steam outlet temperature reaches steady state, and if at steady state, the steam outlet temperature has reached the target temperature of 650 °C. The outlet mass fraction reaches steady state in approximately 13 minutes. The gas and steam outlet temperatures reach steady state in 10 minutes and 7 minutes, respectively. The steady state results are shown in Figure 37. The gas temperature enters the channel at 600 °C. The reaction starts immediately after the gas enters the catalyst bed, causing the gas temperature to reach a maximum of 695 °C in a very short distance. Thereafter, the gas temperature starts decreasing due to the heat transfer to the wall and then to the steam. The steam enters the inner tube at 288 °C, and exits at 692 °C. It is important to note that the desired outlet steam temperature of 650 °C was exceeded for the parameters selected in this example. By overdesigning, the system can reach 650 °C steam temperature earlier than the steady-state is reached.

Figure 36 – Steam temperature as a function of position for different time steps.
It is of special interest to investigate the effect the gas mass flow rate has on the time the outlet steam temperature takes to reach steady state. All the parameters specified above were kept constant except for the gas mass flow rate. The gas mass flow rate was varied between 0.01 g/s and 1 g/s. The results are presented for different initial gas temperatures ranging from the inlet steam temperature (288 °C) to the inlet gas temperature (600 °C).

Figure 38 shows the time the outlet steam temperature takes to reach steady state (left axis) as a function of gas mass flow rate for the different initial conditions. The time the steam outlet temperature takes to reach steady state decreases as the gas mass flow rate increases. For gas mass flow rates greater than 0.2 g/s, the time $t_{st}$ is almost constant. However, for gas mass flow rates smaller than 0.2 g/s, the time increases rapidly with increasing flow rate. It can also be observed that the initial gas temperature has negligible effect on $t_{st}$ for gas mass flow rates greater than 0.2 g/s. For gas mass flow rates lower than 0.2 g/s, the initial gas temperature has an effect on $t_{st}$; for lower initial gas temperature, $t_{st}$ is higher.
Figure 38 also shows the outlet steam temperature (continuous red line) as a function of gas mass flow rate. The target outlet steam temperature (dotted red line) was included in Figure 38 as a reference. It is important to remember that the steady state outlet steam temperature is independent of the initial conditions of the system. The target outlet steam temperature is met for gas mass flow rates greater than 0.1 g/s. The reactor heat exchanger has a similar behavior as a regular heat exchanger. If it is assumed that the gas has an effective heat capacity rate that is augmented by the reaction, one can explain why the target outlet steam temperature is not achieved for low gas mass flow rates. For small gas mass flow rate, the gas effective heat capacity rate is smaller than the steam heat capacity rate, so its outlet temperature can approach the steam inlet temperature if the heat exchanger is long enough. Under these conditions, the steam outlet temperature depends on the ratio of the flow rates. However, for gas mass flow rates greater than 0.1 g/s, the steam heat capacity rate is lower than the effective heat capacity rate of the gas, so the steam outlet temperature approaches the gas inlet temperature.
Figure 38 – Left axis: Time the outlet steam temperature takes to reach steady state (blue axis) as a function of gas mass flow rate for different initial gas temperatures. Right axis: Outlet steam temperature (red axis) as a function of gas mass flow rate. Continuous red line is outlet steam temperature from simulation, and dashed red line is the goal outlet steam temperature needed for steam turbine.

Summary

The numerical model predicts the transient behavior of a one dimensional concentric tube counter-flow reactor heat exchanger. Results show that it is possible to use ammonia synthesis reaction to heat supercritical steam to temperatures on the order of 650 °C as required for a supercritical steam Rankine cycle. It was also shown that high gas mass flow rates are preferred for both reaching the desired steam outlet temperature of 650 °C and reaching steady state in a reasonable time. The model is a tool that can be used to design an ammonia synthesis reactor heat exchanger that can achieve a steam temperature of 650 °C earlier than the steady-state is reached.
Case 2: Inlet Gas Temperature Disturbance

In this section, the response to a step change in the inlet temperature of a system shown in Figure 37 will be investigated. The same dimensionless parameters described previously were used. The gas inlet temperature was changed from \( T_g(x, t = 0) = 600 \, ^\circ\text{C} \) to \( T_g(x, t > 0) = 512 \, ^\circ\text{C} \). The temperature at the gas inlet was decreased by 15\%. All of the other conditions remained the same: the steam inlet temperature is 288 \, ^\circ\text{C}, the steam mass flow rate is 0.08 g/s, and the gas mass flow rate is 0.1 g/s. Figure 39 shows the effect of a disturbance in the inlet gas temperature on a steady state system. The system at \( t = 0 \) is at steady state (dashed lines). The red-dashed line represents the steady state gas temperature profile at \( t = 0 \). The green-dashed line represents the steady state wall temperature profile at \( t = 0 \). The blue-dashed line represents the steady state steam temperature profile at \( t = 0 \). At \( t = 0^+ \), the temperature at the inlet of the hot fluid is decreased to \( T_g(x, t > 0) = 512 \, ^\circ\text{C} \) as shown in Figure 39. The “new” steady state solution is also shown in Figure 39 (continuous lines). With an inlet gas temperature of 600 \, ^\circ\text{C}, the reaction heat generation heats the gas to 698.4 \, ^\circ\text{C}. With an inlet gas temperature of 512 \, ^\circ\text{C}, the gas temperature increases to 646.7\, ^\circ\text{C}. Even though the inlet gas temperature decreased by 88 \, ^\circ\text{C}, the maximum gas temperature only decreased by 51.7 \, ^\circ\text{C}. The heat of reaction is able to maintain a higher gas temperature. This is also reflected in the steam temperature; the steam outlet temperature drops from 619.8 \, ^\circ\text{C} to 585.7\, ^\circ\text{C}. With the decrease in the inlet gas temperature, the heat exchange between the gas and the wall (and then the steam) decrease, so the outlet gas and wall temperatures decrease by only 1 \, ^\circ\text{C}. 
Figure 39 – Steady state temperature of the gas (red), the wall (green), and the steam (blue) of ammonia synthesis reactor heat exchanger as a function of position. Dashed line: Steady state solution for a system with a gas inlet temperature of 600 °C. Continuous line: Steady state solution after step change in gas inlet temperature from 600 °C to 512 °C.

Figure 40 shows the transient behavior after a step change in the inlet gas temperature of a steady state system. The step change does not have a big impact on the system as seen before for a heat exchanger without reaction (Figure 14). The reaction predominates in the system maintaining a high temperature along the reactor. Figure 40a shows the change in the ammonia mass fraction across the reactor as time increases. The shape of the ammonia mass fraction profile along the reactor changes with time; however, the outlet ammonia mass fraction decreases from 0.57 to 0.36. However, the gas outlet temperature does not change. Figure 40b shows the change in the gas temperature across the reactor as time increases. The temperature drop at the inlet of the reactor can be observed; however, the outlet gas temperature drops by only 1 °C. The heat exchange to the wall has decreased because the temperature difference between the wall and the gas is smaller causing the gas to exchange less heat. Figure 40c shows the change in the wall temperature as a function of position for different time steps across the reactor as time increases.
The wall temperature profiles show the same behavior as the gas. Figure 40d shows the change in the steam temperature across the reactor as time increases. The steam outlet temperature decreases as a result of the temperature drop at the inlet of the gas. However, the temperature drop is minimal compared to the gas temperature drop.

![Graphs showing transient behavior after a step change in the inlet gas temperature of a steady state system.](image)

Figure 40 – Transient behavior after a step change in the inlet gas temperature of a steady state system. (a) Ammonia mass fraction, (b) gas temperature, (c) steam temperature, and (d) wall temperature as a function of position for different time steps.

**Summary**

If the inlet temperature of the gas suffers a step change, the maximum gas temperature is
also decreased. The gas temperature drop also affects the steam outlet temperature.

**Case 3: Inlet Gas Mass Flow Rate Disturbance**

It is also of interest to investigate the effect a change in gas mass flow rate has on the system at steady state. The steady state system shown in Figure 37 is disrupted by a step change in the gas mass flow rate. The gas mass flow rate was changed from $\dot{m}_h = 0.1 \text{ g/s}$ to $\dot{m}_h = 0.075 \text{ g/s}$ at $t > 0 \text{ s}$. All of the other conditions stay the same: the steam inlet temperature is 288 °C, the steam mass flow rate is 0.08 g/s.

Figure 41 shows the effect the disturbance in the gas mass flow rate has on a steady state system. The system at $t = 0 \text{ s}$ has a gas mass flow rate of $\dot{m}_h = 0.1 \text{ g/s}$ (dashed lines). The red-dashed line represents the steady state gas temperature profile at $t = 0 \text{ s}$. The green-dashed line represents the steady state wall temperature profile at $t = 0 \text{ s}$. The blue-dashed line represents the steady state steam temperature profile at $t = 0 \text{ s}$. At $t > 0 \text{ s}$, the gas mass flow rate is decreased causing a change in the slope of the temperature profiles as shown in Figure 41. The “new” steady state solution is also shown in Figure 41 (continuous lines). The system takes 37.1 seconds to reach steady state.
Figure 41 – Steady state temperature of the gas (red), the wall (green), and the steam (blue) of ammonia synthesis reactor heat exchanger as a function of position. Dashed line: Steady state solution for a system with a gas mass flow rate of 0.1 g/s. Continuous line: Steady state solution after step change in gas mass flow rate to 0.075 g/s.

Figure 42 shows the transient behavior after a step change in the gas mass flow rate of a steady state system. The step change does not have a big impact on the system as seen before for a heat exchanger without reaction (Figure 14). The reaction predominates in the system maintaining a high temperature along the reactor. Figure 42a shows the change in the ammonia mass fraction across the reactor as time increases. Figure 42b shows the change in the gas temperature across the reactor as time increases. Figure 42c shows the change in the steam temperature across the reactor as time increases. Figure 42d shows the change in the wall temperature as a function of position for different time steps across the reactor as time increases.
Figure 42 – Transient behavior after step change in gas mass flow rate from 0.1 g/s to 0.075 g/s. (a) Ammonia mass fraction, (b) gas temperature, (c) steam temperature, and (d) wall temperature as a function of position for different time steps.

Summary

A small perturbation in the gas mass flow rate has an effect on the profile shape. However, the maximum temperature reached in the gas due to reaction is not affected. The reaction is able to maintain the gas maximum temperature. The main effect can be observed on the shape of the gas temperature profile. The heat exchange from the gas to the wall is affected and this is reflected in the gas temperature profile. Slight perturbations in the gas mass flow rate should not be a concern for the final behavior of the system. However, if the disturbance is relatively large then
the effect on the heat transfer in the system could result in low performance.

**Effect of Axial Conduction**

Axial conduction in the reactor-heat-exchanger was investigated, specifically in the gas section. Most of the analysis of heat exchangers assumes axial conduction is negligible which is generally a good assumption. However, this assumption may not be valid for the reactor-heat-exchanger because of the iron-based catalytic bed and thick walls needed to withstand the high pressure. In this current effort, the effect of axial conduction was investigated. Once the phenomenon is well understood, the conditions under which axial conduction can be neglected will be determined.

In the investigation of axial conduction reported here, the model has been run to steady-state. The conditions of an existing reactor were used except that the length was shortened to speed run times. Specifically, the gas flows in an Inconel tube with inner diameter of 1.88 cm and length of 0.6 m. Steam flows through an inner tube of 0.39 cm ID and 0.64 cm OD as shown in Figure 27. The gas and the steam had mass flow rates of 0.1 g/s and 0.08 g/s, respectively.

In pipe flow analysis, it is usually assumed that axial conduction is negligible. However, axial heat conduction in the catalyst bed occurs within the iron based catalysts, which has the effect of increasing the effective thermal conductivity of the gas-catalyst system. A parametric study was performed to determine the effect axial conduction has in the system. The gas Peclet number was used to determine the conditions where axial conduction can be neglected. The gas Peclet number is defined as:

\[
P_{\text{g, in}} = \left( \frac{\rho c_p u D_n}{k} \right)_{\text{g, in}}
\]

The model was run for a range of \( k_{\text{eff}} = 0 - 50 \text{ W/m-K} \). The thermal conductivity of iron at
high temperatures (600 °C – 700 °C) is $k_{FE} \sim 50$ W/m-K, and typical porosities in the catalyst are on the order of 50%. For this study, the wall axial conduction was neglected.

Figure 43 shows the gas temperature (a), wall temperature (b), and steam temperature (c). It can be seen that as thermal conductivity increases, the maximum gas temperature decreases and the location of the maximum gas temperature also shifts downstream. The maximum temperature due to the reaction happens very close to the inlet of the reactor. There is a rapid temperature change right after the inlet of the channel. This causes a high heat loss through the inlet end of the reactor due to axial conduction which results in a decrease of the maximum gas temperature and consequently a decrease of the outlet steam temperature.
Figure 43 – Effect of axial conduction on (a) the gas temperature, (b) the wall temperature, and (c) the steam temperature.
When axial conduction in the gas and steam is neglected, a maximum gas temperature of 693°C is achieved resulting in an outlet steam temperature of 541°C as shown in Figure 44a. Next, the same conditions were run, but axial conduction was included. The Peclet number for the given parameters is approximately 18 – based on an effective thermal conductivity of 50 W/m²-K. Referring to Figure 44b, the maximum gas temperature dropped to 632°C, which is 61°C lower than the case with no axial conduction. Some rounding can also be observed in the shape of the peak gas temperature, but this is a small effect. The outlet steam temperature dropped to 466 °C, or 75 °C lower than the case with no axial conduction. For this case, axial conduction is important, and it has a negative effect on the desired outlet steam temperature.

![Steady state temperature profiles for the gas (red), wall (green), and steam (blue) for (a) no axial conduction and for (b) axial conduction (Pe_g = 18).](image)

It is of interest to find the conditions under which axial conduction is the gas/catalyst bed can be neglected. For this purpose, a non-dimensional analysis was performed. The gas Peclet number was varied between 0.4 and 400, while the rest of the parameters were kept constant. The
dimensionless maximum temperature was defined as follows:

\[ \theta_{\text{max}} = \frac{(T_{r,\text{max}} - T_{r,\text{in}})}{(T_{r,\text{max,na}} - T_{r,\text{in}})} \quad r = \text{gas or steam} \]

where \( T_{r,\text{max}} \) is the maximum temperature of \( r \), \( T_{r,\text{in}} \) is the inlet temperature of \( r \), and \( T_{r,\text{max,na}} \) is the maximum temperature of \( r \) for the case of no axial conduction.

Figure 45 shows the effect \( Pe_g \) has on the maximum temperature of the gas and steam streams. Choosing a criterion of a 2% change in the maximum temperature, it was found that axial conduction can be neglected for \( Pe_g > 100 \).

![Figure 45 – Maximum dimensionless temperature of gas (red) and steam (blue) as a function of gas Peclet number for an ammonia synthesis reactor heat exchanger.](image)

**Well-insulated Non-reacting Section**

The model was modified to simulate a well-insulated non-reacting section before the catalyst bed. The non-reacting section added at the entrance of the gas is shown in Figure 46. There is no heat transfer from the non-reacting section to the steam. The numerical model can easily be
modified to obtain results for this type of reactor. Heat generation and heat transfer from the wall to the cold fluid are “turned off” for the upstream section. Figure 46 shows the dimensions used in the simulations. The total reactor length is still 1.2 m, but now the catalytic bed starts at $x = 0.3$ m, and there is heat transfer between the wall and the steam only after $x = 0.3$ m.

![Diagram of ammonia synthesis reactor heat exchanger](image)

**Figure 46** – Schematic of an ammonia synthesis reactor heat exchanger with a non-reacting section at the beginning of the reactor.

Figure 47 shows the steady state temperature of the gas, the wall, and the steam as a function of position when axial conduction is neglected. If axial conduction is negligible in the system, having a non-reaction section makes no difference. However, for systems in which axial conduction is important, a non-reacting section will help the system maintain the maximum temperature achieved due to the reaction.
Figure 47 – Steady state solution for a reactor heat exchanger with a non-reacting section length of \( x_{\text{ah}} = 0.3 \) m, with a gas mass flow rate of \( \dot{m}_g = 0.1 \) g/s for steam flow rate of \( \dot{m}_s = 0.08 \) g/s. Axial conduction was neglected.

Figure 48 shows the temperature of the gas, the wall, and the steam as a function of position for different effective thermal conductivities. Figure 48a shows that even for the highest thermal conductivity, the maximum temperature is maintained as compared to a reactor without a non-reacting section (Figure 43a). The outlet steam temperature is not affected by axial conduction as shown in Figure 48b. This is because the non-reacting section allows an energy recovery mechanism. If the section is long enough and well-insulated, the drastic change in temperature is avoided, making axial conduction at the inlet negligible.
Figure 48 – Temperature of the gas, the wall, and the steam as a function of position for different effective thermal conductivities.
**Effect of Gas Peclet Number**

It is of interest to ensure that the non-reaction section is an effective solution for different conditions. For this purpose, a nondimensional analysis was performed. The gas Peclet number was varied between 0.4 and 50, while the rest of the parameters were kept constant. Figure 49 shows the effect $Pe_g$ has on the maximum temperature of the gas and steam streams for a reactor heat exchanger with a non-reacting section. Choosing a criterion of a 2% change in the maximum temperature, it was found that axial conduction can be neglected for $Pe_g > 1$ when there is a non-reacting section.

![Figure 49](image)

**Summary**

Results show that by having a non-reacting well-insulated section, axial conduction becomes unimportant. This is because the non-reacting section allows an energy recovery mechanism. If the section is long enough and well-insulated, the drastic change in temperature is
avoided, making axial conduction at the inlet negligible. From this section, an easy solution was given to deal with axial conduction in the system.
CHAPTER 5: Concluding Remarks and Future Research

Concluding Remarks

From the results gathered in Chapter 2, 3, and 4, it is evident that there was a need for a more comprehensive study on the transient behavior of heat exchangers. In Chapter 1, a summary of the available solutions for transient heat exchangers obtained by previous authors was provided. There are three main points that should be taken from this section. First, most of the work done on transient heat exchangers was done when computational power was not readily available (1956 – 1989). Because of this, most of these solutions were obtained analytically for simplified problems. More recent work has been done on transient heat exchangers (2013), but the solutions are for very specific cases. All of the solutions in literature have restrictions, and very specific assumptions. If the transient behavior of a more complex heat exchanger is needed (i.e. heat generation), then the solutions from literature are no longer valid. With the computational resources now available, there was a need to develop a numerical model that relaxes the restrictions of current solutions.

In chapter 2, the numerical model was explained in detail. The numerical model solves for a one dimensional counter-flow heat exchanger. There are no restrictions on the fluids and wall conditions. The model is able to obtain a numerical solution for a wide range of fluid properties and mass flow rates. Another innovative characteristic of the numerical model is that the boundary and initial conditions are not limited to constant values.

In Chapter 3, four different transient cases were explored in this work. The first case showed the start-up of a system that is initially at a uniform temperature. Two different behaviors were observed. One happens very early in time and is dependent on the residence time of the fluid. When a new temperature is applied to one of the channel inlets, the fluid at the new temperature...
moves as a wave across the heat exchanger; as time increases the flow with the new temperature displaces the fluid at the initial temperature. Once all the fluid has been displaced, only the linear transient behavior is observed. The slope of this temperature profiles changes with time until the system reaches steady state. This transient is due to the decrease of heat exchange between the hot fluid and the wall. The second case showed what happens if the inlet temperature of a system at steady state is disturbed. The results for this case have a similar behavior to the start-up case. The “wave-like” behavior was observed at early times, and then the linear behavior happens until the system reaches a “new” steady state. For the third case, a disturbance on the mass flow rate was imposed. As expected, only the linear behavior was observed. The fourth case showed the effect of a time varying inlet temperature on one of the flows. The oscillations at the inlet get transmitted along the channel. However, the oscillations get dissipated when the heat exchange happens. The oscillations can barely be observed in the other fluid.

Next, a scaling analysis was performed to determine what influences the time a heat exchanger takes to reach steady state. The scaling analysis resulted in expressions that suggest the dependency of \( t_{st}^* \) (time a system takes to reach steady state) on the dimensionless parameters \( M \), \( C \), \( NTU_h \), \( NTU_c \), and \( C_w \). A parametric study was then performed to determine the effect the dimensionless parameters on the time the system takes to reach steady state. The results show that \( t_{st}^* \) depends linearly on \( C \), \( C_w \), and \( M^{-1} \). It was also shown that \( t_{st}^* \) has a logarithmic dependency on \( NTU_h \) and \( NTU_c \). Gathering the information gained from the scaling analysis and the parametric study, a correlation was generated to approximate the time a system takes to reach steady state. This correlation is only valid for systems where \( C_w \ll 1 \); in other words, when wall thermal capacity is small compared to the flow thermal capacity. The work described in Chapters 2 and 3 has provided enough information to investigate a more complex system where most of the
restrictions or assumptions can be relaxed.

In Chapter 4, a more complex heat exchanger with a specific application was investigated. It was of special interest to look at a heat exchanger with varying properties, heat generation, varying heat transfer coefficient, and axial conduction. More specifically, a counter-flow heat exchanger with a reacting flow in one of the channels was investigated. The application for this reactor heat exchanger is solar energy storage, and the goal is to heat up steam to 650 °C by using the ammonia synthesis heat of reaction. One of the concerns for this system is the start-up time and also how disturbances in the reacting flow can affect the steam outlet temperature. The same three different cases investigated in chapter 2 (for a simple heat exchanger) were explored for the reactor heat exchanger.

The transient behavior during the system start-up was presented. The “wave-like” behavior was also present for this system. Since there is heat generation within one of the flows and the properties are changing with temperature, there is no longer a linear behavior. However, there is still an increase with time in the gas outlet temperature after the residence time is over. The time the system takes to reach steady state is dependent on the conditions of the system. It was found that for low mass flow rates, the system takes longer to reach steady state. This is because the predominant transient behavior is closely linked to the residence time. If the residence time is lower (by making mass flow rate higher), then the total time for a system to reach steady state decreases. It is important to keep in mind that higher mass flow rates also mean higher pressure drop across the channel. So there needs to be a tradeoff between pressure drop and the time the system should take to reach steady state.

Perturbations on a system at steady state were also investigated. If the inlet temperature of the gas suffers a step change, it affects the reaction rate as well as the outlet steam temperature.
However, the system is able to recover and reach a “new” steady state. A small perturbation on the gas mass flow rate has an effect on the profile shape. However, the maximum temperature reached in the gas due to reaction is not affected. The reaction is able to maintain the gas maximum temperature. The main effect can be observed on the shape of the gas temperature profile. The heat transfer from the gas to the wall is affected and this reflects on the gas temperature profile. Slight perturbations in the gas mass flow rate should not be a concern on the final behavior of the system. However, if the disturbance is relatively large then the effect on the heat transfer in the system could result in low performance.

Finally, axial conduction in the reactor heat exchanger was investigated, specifically in the gas section. Most of the analysis on heat exchangers assumes axial conduction is negligible which is generally a good assumption. However, this assumption may not be valid for the reactor heat exchanger because of the iron-based catalytic bed. Results in this section show that axial conduction is detrimental for the system. The maximum temperature due to the reaction happens very close to the inlet of the reactor. There is a rapid temperature change right after the inlet of the channel. This causes a high heat loss through the end of the reactor due to axial conduction which results in a decrease of the maximum gas temperature and consequently a decrease of the outlet steam temperature. A parametric study was performed to determine when axial conduction can be neglected. It was concluded that for Peclet number greater than 100, axial conduction can be neglected. There was an alternative solution to deal with axial conduction in the system, this was to have a non-reacting section without a catalytic bed.

Results show that by having a non-reacting well-insulated section, axial conduction becomes unimportant. This is because the non-reacting section allows an energy recovery mechanism. If the section is long enough, the drastic change in temperature is avoided, making
axial conduction at the inlet negligible.

Future Work

The advances achieved in this work also raised new questions that need to be addressed in the future. There are three main areas that need to be addressed, as discussed below: 1) the correlation to calculate the time a system takes to reach steady state, 2) achieve a greater agreement between numerical and experimental results, and 3) modify the numerical model to simulate the dissociation receiver.

1) Time a System takes to Reach Steady State

The correlation found to estimate the time a system takes to reach steady state is only valid for a system for which the thermal mass of the wall is small. This is generally true for systems at low pressure because the thickness of the walls is small. However, for systems at high pressure (i.e. ammonia synthesis reactor at 30 MPa) the walls need to be thick resulting in high wall thermal mass. It was shown in Figure 22 that the time a system takes to reach steady state is linearly dependent on the thermal capacitance of the wall. If looking at the start-up of a system, one can predict that having a large wall thermal mass would increase the time it takes to bring the temperatures to steady state conditions. This is an important aspect that needs to be addressed. On this note, one can also then predict that the outer wall, which has a higher thermal mass, also becomes important. The numerical model can be modified to solve for an outer wall temperature as well. Once an outer wall has been incorporated in the model, it is trivial to include thermal losses to the environment. The correlation should be generalized to include scenarios when the wall thermal mass is large.
2) Modification of numerical model to analyze the dissociation receiver

The numerical model can be slightly modified to investigate the dissociation receiver in the system shown in Figure 25. Detailed modelling of the dissociation receiver was not part of the scope of this work; however, as part of this effort a model was developed to estimate the thermal efficiency of the receiver.

The dissociation receiver must be optimized to improve the thermal efficiency and reduce the cost of the system. A design for the dissociation receiver to improve the receiver efficiency was proposed by Cho et.al. [41]. Their idea was then modified for the ammonia dissociation receiver by Lavine et.al. [38], which consists of tubes filled with catalyst mounted in a series of tight skirts, as illustrated in Figure 50. The design was chosen to match the incident solar flux to the requirements of the reaction. From the perspective of enhancing receiver thermal efficiency, the tubes will be arranged with the lower temperature inlet conditions outermost and the higher temperatures towards the inside. One of the advantages of our system is that the reaction heat absorption can help maintain a lower temperature at the tip.
A numerical model that predicts the thermal losses and thermal efficiencies of the receiver was developed. Figure 51 shows the geometry assumed for the thermal losses calculations. The base and the tip temperatures are assumed to be constant, and linear temperature profile is assumed along the x-direction (see Figure 51). However, from the results shown in Chapter 4 for ammonia synthesis, we know that the temperature profile along the reactor won’t be linear, especially if the losses are high. The numerical model described in Chapter 4 should be modified to obtain results for the reverse reaction.
Figure 51 – Dimensions of the ammonia dissociation receiver, and the prescribed temperature at the base of the receiver, along the dissociator tubes, and at the tip of the tubes.

The initial configuration suggested here came close to the thermal performance of a molten salt based system (see Table 5). The results showed that the design of the ammonia dissociation receiver is promising. However, when making these calculations, several assumptions were made.

Table 5 – Dimensions of the ammonia dissociation receiver, and the prescribed temperature at the base of the receiver, along the dissociator tubes, and at the tip of the tubes.

<table>
<thead>
<tr>
<th></th>
<th>Molten Salt</th>
<th>Dissociation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal capacity</td>
<td>670 MW_t</td>
<td>670 MW_t</td>
</tr>
<tr>
<td>Minimum temperature</td>
<td>290 °C</td>
<td>450 °C</td>
</tr>
<tr>
<td>Maximum temperature</td>
<td>574 °C</td>
<td>700 °C</td>
</tr>
<tr>
<td>Radiation losses</td>
<td>19.5 MW_t</td>
<td>23.9 MW_t</td>
</tr>
<tr>
<td>Convection losses</td>
<td>17.3 MW_t</td>
<td>18.4 MW_t</td>
</tr>
<tr>
<td>Thermal efficiency</td>
<td>94.8%</td>
<td>94.1%</td>
</tr>
</tbody>
</table>

A more complete model needs to be developed to evaluate the feasibility of the receiver. The reactor has not yet been optimized to increase efficiency and reduce cost. The proposed project would use the numerical model to find an optimum design for the dissociation receiver. The
dissociation receiver design must convert sufficient ammonia to meet the thermal power requirement and do so at reasonable operating temperature. Even though some work was done as part of this thesis on the dissociation receiver [42], the dissociation needs to be incorporated into the model. This can be done by merging the model that calculates the thermal losses on the receiver and the numerical model that predicts the temperature profiles inside the reactor.
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