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Chapter 3
Metabolite Measurements

Ute Roessner and Diane M. Beckles

3.1 Introduction

Metabolites are the products of enzyme-catalyzed reactions that occur naturally within living cells. Metabolites are synthesized by the cell for the purpose of performing a useful, if not indispensable, function in the maintenance and survival of the cells by, for example, contributing to its infrastructure or energy requirements. To do so, they have to be recognized and acted upon by enzymes, which will change the properties of the metabolites by means of a chemical reaction. Therefore, the properties of metabolites and their functionality as they interact within their natural environment determine the chemistry of life. Thus, it can be argued that the metabolome in a biological system represents the final result of the expression of multiple genes in a cell. The analysis of metabolites has been an important part of any biological sciences. A large number of technologies have been developed for the analysis of metabolites in order to study metabolism in great detail. Today, the accumulation and combination of knowledge on analytical biochemistry from the last 50 years is commonly called metabolomics, and large investments are made to its application toward developments of new technologies with greater sensitivity, comprehensiveness, robustness, and higher throughput.

Oliver et al. introduced the term metabolomics in 1998 to describe the change of relative metabolite concentrations due to the alteration of gene expression [62]. Later, the definition of metabolomics describing the “comprehensive and quantitative analysis of all small molecules in a biological system” was introduced [26]. Today, metabolomics is commonly considered as the combination of analytics for metabolite determination with appropriate informatics for data extraction, mining, and interpretation.
The range of chemical compounds synthesized by plants is astonishing. There may be more than 200,000 chemicals produced within the plant kingdom, representing a diverse array of structures, functional groups, and chemicals with different solubilities and reactivities [90]. This presents an enormous challenge for the researcher trying to assay these compounds in a massively parallel fashion. Thus far, only 50,000 compounds have been identified from a large number of species [20], highlighting the difficult nature of the task and the existence of thousands of undiscovered compound with different physical and chemical properties. Approximately 5,000–25,000 compounds may be produced in a single plant at a given developmental age and environmental state [61, 95, 99]. In contrast, about 500 are produced in bacteria, about 730 in yeast, and approximately 3,000 in human beings [96]. Apart from the sheer number and diversity of chemical structures, there are unique problems to cataloging the steady-state level of the plant metabolome. Reliable sampling and capture of the subset of compounds in a specific organ and subcellular location associated with the biological process of interest is, while not impossible, technically challenging and adds yet another layer of complexity to our ability to accurately record or view the metabolic state of the plant cell. The overall picture that emerges is that current extraction, analytical methods, and instrumentation are inadequate for truly assessing the plant metabolome, which may well remain a lofty vision to aspire toward in the future. These issues explain in part why the field of metabolomics lags behind genomics, transcriptomics, proteomics, and even glycomics. Identifying, reproducing, and curating the chemical species that make up the genome and transcriptome is comparatively facile, and even with the more difficult proteome and glycome, this goal is still feasible. This is easy to understand when the chemical structures of these compounds are considered. Nucleic acids, proteins, and glycoproteins have a common chemical structure(s) [12, 37, 40, 84]. Both DNA and RNA have a phosphodiester bond; all proteins have the peptide bond; glycoproteins have peptide bonds and glycoconjugates. In comparison, there is an astounding array of chemical groups that make up even the simplest of plant compounds. For example, several primary metabolites have inorganic and organic phosphates, amines, esters, hydroxides, carboxyl groups, and this does not even scratch the surface when one considers the exotic functional groups of secondary metabolites and that there are geometric and stereoisomers of many of these chemicals.

In the following, a short overview of the technologies and methodologies most commonly applied in metabolomics are described, with an emphasis on plant-based applications.

### 3.2 Technologies for Metabolite Analyses

The most commonly used platforms for the detection and measurement of metabolites involve their separation by gas chromatography (GC), liquid chromatography (LC), or capillary electrophoresis (CE) coupled with subsequent mass spectrometry
3.2.1 Mass Spectrometry

Different chemicals have different masses, and this fact is used in a mass spectrometer (MS) to determine which chemicals are present in a sample. The underlying principle of all MS is that the paths of gas phase ions in electric and magnetic fields are dependent on their mass-to-charge ratios which are then used by the mass analyzer to distinguish the ions from one another. The most important requirement of mass spectrometry is that compounds have to be vaporized and ionized (in an ion (MS) of the separated molecules (Figs 3.1 and 3.2). Compounds may also be measured directly without chromatographic separation. Fourier transform ion cyclotron resonance mass spectrometry (FT-ICR-MS) and nuclear magnetic resonance spectroscopy (NMR) are two such examples (for review see [66]). The advantages and disadvantages of these technologies will be discussed in turn.
Techniques for ionization have been key to determining what types of samples can be analyzed by mass spectrometry. Electron impact ionization (EI, Fig. 3.3) and chemical ionization (CI, Fig. 3.4) are mainly used for volatile compounds, e.g., in combination with gas chromatography (GC; see below, Fig. 3.1). In chemical ionization sources, the analyte is ionized by chemical ion–molecule reactions during collisions in the source.

Three ionization techniques often used with liquid and solid biological samples include electrospray ionization (ESI) (Fig. 3.5, also see Fig. 3.2), atmospheric pressure chemical or photon ionization (APCI/APPI), and matrix-assisted laser desorption/ionization (MALDI). Inductively coupled plasma sources are used primarily for metal analysis on a wide array of sample types.

Others include glow discharge, fast atom bombardment (FAB), thermospray, desorption/ionization on silicon (DIOS), secondary ion mass spectrometry (SIMS), and thermal ionization. The resulting ions are represented by their specific mass and charge, which means that ions from different chemical compounds will have different speed and directions within an electric or magnetic field. The ions are accelerated to a high speed and are thus separated in an electric and/or magnetic field. This process happens in the mass analyzer. There are many types of mass analyzers, using

![Fig. 3.3](image1.png) Schematics of electron impact ionization. “M” is the molecule to be analyzed

![Fig. 3.4](image2.png) Schematics of chemical ionization. “M” is the molecule to be analyzed
either static or dynamic fields and magnetic or electric fields, but all operate according to this same law. Most commonly used mass analyzers in biological applications include time-of-flight analyzer (TOF), ion trap analyzer (TRAP), quadrupole (Q), or Fourier transform ion cyclotron resonance MS (FT-ICR-MS).

Perhaps the easiest to understand is the time-of-flight (TOF) analyzer (Fig. 3.6A). It uses an electric field to accelerate the ions through the same potential, and then measures the time taken to reach the detector. If all the particles have the same charge, then their kinetic energies will be identical and their velocities will depend only on their masses. Lighter ions will reach the detector first and the heavier slower ions will be last.

Quadrupole mass analyzers use oscillating electrical fields to selectively stabilize or destabilize ions passing through a radio frequency (RF) quadrupole field (Fig. 3.6B). A quadrupole mass analyzer acts as a mass selective filter and is closely related to the quadrupole ion trap. An ion trap may use an electric or an electric and magnetic field to capture a cloud of ions in a region of a vacuum system or tube (Fig. 3.6C). The two most common types of ion traps are the Penning trap and the Paul trap. The Penning trap uses electric and magnetic fields while the

![Fig. 3.5 Schematics of electrospray ionization](image)

![Fig. 3.6 Schematics of (A) time-of-flight, (B) quadrupole, and (C) ion trap mass analyzers (see also Color Insert)](image)
Paul trap uses an electric field only. An ion trap MS may incorporate a Paul trap or the Orbitrap (which like the Paul trap, uses only electric field), and other types of mass spectrometers may also use a linear quadrupole ion trap as a selective mass filter.

The Orbitrap is the most recently introduced mass analyzer (commercially available since 2005, ThermoFisher). In the Orbitrap, ions are electrostatically trapped in an orbit around a central, spindle-shaped electrode. The electrode confines the ions so that they both orbit around the central electrode and oscillate back and forth along the central electrode’s long axis. This oscillation generates an image current in the detector plates, which is recorded by the instrument. The frequencies of these image currents depend on the mass-to-charge ratios of the ions in the Orbitrap. Mass spectra are obtained by Fourier transformation of the recorded image currents. Similar to FT-ICR-MS (see below), Orbitraps have a high mass accuracy, high sensitivity, and a good dynamic range, but it is cheaper and less complex.

Fourier transform ion cyclotron resonance MS or FT-ICR-MS is regarded as the most complex type of mass analyzer. It determines the mass-to-charge ratio of ions based on the frequency of rotation of the ion inside a homogeneous magnetic field. The ions are first trapped in a magnetic field with electric trapping plates (Penning trap). The magnetic field causes the ions to adopt a circular motion perpendicular to the field. When an RF pulse is applied across the electric trapping plates, the ions are excited into a larger circular motion called the cyclotron frequency. The frequency of rotation is determined by the mass-to-charge ratio of each individual ion. Each ion will produce a current that is almost equivalent to the cyclotron frequency which is then recorded on a pair of detector plates. The resulting signal is called a free induction decay (FID), transient, or interferogram. The useful signal is extracted from this data by performing a Fourier transformation to give the mass spectrum. FT-ICR-MS is characterized by extremely high resolution in that masses can be determined with very high accuracy. Many applications of FT-ICR-MS use this mass accuracy to help determine the composition of molecules. This is possible due to the mass defect of the elements. Another place that FT-ICR-MS is useful is in dealing with complex mixtures since the resolution (narrow peak width) allows the signals of two ions of similar mass to charge ratio (m/z) to be detected as distinct ions. This high resolution is also useful in studying large macromolecules such as proteins with multiple charges, which can be produced by electrospray ionization. These large molecules contain a distribution of isotopes that produce a series of isotopic peaks. Because the isotopic peaks are close to each other on the m/z axis, due to the multiple charges, the high resolving power of the FT-ICR is extremely useful. FT-ICR-MS differs significantly from other MS techniques in that the ions are not detected by hitting a detector such as an electron multiplier but only by passing near detection plates. Additionally, the masses are not resolved in space or time as with other techniques but only in frequency. Thus, the different ions are not detected in different places as with sector instruments or at different times as with TOF instruments, but all ions are detected simultaneously over some given period of time.

Each analyzer type has its strengths and weaknesses. Many mass spectrometers use two or more mass analyzers for tandem mass spectrometry (MS/MS) (Fig. 3.7).
Tandem mass spectrometry involves multiple steps of mass selection or analysis, usually separated by some form of fragmentation. A tandem mass spectrometer is one capable of multiple rounds of mass spectrometry. For example, one mass analyzer can isolate one compound and determine its molecular weight. A second mass analyzer then stabilizes the molecular ion while it collides with a gas, causing them to fragment by collision-induced dissociation (CID). A third mass analyzer then catalogs the fragments produced from the original compound. Tandem MS can also be done in a single mass analyzer over time as in an ion trap. There are various methods for fragmenting molecules for tandem MS, including collision-induced dissociation (CID), electron capture dissociation (ECD), electron transfer dissociation (ETD), infrared multiphoton dissociation (IRMPD), and blackbody infrared radiative dissociation (BIRD). An important application, using tandem mass spectrometry, is in the structural elucidation of compounds.

The final element of the MS is the detector. The detector records the charge induced or current produced when an ion passes by or hits a surface. In a scanning instrument, the signal produced in the detector during the course of the scan vs. where the instrument is in the scan (at what m/q) will produce a mass spectrum, a record of ions as a function of m/q. Typically, some type of electron multiplier is used, though other detectors including Faraday cups and ion-to-photon detectors are also used. Because the number of ions leaving the mass analyzer at a particular instant is typically quite small, significant amplification is often necessary to get a signal. Microchannel Plate Detectors are commonly used in modern commercial instruments. In FT-ICR-MS and Orbitraps, the detector consists of a pair of metal...
surfaces within the mass analyzer/ion trap region which the ions only pass near as they oscillate. No DC current is produced, only a weak AC image current is generated in a circuit between the electrodes.

In metabolomics, mass spectrometry is mostly used as a detector system following a specific separation procedure. Metabolite extracts from a biological source are characterized by great complexity, which has to be reduced before the compounds enter the mass spectrometer. Gas or liquid chromatography-based separation techniques allow the separation of complex mixtures with great precision. It involves passing a mixture dissolved in a “mobile phase” through a stationary phase, which separates the analyte to be measured from other molecules in the mixture and allows it to be isolated. Even very similar components, such as oligosaccharides that may only vary by a single sugar monomer or bond structure, can be separated with chromatography. In fact, chromatography can purify basically any soluble or volatile substance if the right adsorbent material, carrier fluid, and operating conditions are employed. Second, chromatography can be used to separate delicate compounds since the conditions under which it is performed are not typically severe. For these reasons, chromatography is quite well suited to a variety of uses in the field of biotechnology.

3.2.2 GC-MS

Gas chromatography linked to mass spectrometry is an effective and longstanding method for chemical analysis (Fig. 3.1). GC-MS presents several advantages; it is relatively easy to use, low in cost, gives reproducible results and excellent resolution of separated compounds. Hence GC-MS has been widely used in several separation applications since its first demonstrated use in 1964 for the quantitative and qualitative determination of polar/organic constituents of a sample [24].

The basis on which components are separated is on differential partitioning between a mobile gas phase and a solid stationary phase. Samples for GC-MS must first be converted from solid or liquid phase to a gas. This process called volatilization is accomplished by exposing the sample to high temperatures (up to 250°C). Once in the gas or mobile phase, the components are forced along a series of columns containing the solid or stationary phase. The volatilized compounds are partitioned between the two phases and the extent to which this occurs is determined by their chemical properties. Compounds that partition primarily in the mobile phase are eluted from the column faster than those with a greater affinity for the stationary matrix. The chemical behavior of each constituent, as it is eluted from the column, is recorded by its retention time.

Each separated compound eluting from the column must be subjected to ionization before entering the MS. Electron impact (EI) ionization produces electrons using a standardized filament voltage of 70 eV that effectively ionizes compounds (Fig. 3.3). These electrons are of high energy, and when they collide with separated compounds in the MS, they cause the compounds to fragment. The fragmentation
patterns are curated into mass spectral libraries for peak identification [51, 97]. Those produced from EI are highly reproducible which makes construction of spectral libraries using this technique consistent across experiments.

Chemical ionization (CI)-MS in contrast to EI uses gases, such as methane or ammonia, to provide the collision energy for fragmentation (Fig. 3.4). It is often described as a “softer” form of ionization, especially when compared to EI. The applications for CI, however, are limited. The fragmentation patterns produced by this method are less reproducible than for EI because it is difficult to control temperature and pressure of the ion source conditions. However, even with this drawback, CI-MS is an advantage for some types of applications, such as identifying compounds based on both the mass of the parent ion and its isotopic pattern. For example, most metabolic flux experiments use stable isotope labeling to monitor the fate of the target compound when metabolized in the fed tissues [25, 77]. Here, CI-MS is a better option for quantifying isotopic label in individual compounds produced from the labeled precursor, because the ligand–label complex likely remains intact [69].

After ionization, the fragmented compounds are analyzed by mass detection by which quantification of ions can be achieved. Mass detection may be performed using quadrupole, ion-trap technology, or TOF detectors. The low-resolution quadrupole-type instruments are most commonly used, although fast scanning time-of-flight (TOF) MS detectors are becoming more popular.

The components eluted from the GC can be identified with a high degree of accuracy by comparing mass spectral and specific retention time indices of the eluted compounds to that of a reference database [51, 98]. Still, the identity of each compound should be verified by co-elution of authentic standards when available, and recovery assays should be performed to assess accuracy of measurements. Accomplishing these seemingly minor objectives is not as straightforward as they should be, especially when analyzing plant extracts. Purified standards of most plant-derived compounds are not commercially available. There are more than 350,000 curated chemical structures in GC-EI-MS libraries (e.g., NIST: http://www.nist.gov/srd/nist1a.htm and MSRI: http://csbdb.mpimp-golm.mpg.de/csbdb/gmd/msri/gmd/msri.html); yet a significant fraction of the detected compounds, in a typical GC-MS chromatogram, are not yet chemically identifiable. This is due, in part, to our ignorance of the diversity of chemicals manufactured in plants; it may also be due to the artifacts produced during extraction, GC ionization, and analysis. Recovery assays, although useful, add a significant time and cost factor to the analysis; however, it should be used in instances when assaying novel, low abundant, or unstable compounds.

For the researcher wishing to perform a basic characterization of polar compounds in plant extracts, GC-MS presents several advantages; it is reasonably inexpensive and easy to perform. Capital outlay is substantially lower when compared with other techniques such as LC-MS or NMR, and bench-top GC-MS instrumentation is readily available. From a quality control standpoint, GC-MS is exceptional in that there are only minimal matrix effects, i.e., the ionization efficiency of an analyte is not confounded by the presence of co-eluting substances [43]. Finally, there
are a growing number of easily adaptable methods available to survey the catalog of low molecular weight compounds in different plant systems (for review see [40, 96]).

There are some limitations to the application of GC-MS for metabolite profiling of any complex mixture, especially plant extracts. GC-MS is only suitable for analyzing compounds that can be volatilized either at high temperatures or by chemical modification. The result is that only small compounds (∼1kD) can be effectively evaluated and thermolabile compounds are excluded. Further, samples must be derivatized, i.e., chemically modified to make them adaptable for GC-MS analysis. Derivatization simultaneously increases the volatility, thermostability, and detection limits of low-abundant compounds, and it is often achieved by silylation, alkylation, and acylation of extracts. Trimethylsilylation (TMS) is the most common method used in GC-MS-based metabolomics because it can derivatize a broad spectrum of compounds simultaneously, including sugars, amines, alcohols, amino, and organic acids [49], thus minimizing the probability that a chemical bias is introduced due to selective modification of one class of compounds. Derivatization is achieved when acidic protons in the target compound are effectively exchanged with TMS via a nucleophilic attack. It is imperative to use rigorous analytical procedures and standardized conditions when using TMS derivatives, as the derivatized compounds, especially amino acids, are sensitive to water and oxygen and are thermodynamically unstable [5]. An alternative derivatization method based on tert-butyldimethylsilylation (TBS) increases the chemical stability of amino acids and a range of other compounds thus widening the coverage of analytes potentially detected and measured by GC-MS [44]. A typical approach of GC-MS analysis using both types of derivatization is presented in Fig. 3.8.

![Fig. 3.8](image-url) Simplified workflow for GC-MS analysis of metabolites using TMS and TBS derivatization
3.2.3 LC-MS

LC-MS is gaining wider adoption as new technologies have allowed the high-pressure liquid chromatography (HPLC) module to be interfaced with the low-pressure (vacuum) of the MS (Fig. 3.2). Normal HPLC separation is accomplished by coupling LC with UV/VIS or diode-array detectors; however, the use of mass spectrometry enhances the specificity and selectivity of the system, thus improving the likelihood that determining the structural properties of compounds in a complex matrix can be identified. A requisite step in LC-MS is to convert the eluting compounds from a solute to a gas phase ion. This involves solute vaporization with concomitant ionization at the interface with the MS. Electrospray ionization (ESI, Fig. 3.5) [101], and atmospheric pressure ionization (API) [13] are good options for solute transformation. However, if the sample has a high concentration of salts or other ionizable compounds, these methods produce matrix effects such as ion suppression and ion enhancement [43], requiring additional downstream validation of the results [8].

LC-MS however presents several advantages over GC-MS. Samples do not have to be volatilized, which maintains the compounds in their native state before separation. Classes of compounds incompatible for analysis by GC such as those of higher molecular mass, greater polarity, and lower thermostability can be detected. Processing time may also be reduced in LC-MS because direct infusion methods can be used for analysis. The downside of direct infusion is that matrix effects are often a problem because of the larger number of compounds present in crude plant samples that can simultaneously enter the MS. Therefore, in most applications, LC separation prior to MS is advisable in order to reduce the complexity of ions to be scanned, even though this is less expedient.

A wide selection of column matrices is now available that support LC separations based on ion exchange, reversed phase, and hydrophobic interaction chromatography. Further, LC protocols that optimize the elution of constituents in complex compound mixtures have been developed. Very recently, a new sophisticated LC technology for nanoelectrospray application has been introduced. Nanospray LC-MS provides much higher sensitivity than normal flow electrospray LC-MS, however it uses several small capillary tubing connections which lead to frequent clogging and/or leaking at the column and spray needle. This feature has made nanospray-based LC-MS applications challenging. Agilent Technologies, Inc. has developed an HPLC-Chip interface for mass spectrometry (Fig. 3.9). All components required for LC and spray into the mass spec are integrated directly onto a reusable biocompatible polymer chip. This supports the delivery of solvent and sample, high pressure switching of flows, automated chip loading, and spray performance into the MS. An illustrating video of how the chip technology works can be retrieved from Agilent Technologies, Inc. website (www.agilent.com). Chips are being manufactured with different column packings, and users are even able to provide their own packing for custom-built chips. The HPLC-Chip has been already extensively applied in proteomics and peptidomics applications showing very high reproducibility, long shelf-life, and ease of use. Currently, its potential
and applicability is being explored in the metabolomics field. LC, used in tandem with MS, produces a spectrum of separated compounds which can be detected with great selectivity. The fragmentation patterns produced provide information on the chemical structure of the compounds, and the system is also able to detect low-abundance metabolites. LC-MS has found utility in the separation and analysis of both primary and secondary metabolites in plant extracts [42, 89]. Mass detection may be dramatically increased to 5,000 signals from a single plant extract if Fourier transform ion cyclotron resonance mass spectrometry (FT-ICR-MS) is used with LC [2].

The major obstacle that hinders the widespread use of LC-MS for many biological applications is that it is difficult to establish robust mass spectral libraries for peak identification [58]. The type of mass spectra produced by LC-MS is largely dictated by the instrument used (i.e., QqQ, QqTOF, Ion Trap, etc.), and the reference LC-MS spectral libraries constructed are of limited use because they are instrument specific. Each research group has to develop its own “in-house” LC-MS reference library infrastructure, which is often difficult and beyond the capabilities of the average plant biology lab.

3.2.4 CE-MS

Capillary electrophoresis (CE), either coupled to MS or to laser-induced fluorescence (LIF) detection, is a highly efficient and sensitive method for both targeted and unbiased profiling in plant extracts. It has not been widely adopted in
high-throughput metabolomic approaches, but has proven useful in particular applications because of its high sensitivity, especially compared to LC-MS. Derivatization is not necessary; solvent consumption is less; separation of low-molecular weight compounds with minimal pre-treatment is easily achieved; small sample sizes can be used; separation runs are faster than with LC-MS [65]; and unlike LC-MS, the separated species do not need to be ionized because they are already charged [80]. However, there are some complications to the use of CE for plant metabolomics. Only charged compounds or those that can be charged by changing the pH of the solution can be analyzed, and because there are limits to the volume of sample that can be injected onto the capillary, this can make detecting some compounds difficult. Still, some promising results have been already achieved. CE coupled with UV analysis has supported targeted profiling of some plant compound classes, e.g., organic acids [98], flavonoids [23] and amino acids [100]. When coupled to MS, more than 80 primary metabolites belonging to glycolytic, photorespiratory, and oxidative pentose phosphate pathways can be analyzed in rice leaf extracts [75]. However, the resolution power of CE coupled to LIF holds even greater promise for analyzing micro-amount of biological fluids. It has the sensitivity to separate and quantify a large number of amino acids and sugars in only ~50 picoliters of phloem sap, or the pooled sap of five leaf mesophyll cells from Cucurbita maxima [3]. Once the technology becomes more routinely used, it is likely to become very important for the development of cell-type-specific metabolite analyses.

3.2.5 **NMR**

NMR is potentially one of the most potent but underused methods available for plant metabolomics. NMR is a non-destructive, non-targeted fingerprinting technique that can detect a multitude of different metabolite classes irrespective of size, charge, volatility, or stability [21]. It is a powerful tool for comparative high-throughput profiling of plant extract, for determining metabolite structure and for elucidating metabolic fluxes. Although NMR use in the plant field lags that in others, e.g., medical research, there is renewed interest and increasing applications of this technology to addressing basic biological questions related to plant processes (67).

NMR spectroscopy uses the magnetic properties of atoms that make up the chemical structure of compounds. A strong magnetic field is combined with radio frequency pulses to produce high-energy spin states in nuclei with odd atomic or mass numbers (e.g., \(^{1}\text{H}\) or \(^{13}\text{C}\)). The radiation emitted when these nuclei return to the lower energy spin state is detected and used to eventually construct the chemical structure of the analyte [21]. One of the most attractive features of NMR is that metabolites can be measured non-destructively; permitting in vivo measurement of metabolites in intact tissues [54]. Most importantly, NMR provides high-resolution structural information about the metabolites for unambiguous identification. When combined with stable-isotopic labeling, NMR becomes very informative. Real-time
in vivo flux of compounds can be monitored and even resolved between subcellular compartments [54, 66, 73]. For example, the location of $^{31}$P in different plastids can be determined based on the chemical shift caused by the different pH of the subcellular compartments [73].

There are a number of factors that need to be considered when NMR is applied to plant metabolomics. NMR is in general less sensitive and less discriminating than other established separation techniques [21]. The signal-to-noise ratio and resolution of in vivo samples are much lower when compared to those in vitro extracts; metabolites below 5 nmol will not be detected by NMR [52], and although volumes of around $2\mu$l may be used [38], NMR generally requires larger sample input. In addition, NMR involves a considerably greater capital investment in instrumentation, and when the number of compounds actually detected is considered vs. cost, it is not always the best option. NMR is best suited for specialized applications involving in vivo real-time imaging of flux, structural elucidation of compounds, and for metabolite fingerprinting. There are emerging technologies that may supersede NMR in some applications because of their resolving power. Once such example is imaging matrix assisted laser desorption ionization mass spectrometry (I-MALDI) coupled with TOF-MS. This was used to detect and measure a range of metabolites even at micromolar concentrations in different subcellular fractions of the plant cell [14].

### 3.2.6 Other Novel, Highly Valuable Approaches for Metabolite Analysis

As mentioned, the described technologies are currently the most commonly applied analytical instrumentations for metabolite analyses. A range of well-established and routinely applicable methodologies are available for the analysis of a number of different compound classes, ranging from primary metabolites, such as sugars, amino, organic or fatty acids to highly complex secondary metabolites, such as alkaloids and flavonoids [40]. Although claimed as being high-throughput methods, they often are limited by time per sample due to time-consuming chromatographic separation upfront MS analysis. A recently introduced separation technique that shows great promise is based on ion mobility [94]. Ion mobility spectrometry coupled to mass spectrometry (IMS-MS) is a technique where ions are first separated by drift time through a neutral gas which was given an electrical potential gradient before being introduced into a mass spectrometer. The IMS technique separates and detects ions that have been sorted according to how fast they travel through an electrical field in a tube. Small ions travel very fast, and they reach the detector first, with successively larger ions following along. Unlike the mass spectrometry technique, which relies on very low pressures to keep the ions from colliding with each other, IMS operates at normal atmospheric pressure, and the ions collide with each other repeatedly. The ionized gas moves through an electrical field inside a drift tube. Smaller ions collide less frequently than large ions because they present a smaller target and are
harder to hit. Thus, they move through the tube relatively unimpeded and reach the detector first. The largest ions take several seconds longer to travel to the detector because they collide more frequently with other ions along the way. Because IMS only sorts molecules by size, and not by chemical properties or other identifying features, it is not a particularly good technique for making a positive identification of unknown compounds. However, the duty cycle of IMS is short relative to LC or GC separations and can thus be coupled to such techniques producing triply hyphenated techniques such as LC-IMS-MS. Perhaps IMS’s greatest strength is the speed at which the separations occur – typically on the order of 10s of milliseconds. As a research tool, ion mobility has already shown great strides toward the analysis of biological materials, specifically in proteomics and metabolomics [16, 56, 85, 93].

A powerful way of assaying low-abundant metabolites has recently been re-introduced by Gibon and colleagues [33]. A large number of metabolites are present in very small quantities, especially metabolic intermediates and cofactors in plant cells. Also, in many cases, only small samples sizes can be harvested. To overcome these obstacles, Gibon et al. developed robotized microplate-based activity assays using enzymes involved in central carbon and nitrogen metabolism as tools to assay the metabolites involved in the reaction mechanism. The distinct advantage of this high-sensitivity assay is that limited sample size or metabolites in low abundance are not insurmountable problems for analysis [31, 32].

3.3 Data Analysis

Analyzing the large volumes of data produced by metabolite profiling technologies is still a major challenge facing researchers. The best approach for data analysis will depend on the aim and application of the specific experiment or process investigated. Although accurate detection of compounds is necessary regardless of research objectives, slightly different emphases on the downstream analyses will be required depending on if the primary aim is to identify hitherto unknown compounds, determine differences between samples, or evaluate broad changes in entire pathways. The first step is to ensure adequate quality control of the raw data, i.e., accurate peak identification, assignment, and quantification. Next, robust statistical validation of raw data is critical as it affects the interpretation of the data if comparisons are made between different systems. Finally, transformation and presentation of the data in a manner that allows efficient and maximal extraction of biological information from the system to be studied in an intuitive user-friendly interface are desirable.

Once validated, the data needs to be mined and presented in a manner to make hypothesis testing facile, to highlight pattern or relationships among variables, or to drive the generation of new biological questions. Several methods are currently used including cluster analysis, pathway mapping, and comparative overlays, as well as heatmaps. They each provide slightly different insight into multidimensional datasets and may even be complementary.
3.3.1 Data Extraction from Analytical Instrumentation

This is the most important, but often under-estimated process of data analysis in metabolomics applications both based on mass spectrometry or NMR. The process includes raw data format transformation (if necessary), chromatogram deconvolution, peak detection, peak alignments, baseline corrections, noise reduction, peak assignment (identification), peak quantification, and data validation. Most importantly, the procedure has to be applicable for each batch measurement with the desired or necessary level of correctness. A vast number of software packages are available, both commercially and as free open-public packages. The description of those software packages is beyond the scope of this chapter. Table 3.1 lists a few of the most common software packages available for mass spectral data analysis. Although much progress has been made in developing software application, manual inspection and validation of raw data are still essential and represent a limiting step in a process that could be automated. Therefore, constant evolution and improvements of sophisticated programs capable of evaluating raw data are critical. This would have the dual advantage of increased confidence that the effects of false positives are minimized and that operator time on data analysis is reduced. However, the usefulness of such programs will be determined largely by how it meets the needs of each individual application. Each metabolomics user should invest the time and effort to test some of those packages to decide best suitability for their analytical method as well as comfort in using the package.

3.3.2 Statistics

Data analysis is the process of transforming data with the aim of extracting useful information from which to draw conclusions and develop new working hypotheses. Depending on the type of data and the question asked, this includes the application

<table>
<thead>
<tr>
<th>Name</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSFACTs</td>
<td><a href="http://www.noble.org/PlantBio/MS/MSFACTs/MSFACTs.html">http://www.noble.org/PlantBio/MS/MSFACTs/MSFACTs.html</a> [22]</td>
</tr>
<tr>
<td>HiRes</td>
<td><a href="http://hatch.cpmc.columbia.edu/highresmrs.html">http://hatch.cpmc.columbia.edu/highresmrs.html</a> [103]</td>
</tr>
<tr>
<td>MZmine</td>
<td><a href="http://mzmine.sourceforge.net/">http://mzmine.sourceforge.net/</a> [48]</td>
</tr>
<tr>
<td>XCMS</td>
<td><a href="http://metlin.scripps.edu/download/">http://metlin.scripps.edu/download/</a> [79]</td>
</tr>
<tr>
<td>SpectConnect</td>
<td><a href="http://spectconnect.mit.edu">http://spectconnect.mit.edu</a> [83]</td>
</tr>
<tr>
<td>AMDIS</td>
<td><a href="http://chemdata.nist.gov/mass-spc/amdis/">http://chemdata.nist.gov/mass-spc/amdis/</a> [81]</td>
</tr>
<tr>
<td>AnalyzerPro</td>
<td><a href="http://www.spectralworks.com">www.spectralworks.com</a></td>
</tr>
<tr>
<td>metAlign</td>
<td><a href="http://www.metalign.nl">www.metalign.nl</a></td>
</tr>
<tr>
<td>SIEVE</td>
<td><a href="http://www.thermo.com/">http://www.thermo.com/</a></td>
</tr>
<tr>
<td>GeneSpringMS</td>
<td><a href="http://www.agilent.com/">http://www.agilent.com/</a></td>
</tr>
</tbody>
</table>
of statistical methods, selecting or discarding certain subsets based on specific criteria, or other mathematical methods.

In applying statistics to a scientific problem, one begins with a biological process or sets of organisms to be studied. This might be a population of transgenic plants compared to untransformed wild type, plants treated with a specific stress elicitor compared to unstressed plants, or plants growing in one environment vs. another. It may instead be a comparison observed at various times; data collected about this kind of “population” constitute what is called a time series. For practical reasons, a chosen subset of the population – a sample – is studied, rather than compiling data about an entire population. Once data are collected about the sample, they can be subjected to statistical analysis which serves two related purposes: description and inference. Descriptive statistics can be used to summarize the data, either numerically or graphically, to describe the sample. Basic examples of numerical descriptors include the mean and standard deviation which can be presented as tables or various kinds of graphs and charts. Inferential statistics is used to model patterns in the data, accounting for randomness and drawing inferences about the larger population. These inferences are then presenting a form of hypothesis testing, estimation of numerical characteristics, correlation (description of associations), or regression (modeling of relationships).

If a sample is representative of the population, then inferences and conclusions made from the sample can be extended to the population as a whole. A major problem lies in determining the extent to which the chosen sample is representative. Statistics offers methods to estimate and correct for randomness in the sample and in the data collection procedure, as well as methods for designing robust experiments in the first place. The fundamental mathematical concept employed in understanding such randomness is probability.

The use of any statistical method is valid only when the system or population under consideration satisfies the basic mathematical assumptions of the method. Inappropriate use can produce subtle but serious errors in description and interpretation – subtle in that even experienced professionals sometimes make such errors, and serious is that they may affect data interpretation and decisions. Even when statistics is correctly applied, the results can be difficult to interpret for a non-expert – for example, the statistical significance of a trend in the data, which measures the extent to which the trend could be caused by random variation in the sample and may not agree with one’s intuitive sense of its significance. Therefore, a set of basic statistical skills (and skepticism) is needed in the process of metabolomics data analysis and interpretation to deal with the vast amount of information metabolomics is providing.

The most common statistical methods applied for metabolomics data are Student’s $t$ test and analysis of variance (ANOVA). A $t$ test is any statistical hypothesis test in which the test statistic has a Student’s $t$ distribution if the null hypothesis is true. A requirement is that the means of two normally distributed populations are equal. Given two datasets, which are characterized by their means, standard deviations, and a number of data points, the $t$ test is used to determine whether the means are distinct, provided that the underlying distributions can be assumed
to be normal. Two versions of the $t$ test exist; the two samples are either independent or dependent of each other. When samples are dependent of each other, or paired, it means that each member of one sample has a unique relationship with a particular member of the other sample. Once a $t$ value is determined, a $p$ value can be determined using lookup tables or integral calculus (http://www.danielsoper.com/statcalc/calc08.aspx). A threshold chosen for statistical significance (usually below 0.05 Student’s $t$ distribution for $P$ or with 95% confidence level) indicates that the two sample groups differ from each other.

ANOVA is a collection of statistical models, in which the observed variance is partitioned into components due to different variables. There are several types of ANOVA depending on the number of comparing pairs (treatment, genotype, time) under analysis. One-way ANOVA is used to test for differences among three or more independent groups. Factorial or two-way ANOVA is used when the effects of two or more treatment variables are under investigation. The most commonly used two-way ANOVA is the “two-by-two” design, where there are two independent variables and each variable has two levels or distinct values – for example, a control and a mutant plant at two developmental stages.

Three problems occur when both $t$ test and ANOVA are applied to metabolomics data. First, both methods assume that the data under analysis are normal distributed which may or may not be true for metabolite data. Secondly, inadequate sample sizes for the large number of variables (metabolites, signals) measured that are required to prove a metabolite are discriminant, and thirdly, multiple hypothesis testing using only univariate statistical tests across all metabolites in parallel [9]. It is worth to note here that the same issues are of concern in other “omics” or high-throughput biological sciences, where a high number of variables are determined in a comparably small sample collection. The issues will increase the so-called false discovery rate (FDR), leading to the identification of apparently significant metabolites/biomarkers which are in fact incorrect. The false discovery rate (FDR) can be described as the expected percent of false prediction from the whole number of prediction and increases with the number of tests performed on a given dataset.

The first problem is difficult to tackle, in theory for each metabolite measured the distribution has to be determined and the appropriate statistical analysis chosen. This is not always feasible and commonly it has been agreed to treat metabolomics data as not normally distributed datasets. Therefore, before applying either $t$ test or ANOVA data should be transformed (e.g., by either log$_2$ or log$_{10}$ transformation) to achieve close to normal distribution. The second problem is only solvable if the number of biological replications per sample would be increased dramatically, which again is not feasible for time, cost, and other logistical factors. Therefore, additional more stringent statistical methods have to be applied in order to deal with the inadequate sample sizes. The third issue of multiple hypothesis testing using univariate methods can be in fact only excluded by applying multivariate data analysis methods, which will be described below. Broadhurst and Kell [9] summarized those issues arising in metabolomics experiments very clearly and provided a framework of tackling the issues in an easy way to implement. This method is based on the Bonferroni correction [1] in which a new, more stringent $p$ value is calculated by
dividing the originally chosen $p$ value threshold by the number of variables under $t$ test or ANOVA test ($p' = p/n$). For example, if 100 metabolites are determined and the $p$ value threshold was set to 0.05, the new $p'$ value threshold would be 0.0005, leading to a substantially smaller number of statistically significant metabolites (with now $p$ value below 0.0005) giving much higher confidence for biological interpretation. The Bonferroni correction is often criticized as being too stringent. Metabolites that fail to meet the new $p$ threshold may still be involved in the biological process studied. Therefore, the validity of using this parameter should be examined on a case-by-case basis.

### 3.3.3 Data Mining, Classification, and Visualization

Data mining is the extraction of potentially useful information from large datasets by multidimensional analysis. Dataset are sorted, analyzed, and sifted through to extract non-intuitive, but potentially important information. The broad aims are to discover new patterns between the variables examined, to test existing scientific models, to refine the theoretical understanding of a system to the point where it is fact based, and to enhance the ability to predict behavior or trends. Data mining is distinct from data analysis in that it is the platform itself and the dynamic interaction between the user and that platform that eventually provides the user with insight into the data not readily obvious by a precursory examination.

Common data mining methods in metabolomics applications include clustering, such as hierarchical clustering (HCA), multivariate data analysis, principle or independent component analysis, and co-response or correlation analysis. It is outside the scope of this chapter to describe the methods in detail and the ways in which they are applied in metabolomics applications; therefore, the reader is referred to Chapter 6 of this book. In addition, a number of summarizing reviews are available for more detailed understanding (e.g., [96] and [45] and references therein).

A number of web-based tools for the visualization and interpretation of omic data are becoming rapidly available. Ideally, these tools should allow the user to easily extract meaningful biological data from large datasets in a highly interactive, user-driven manner. With metabolomics, the ultimate goal is to understand the regulation of biochemical pathways. This perhaps can be best achieved by integrating gene, protein, and metabolite profiling data and examining the interrelationships of each level of the system. Here we give a brief overview of some of the more popular resources available for analyzing omic data generated from plant species. Each has advantages and disadvantages, and their usefulness will depend on the specific needs of the individual researcher.

The software module of the Pathway Tools database called the “Omics Viewer” (Pathway Tools Omics Viewer – PTOV) is one of the most extensive available. Gene and protein expression data, metabolite levels, and metabolic flux analysis data can be integrated onto a single metabolic map or interface [63]. The full utility of this tool is limited to species which have near-complete genomic sequence, i.e.,
**Arabidopsis** (dicot; AraCyc) (http://www.arabidopsis.org:1555/expression.html), rice (monocot; RiceCyc) (http://pathway.gramene.org/expression.html), and *Medicago* (legumes; MedicCyc) [92]. The output shows an overview of grouped metabolic pathways where measured metabolites, transcript, etc. can be color-coordinated based on their relative amount in the two samples compared. It is anticipated that as resources grow for other model species, they will be interfaced with PTOV. For example, preliminary data from the *Solanaceace* genomic projects are already being integrated at RiceCyc. MetNet (*Metabolic Network Exchange*) is another plant-specific tool for functional genomics, which permits the user to visualize and overlay pathway components from comparative metabolite and transcriptomic studies. What distinguishes MetNet from similar programs is that it incorporates regulatory pathway information and contains applications for network modeling. In addition, MetNet contains rigorous statistical capabilities and it dovetails with AraCyc at PTOV. One disadvantage is that it is developed solely for *Arabidopsis*. MapMan [87] is a popular interface that is being increasingly used because it is a standalone, is relatively easy to navigate, and can be easily adapted to other species, e.g., legumes [34] and tomato [91]. It, however, depicts pathway data that are categorized by function, and only two experiments can be compared on the same map. Other publicly available tools include kaPPA-View and VANTED [46]. kaPPA-View was developed using *Arabidopsis* genomic data; it boasts an extensive secondary metabolic pathway depiction (added from other plant species), and gene expression data from multiple enzyme isoforms can be shown on the pathway. The user also has the option of showing transcript and metabolite data side by side, which is not possible with any other programs. VANTED (Visualization and Analysis of Networks with related Experimental Data) has been more recently introduced and allows the user to show detailed information for individual metabolites, which is advancement over most other tools. It is also possible to compare more than two experiments on the same map, but the trade-off is that this limits the number of pathway steps shown [46].

### 3.4 Metabolomics Approaches

After some confusion over the correct nomenclature to accurately describe various metabolite analytical approaches, Fiehn has provided clear definitions for each [27] which are now commonly accepted and used in the metabolomics community.

Target analysis describes the determination and quantification of a small set of known metabolites using one particular analytical technique, such as HPLC with UV detection. This type of approach has been done for many decades, before even the word metabolomics was invented. A number of different columns and elution protocols for many different compounds or compound classes have been developed and successfully applied for metabolic studies. Methods exist for small sugar analysis [15], amino acids [41], nucleotides [57, 68], flavonoids [59], volatiles [6], or alkaloids [30].
The second type of approach is called metabolite profiling, which includes the analysis of a larger set of both, identified and unknown metabolites, in a more unbiased manner, for instance using GC-MS. A number of exciting applications of GC-MS in plant metabolomics have been already described. To date, GC-MS is considered as the “workhorse” of separation and profiling technologies because the methodologies are well established and routinely applicable. Off the shelf, comparably affordable instrumentation is available from a range of vendors. Existing methods allow the detection and quantification of a large number of small metabolites, such as amino, organic and fatty acids, sugars, sugar alcohols, amines, or sterols. The development of a GC-MS mass spectral library (MSRI) in the public domain [51] is a great help to the researcher planning to use GC-MS technology. This library contains not only the electron impact originated mass spectra of metabolites but also their corresponding retention time indices which together, provides a highly valuable tool for peak identification. In the past decade, the GC-MS technology has been successfully applied for comparative metabolomics approaches in a range of different plant species, for example in *Arabidopsis thaliana* [28], *Solanum tuberosum* [71], *Medicago truncatula* [10], *Lotus japonicus* [17] or *Hordeum vulgare* [72], *Oryza sativa* [86], and *Solanum esculentum* [68].

Metabolomics itself would represent the determination and quantification of as many metabolites as possible, again both identified and unidentified, using complementary analytical methodologies to ensure maximal comprehensiveness, e.g., LC-MS/MS, GC-MS, and CE-MS. A schematic approach for metabolomics starting from sample harvest to data analysis is presented in Fig. 3.10.

![Fig. 3.10 Schematic workflow of a metabolomics approach from tissue harvest to data interpretation using complementary analytical instrumentation for greater comprehensiveness of metabolite detection and quantification (see also Color Insert)](image-url)
The study of Tohge et al. [88] illustrates the utility of using multiple technologies platforms to investigate gene functions in rice. The aim of the study was to determine the effects of over-expression of the PAP1 gene encoding an MYB transcription factor on Arabidopsis plants. This T-DNA activation-tagged line is known to produce higher levels of anthocyanins compared to untransformed plants. In order to unravel the mode of action of this transcription factor, the transgenic plants were analyzed by targeted profiling confirming the higher levels of flavonoids using liquid chromatography with photodiode array detection followed by mass spectral analysis (LC-PAD-MS). In addition, amino acid levels were determined by HPLC and anions and sugars by CE-MS, and a non-targeted analysis was performed using FT-ICR-MS. One outcome of the study was that the sample origin (plant organ) and the growth conditions have greater influences on the metabolite composition than the transgenic event. When different analytical platforms are employed for comprehensive metabolite analysis, attention must be paid to sample harvest (sufficient tissue for the different methods) and data integration. Most importantly, when data are integrated for data mining and interpretation, each type of analysis should be performed using the same sample, or more ideally, the same homogenate. The aliquots of this homogenate may then undergo different extraction procedures to prepare the sample to be amendable for the chosen analytical techniques. If possible, a single extraction method for all measurements would be preferable to reduce influences of variability of extraction onto the data generation.

The last more general approach is called metabolic fingerprinting, in which a metabolic “signature” of the sample is generated, for instance, using direct infusion ESI-MS (DIMS) or FT-ICR-MS. This approach is often used for high-throughput screening of large mutant collection or mapping populations. In the first instance, no attempt is made to assign detection signals to a particular metabolite but once a significantly discriminating signal is obtained, identification becomes crucial for interpretation. A recent example is provided by Oikawa and colleagues who described a strategic approach of using FT-ICR-MS for high-throughput metabolomics in plants [60]. The authors suggest a scheme for plant sample analysis starting from the data generation in a reproducible manner using FT-ICR-MS without any further chromatographic separation of the complex extracts. Obtained mass fingerprints \( m/z \) values with respective ion intensity) were then mass-error corrected and directly submitted to multivariate analysis using a newly developed software tool (DMASS). Marker metabolites were identified by searching the open-source metabolite relationship database KNApSAcK, and putative identifications were confirmed by structural analysis using MS/MS mode of the FT-ICR-MS. The described scheme will be extremely helpful for high-throughput metabolic phenotyping studies not only in plants but also in other biological systems.

3.5 Application Examples in Plant Sciences

Even with the challenges and limitation of truly producing a comprehensive metabolite profile of plant extracts, metabolomics has already been successfully applied to many fields in plant science. This discipline is rapidly becoming useful to
address fundamental and longstanding questions in biochemistry and physiology, which in turn has, and will continue to broaden our understanding of plant biology. Metabolomics has found applications for the comprehensive phenotyping of genetic varieties or genetically modified plants (GMOs), to determine gene function, to monitor plant behavior, responses to biotic and abiotic stress, and to make determinations of substantial equivalence. Because metabolites are the end products of gene expression, metabolic profiling also has the potential to bridge the gap between genotype and phenotype [36] and thus provides a more comprehensive and integrated view of how cells function in multicellular organisms. In addition, metabolic profiling has the potential to uncover new or dramatic changes in specific metabolites that can point to new hitherto undiscovered regulatory mechanisms or to a prediction of gene or protein function. Academically intriguing questions, testable hypotheses, and potentially new biotechnological targets can be generated and identified from analysis and data mining of metabolic metadata sets. Here we summarize a selection of metabolomics applications in plant research. A vast amount of primary research literature and excellent books and reviews demonstrating and summarizing the fast-growing field of plant metabolomics are available, and the reader is referred to [40, 74, 96] or [78]. In this chapter, we present only a small selection of examples for potential applications of metabolomics.

Metabolomics can be used for comprehensive phenotyping of genetic varieties or genetically modified plants (GMOs). This was capably demonstrated in pioneering work by Fiehn et al. [29] in which GC-MS-based metabolomics was applied to compare the metabolite profiles of two Arabidopsis ecotypes (parentals) and two respective, well-characterized mutants produced from each of the two parental lines. This study showed that the differences in the metabolomes of the ecotypes were far greater than those observed in the respective mutants. Roessner et al. [71] used GC-MS-based metabolite profiling to investigate the influence of transgenic modifications of the sucrose degradation and starch synthetic pathway in potato tubers. Large differences in the metabolite profile as a result of the genetic modification were detected. However, when the wildtype tubers were incubated under different in vitro culture conditions, the metabolite profiles of wildtype tubers could be drastically altered, such that even greater modulations in metabolite levels were introduced than that in the transgenics [71]. These two works established the discriminatory power of metabolomics to resolve and molecularly separate organisms based on genotype and culture conditions. Thereafter, metabolomics has been used to test substantial equivalence of GMO crops to examine potential “unintended” effects on the chemical constitution of the cell caused by transgenic manipulation [4, 16, 53, 104]. Although limited in scope and thus requiring caution in interpretation, the results thus far tend to support the view that traditional breeding, different ecotypes/cultivars, or growth in different environments may produce inherently more genetic variation in plants than that from some transgenic manipulations.

Metabolic profiling has also helped to redirect our knowledge of plant primary metabolism. For example, Roessner-Tunali et al. established that the de novo synthesis of amino acids occurs in non-photosynthetic organs (potato tuber) and was independent on import from leaves which was a departure from classical textbook description of this pathway [70]. Another long-held view was that import of sugars
into tomato fruit was symplastic early in development and then switched to an apoplastic route during ripening [64]. This was challenged after analysis of metabolite profiles in transgenic tomatoes with reduced expression of a sucrose importer, as the results implied that sugar import was apoplastic [39]. These two examples show the power of the metabolomics approach in putting new knowledge within reach by taking an unbiased approach to studying metabolism.

Metabolomics is set to become important as a high-throughput method to screen and accurately quantify the phenotypes of large genetic mapping populations. An important tool for identifying novel genetic variation and new genes determining plant performance and fitness is quantitative trait locus (QTL) mapping. Almost by necessity, traditional QTL analysis was done on easily scorable phenotypes such as fruit color, yield, or stress tolerance. However, the availability of novel technologies for high-throughput and simultaneous analysis of transcripts or metabolites has proved to be efficient for the rapid and efficient dissection of multiple traits at the molecular level, offering unprecedented access to QTLs. Large recombinant populations can therefore be characterized with greater precision for desired features, e.g., carotenoids, vitamins, acid, and/or sugar content in fruits, thus connecting DNA content to the measurable change in phenotype.

Novel QTLs that control the level of a single or a network of metabolites can be rapidly identified by direct comparison of the metabolite profile of progeny with the parents from whom they were derived. For example, Schauer et al. [76] used GC-MS technology to profile fruit from a well-characterized mapping population made from a cross of the cultivated tomato species (Solanum lycopersicum) and a wild, non-ripening tomato species (Solanum pennellii). Genomic regions from S. lycopersicon, which were populated with markers, were introgressed into homologous regions of S. pennellii thus allowing mapping of the genes responsible for contrasting traits, e.g., yield, fruit color, fruit sugars between the parentals [76]. A large number of single metabolite QTLs were identified; for example, four lines with overlapping genomic regions correlated with an increase in malate, suggesting that the QTL may map to potential metabolic enzyme(s) or regulatory gene(s) that controls or regulates malate levels. Many QTLs that affected entire pathways and/or metabolic networks in tomato fruit were also discovered, and due to careful measurement of physiological parameters, the study also showed that events in source or photosynthetic tissues has a large control over traits in fruit, even though there is large degree of spatio-temporal separation of biological activities of the two organs. This work will undoubtedly provide tomato breeders with an arsenal of new gene targets that could drive future tomato genetic improvement strategies. Further, it has heightened our awareness of the inseparable and indivisible nature of the biochemical and physiological behavior of crop plants in determining quality traits.

In another example, Keurentjes et al. [50] used a non-targeted LC-qTOF-MS method to produce metabolic fingerprints of 14 Arabidopsis thaliana accessions which could serve as parentals in a subsequent mapping experiment. The goal of this study is to support QTL detection by comparing the metabolite profiles of these fingerprinted parental accessions and their resulting progeny in a recombinant inbred line (RIL) population. Over 2,000 individual mass peaks were detected by
LC-qTOF-MS, and careful examination of the metabolomes of the two most divergent accessions allowed QTLs to be assigned to about 75% of all mass peaks [50]. If each mass peak can be unequivocally identified and chemically determined, this application has the power to chart new metabolic pathways and simultaneously elucidate their underlying genetic control which is potentially exciting. The two examples we offer here may well be pioneering work for future QTL identification and mapping; regardless, they demonstrate the potential that metabolomics offers to this field dominated by DNA sequencing technologies. As innovations in metabolomics support faster, easier, and more robust measurements, it will be possible to broadly apply metabolomics to study genetic segregation and to identify novel genes that contribute to biotechnologically important phenotypic traits. It can be envisioned that this new “reverse-QTL” approach will identify pathways based on metabolic profiles that underlie a trait of interest thus enabling a new paradigm in QTL screening and mapping.

Metabolomics represents a powerful approach of monitoring response, adaptation, and tolerance mechanisms of plants to challenging environments and is therefore ripe for use as a diagnostic and investigative tool. Plants are often able to survive and protect themselves against an onslaught of environmental stresses such as extreme temperature, aridity, and salinity by modulating intracellular solutes. This is usually achieved by increased synthesis and accumulation of compatible solutes or osmoprotectant such as polyols (including glycerol and sorbitol), amino acids (especially proline), quaternary compound (glycine betaine), or tertiary sulfonium compounds (dimethylsulfoniopropionate) [7, 67, 82, 102]. Integrating metabolomics with physiology is proving to be yet another valuable resource to dissect plant molecular response to abiotic stress and has generated new and exciting results in this emerging field. Kaplan et al. [47] and Cook et al. [19] detailed the plant metabolic adaptations after perturbation of the systems by exposure to variations in temperature. Low temperatures had greater repercussions for metabolite levels than did high temperatures, and several previously unknown adaptive mechanistic responses to cold stress were revealed, including changes in cellular amino acids, intermediates of both the TCA cycle and carbohydrate metabolism [18, 47].

To identify networks responsible for differential adaptation to salinity, Gong et al. [35] examined transcript and metabolite abundances of Arabidopsis and a closely related salt-tolerant species, Thellungiella halophila. They found that the metabolomes of both species were surprisingly similar except for two key differences – Arabidopsis had a greater flux of carbon to protein synthesis and Thellungiella appeared to have a pre-adaptation strategy to salinity stress that was not obvious or present in Arabidopsis [35]. Identifying novel metabolites or pathways that underlie plant adaptation to abiotic stress could lead to the production of crop species more tolerant to salt stress. It can be envisioned that in the near future, we will be able to compare the metabolite responses of different plant species to a range of different stresses, which will in turn allow the detection of metabolites affected by stress in all or most species (species independent) as well as species/genus-specific metabolite alterations (species specific).
3.6 Summary and Future Outlook

Plant metabolism is dazzlingly complex, and its study is one of the most fascinating and fast-explosive areas of biology. This complexity challenges any approach used to understand the detailed metabolic events occurring at the cellular or subcellular level. However, regardless of the difficulties or limitation of metabolomics, it is central to the development of the systems approach, which argues for and embraces the comprehensiveness, interrelationships, and interconnected nature of all levels of organism organization, i.e., gene, transcript, protein, metabolite, and physiology, in an attempt to complete our understanding of the system. Perhaps the greatest hurdle is the impossibility at the current time, of obtaining an accurate description of the total metabolic composition of a plant cell.

We have presented the current state of the art for identifying, measuring, and fingerprinting metabolites in plant cells. Although these analytical methods for assessing plant metabolites are becoming more efficient, repeatable, and even dynamic, the field of metabolomics is still very much in its infancy and we are just on the cusp of realizing its potential. Several areas of this new and burgeoning field need to be addressed; constant refinement and development of new enabling technologies and statistical and data mining tools to support data interpretation will broaden the realm of what is now possible in the plant metabolomic field. However, we stress that regardless of the metabolomic application used or the desired outcome, the need for quality control and rigorous statistical analysis cannot be compromised.
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