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Abstract
A multi-phase simulation, which is a combination of classical simulation and hybrid simulation for energetic particles interacting
with a magnetohydrodynamic (MHD) fluid including neutral beam injection, slowing-down, and pitch angle scattering, is applied
to DIII-D discharge #142111 where the fast ion spatial profile is significantly flattened due to multiple Alfvén eigenmodes
(AEs). The large fast ion pressure profile flattening observed experimentally is successfully reproduced by these first of a kind
comprehensive simulations. Temperature fluctuations due to three of the dominant toroidal Alfvén eigenmodes in the simulation
results are compared in detail with electron cyclotron emission measurements in the experiment. It is demonstrated that the
temperature fluctuation profile and the phase profile are in very good agreement with the measurement, and the amplitude is
also in agreement within a factor of two. This level of agreement validates the multi-phase hybrid simulation for the prediction
of AE activity and alpha particle transport in burning plasmas.
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1. Introduction

Alfvén eigenmodes (AEs) are one of the major concerns of
burning plasmas because they can transport energetic alpha
particles and reduce the alpha heating efficiency leading to
deterioration of the plasma performance [1, 2]. In DIII-
D experiments, significant flattening of the fast ion profile
was observed during Alfvén eigenmode (AE) activity [3].
In the experiments, a rich spectrum of toroidal Alfvén
eigenmodes (TAEs) and reversed shear Alfvén eigenmodes
(RSAEs) driven by ∼80 keV neutral beam injection is
observed during the current ramp-up phase with reversed
magnetic shear. Many theoretical studies have been devoted
to the DIII-D experiments, and they can be categorized
into three groups, (1) studies of properties of AEs [4–8],
(2) studies of fast ion transport and losses [9–11], and

(3) nonlinear simulations [12–14]. For example, excellent
agreement was found between ideal magnetohydrodymanic
(MHD) NOVA predictions and electron cyclotron emission
(ECE) measurements of the electron temperature fluctuation
amplitude profile due to a TAE mode [4]. Fast ion induced
shearing of 2-dimensional AE mode profile was measured
by ECE imaging and well described by the gyrofluid-MHD
hybrid code TAEFL [5]. It was demonstrated with the
ORBIT simulation that multiple low-amplitude AE modes with
δB/B ∼ O(10−4) can account for significant modification
of fast ion distributions [9, 10]. The scintillator detector
measurements of fast ion losses due to AE modes were
reproduced with the ORBIT code [11].

Since the fast ion distribution in the DIII-D experiments
is significantly affected by AEs, a comprehensive simulation,
which deals with both the AEs and the fast ion transport as

0029-5515/15/073020+08$33.00 1 © 2015 IAEA, Vienna Printed in the UK

http://dx.doi.org/10.1088/0029-5515/55/7/073020
mailto: todo@nifs.ac.jp
http://crossmark.crossref.org/dialog/?doi=10.1088/0029-5515/55/7/073020&domain=pdf&date_stamp=2015-06-19


Nucl. Fusion 55 (2015) 073020 Y. Todo et al

self-consistently and realistically as possible, yet attainable
on a tractable timescale, is needed. We have developed a
multi-phase simulation, which is a combination of classical
simulation and hybrid simulation for energetic particles
interacting with an MHD fluid, in order to investigate a
fast ion distribution formation process with beam injection,
collisions, losses, and transport due to the AEs [15]. We
use the MEGA code [16] for both the classical and hybrid
simulations. We run alternately the classical simulation and
the hybrid simulation in the multi-phase simulation. The code
is run without MHD perturbations in the classical phase, while
the interaction between the energetic particles and the MHD
fluid is simulated in the hybrid phase. In the classical phase
of the simulation, the fast ion distribution is built up with the
beam injection and collisions. In the subsequent hybrid phase,
the built-up fast ion distribution destabilizes AEs leading to
the relaxation of the distribution. It was demonstrated with
the multi-phase simulation that the fast ion spatial profile is
significantly flattened due to the interaction with the multiple
AEs with amplitude δB/B ∼ O(10−4), which is consistent
with [9, 10] where resonance overlap of multiple AEs [17]
was found to be the key mechanism for fast ion transport. The
nonlinear MHD effects [18–22] that prevent the AE amplitude
from growing up to large amplitude observed in a reduced
simulation [23] are included in the hybrid simulation.

For the prediction of AE activity and energetic particle
transport in burning plasmas, validation of simulations on the
present experiments are important and indispensable. We have
improved the simulation model from that used in [15] on two
aspects; (1) we use an extended MHD model with thermal
ion diamagnetic drift given in [24], and take account of the
equilibrium toroidal flow; (2) we employ a more realistic beam
deposition profile and power with the half and third beam
energy components in addition to the full energy component.
The total beam deposition power is increased to 6.25 MW
from 4.95 MW used in [15]. With these improvements, we
present the first comprehensive simulation that predicts both
the nonlinear saturated amplitude of AEs and fast ion spatial
profile consistent with measured values in experiment.

2. Simulation model

We use the MEGA code [16], in which the bulk plasma is
described by the nonlinear MHD equations and the fast ions
are simulated with the particle-in-cell method. Several hybrid
simulation models have been constructed [16, 25–29] to study
the evolution of Alfvén eigenmodes destabilized by energetic
particles. In this work, we use an extended MHD model given
in [24], and take account of the equilibrium toroidal flow.
The extended MHD equations with the fast ion effects are
given by

∂ρ

∂t
= − ∇ · (ρvH) + νn�(ρ − ρeq), (1)

ρ
∂

∂t
v = − ρvH · ∇v + ρvpi · ∇(v‖b) − ∇p

+ (j − j′h) × B +
4

3
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E = − vE × B − vtor × (B − Beq) + η(j − jeq), (5)

vH = v + vpi + vtor, vpi = − mi

2eiρ
∇ ×

(
pb
B

)
, (6)

v‖ = v · b, vE = v − v‖b, ω = ∇ × v (7)

where µ0 is the vacuum magnetic permeability, γ is the
adiabatic constant, ν, νn and χ are artificial viscosity and
diffusion coefficients chosen to maintain numerical stability.
In this work, the dissipation coefficients ν, νn, χ , and η/µ0

are assumed to be equal to each other. The dissipation
terms play a physical role to enhance the damping of AE
modes in the MHD simulation that does not include kinetic
damping such as radiative damping [30] and thermal ion
Landau damping. In this paper, we use one value of the
coefficients, 5 × 10−7 normalized by vAR0 where vA is the
Alfvén velocity at the plasma center, and R0 is the major
radius at the geometrical center of the simulation domain.
The subscript ‘eq’ represents the equilibrium variables. The
equilibrium toroidal flow velocity vtor, which is assumed to
be constant in time, and the thermal ion diamagnetic drift
velocity vpi are included in the equations. For the thermal
ion diamagnetic drift velocity given by equation (6), we retain
only the magnetization current part and neglected the rest part
that corresponds to the grad-B and curvature drift in order to
keep the initial density profile in equilibrium. Otherwise, the
density profile would evolve and deviate from the initial profile
and become non-uniform on magnetic surface. The MHD
momentum (equation (2)) includes the fast ion contribution in
the fast ion current density j′h that consists of the contributions
from parallel velocity, magnetic curvature and gradient drifts,
and magnetization current. The E × B drift disappears in j′h
due to the quasi-neutrality [16]. The fast ions are simulated
using the full-f particle-in-cell (PIC) method, and a guiding-
center approximation [31], where we employ the gyrokinetic
approach to account for finite Larmor radius effects. The
electromagnetic fluctuations are averaged over the fast ion gyro
orbit for the fast ion dynamics. It was demonstrated that the
MEGA code with the full-f PIC method can be applied to
energetic particle modes in JT-60U, although the numerical
noise level is higher in the full-f PIC simulation than in
the delta-f PIC simulation [32, 33]. Cylindrical coordinates
(R, ϕ, z) are used in the simulation. The numbers of grid points
are (128, 128, 256) for (R, ϕ, z) coordinates, respectively. For
the purpose of the data analysis, magnetic flux coordinates
(r, ϕ, ϑ) were constructed for the MHD equilibrium where r

is the radial coordinate with r = 0 at the plasma center and
r = a at the plasma edge, and ϑ is the poloidal angle.
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Figure 1. Equilibrium profiles of bulk pressure (peq), ion density
(neq), and toroidal rotation velocity (vtor); (a), and total beam
deposition power profile with profiles for full, half, and third energy
components; (b).

3. Simulation results and comparison with
experiment

We have run a multi-phase simulation and a classical
simulation for the DIII-D discharge #142111 at t = 525 ms.
The equilibrium profiles of ion density (neq = ρeq/mD), bulk
pressure (peq), and toroidal flow velocity (vtor), where mD is
deuterium mass, are shown in figure 1(a). We use experimental
values for collision frequencies, the beam deposition power
6.25 MW (for the full, half, and third energy components).
The beam deposition power profiles are shown in figure 1(b).
8 million computational particles are injected at a constant rate
over a 150 ms time interval, although both the multi-phase and
classical simulations are terminated before t = 150 ms. It
was confirmed in a reduced simulation of bursting evolution
of five AEs with toroidal mode number n = 1–5 that 2 million
particles are sufficient for numerical convergence in burst
interval, modulation depth of the stored fast ion energy at each
burst, and saturation level of the stored fast ion energy [23].
We restrict the toroidal mode number of energetic particle drive
in the simulation to n = 1–5 in order to reduce the numerical
noise. This is supported by the experimental observation that
the toroidal mode number of the AE modes is n = 1–5 at
t ∼ 525 ms [7]. Figure 2(a) shows the time evolution of
stored fast ion energy. The multi-phase simulation was run
with alternating classical phase for 4 ms and hybrid phase for
1 ms. This combination was repeated until stored fast ion
energy is saturated at t = 70 ms, after which, the hybrid
simulation was continuously run until t = 72 ms. Figure 2(b)
compares the fast ion pressure profiles among the multi-
phase simulation at t = 72 ms and the classical simulation

Figure 2. Time evolution of stored fast ion energy in multi-phase
and classical simulations; (a), and comparison of fast ion pressure
profile among multi-phase simulation (circle), classical simulation
(triangle), and experiment (square) with an error bar shown in the
figure; (b). The random error in the experimental fast-ion pressure
associated with subtraction of the thermal pressure is represented by
the error bar; the uncertainty in determination of the total pressure
from equilibrium reconstructions contributes a comparable
systematic error.

at t = 100 ms, and the experiment. The fast ion pressure
profile in the experiment is inferred from the Motional Stark
Effect (MSE) constrained equilibrium reconstruction and the
subtraction of the thermal pressure. We see in figure 2(b) that
significant flattening of fast ion pressure profile takes place
in the multi-phase simulation. The root-mean-square of the
deviations from the experimental profile in 0 � r/a � 1 is
1.36 kPa, which is 12% of the experimental central value and
the same as the error bar shown in the figure. The multi-phase
simulation gives the fast ion pressure profile closer to that in the
experiment than our previous simulation with the same value
of dissipation coeffcients 5 × 10−7 [15]. This is attributed to
the beam deposition power (6.25 MW) with the full, half, and
third energy components employed in the present simulation
is higher than that in the previous simulation (4.95 MW) where
only the full energy component was considered.

Bulk temperature fluctuation spectra with toroidal mode
number n = 1–5 at r/a = 0.49 are shown for t = 70–
72 ms in figure 3. The temperature fluctuation is normalized
by the equilibrium temperature. The spatial profiles of the
radial velocity and magnetic fluctuations are analysed for the
highest peaks for n = 2–5, and a peak for n = 1 at 62 kHz,
and are shown in figure 4. The spatial profiles consist of
multiple poloidal harmonics, and are similar to those presented
in figure 9 of [15], where the modes are identified as TAEs on
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Figure 3. Frequency spectra of temperature fluctuation at r/a = 0.49 for 70.0 ms � t � 72.0 ms for (a) m/n = 4/1, (b) m/n = 8/2,
(c) m/n = 12/3, (d) m/n = 16/4, and (e) m/n = 20/5.

the basis of the spatial profiles and the comparison in frequency
with the Alfvén continua. Then, we identify the modes shown
in figure 4 as TAEs. The fluctuation amplitudes shown in
figures 8, 9, 14, and 15(a) of [15] were doubled from the correct
values by mistake. This mistake was corrected in the present
work. At t = 525 ms in the experiment, the TAE modes
with n = 1 and 3–5 are observed, whereas the n = 2 TAE
mode is not. We should note that n = 2 modes are observed
at other times in this discharge. The frequency of n = 1,
and 3–5 modes is (simulation 62 kHz/experiment 68 kHz) for
n = 1, (69 kHz/74 kHz) for n = 3, (73 kHz/79 kHz) for
n = 4, and (77 kHz/84 kHz) for n = 5, respectively. We have
agreement in frequency within 10%, which is better than our
previous work where neither the thermal ion diamagnetic drift
nor the equilibrium toroidal flow was considered. The thermal
ion diamagnetic drift frequency and the equilibrium toroidal
flow frequency are 4.0n kHz and 1.5n kHz, respectively, at
r/a = 0.49. The TAE frequency is raised by the toroidal
flow frequency and the half of the thermal ion diamagnetic
drift frequency. The frequency in the present simulation is

still lower than that in the experiment. This difference can
be partially attributed to lack of the fast ion diamagnetic drift
in equation (2). The effect of fast ion diamagnetic drift is
discussed in [8, 29]. We can expect rise in the TAE frequency
by 3.0n kHz, if we include the fast ion diamagnetic drift
frequency in equation (2). On the other hand, we would like to
point out the fast ion density and the impurity density, neither
of which is considered in equation (2), would reduce the TAE
frequency. The sum of fast ion mass density and impurity mass
density with the main species of carbon amounts to 10% of the
total mass density. Then, this would reduce the TAE frequency
by 5%. These two effects would make the TAE frequency in
the simulation closer to that in the experiment.

Next, we compare the simulation results with the ECE
measurements in the experiment assuming equal temperature
for electron and ion in the simulation. The spatial profiles of
the temperature fluctuation and the phase are analysed for the
dominant frequency of toroidal mode numbers n = 3, 4 and
5. The 2-dimensional electron temperature fluctuation profiles
are shown in figure 5. We see the shearing profiles similar
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Figure 4. Radial velocity and magnetic fluctuation profiles of TAEs for 70.0 ms � t � 72.0 ms with toroidal mode number and frequency
(a), (b) n = 1, f = 62 kHz, (c), (d) n = 2, f = 69 kHz, (e), (f ) n = 3, f = 69 kHz, (g), (h) n = 4, f = 73 kHz, (i), (j ) n = 5,
f = 77 kHz.
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Figure 5. Electron temperature fluctuation profile in a poloidal plane (R, z) for (a) n = 3, f = 69 kHz, (b) n = 4, f = 73 kHz, and
(c) n = 5, f = 77 kHz for 70.0 ms � t � 72.0 ms.

to that discussed in [5]. The TAEs rotate in the clockwise
direction in the figure. The tails of the fluctuation profile in the
outer radius are leading the oscillation of the TAEs. In [5], the
mode spatial profile without energetic particles is not shearing,
and the shearing profile is attributed to the energetic particle
effect. In our previous work [15], we performed simulations
similar to the present simulation but without thermal ion
diamagnetic drift and equilibrium toroidal flow. We found
the shearing profile of the TAEs in the previous work. This is
consistent with the conclusion of [5] that the shearing profile
can be attributed to the energetic particle effect.

Figure 6 compares the electron temperature fluctuations
for the n = 3–5 mode with those observed with the ECE
measurements in the experiment. In figures 6(d)–(f ), we
see the phase φ in the experiment rises from the fluctuation
peak locations at r/a ∼ 0.5 towards the plasma edge, which
indicate the shearing profiles. For quantitative comparison,
we measure the following root-mean-square of deviations
for amplitude (RA) and phase (Rφ) over ECE measurement
channels represented by i,

RA =
{

1

N

N∑
i=1

[
AδTe,sim(ri − α) − δTe,exp(ri)

]2

}1/2

, (8)

Rφ =

 1

Nφ

i0+Nφ−1∑
i=i0

[
φsim(ri) − φ0 − φexp(ri)

]2




1/2

. (9)

For the comparison of amplitude, we find the optimum values
of A and α that minimize RA for the 18 channels shown in
figure 6. The results are summarized in table 1. For the n = 3
mode, the optimum value A = 1.01 means that the absolute
amplitude of the simulation is in very good agreement with the
experiment. The deviation of the spatial profile is represented
by RA, which corresponds to 13% of the peak amplitude of the
experiment. The optimum value of α = 0.03a indicates very
good agreement in radial location. For n = 4 and 5, we see
also good agreement for amplitude profile (RA) and absolute
amplitude (A). We see α = 0.08a for n = 4 and 5 for radial
location. Since the magnetic shear is weak around r/a = 0.5,

another equilibrium reconstruction with safety factor profile
modified slightly within the experimental measurement error
might lead to better agreement in radial location. For the
comparison of phase, we find the optimum value of φ0 that
minimizes Rφ for the 8 channels at 0.4 < r/a < 0.8. We
do not include channels at r/a < 0.4 where the oscillation
phase might be sensitive to a slight difference in q profile
between simulation and experiment, because the rapid phase
variation takes place at r/a < 0.4 in the simulation caused by
the interaction with the continuum. Channels at r/a > 0.8 are
also neglected because the fixed boundary condition employed
in the simulation may affect the phase. For the n = 3 and
4 modes, we have a remarkable agreement in phase with
Rφ/π = 0.06. Also for the n = 5 mode with Rφ = 0.36,
we see good agreement for 0.3 < r/a < 0.6 in figure 6(f ).

4. Discussion and summary

In this paper, we presented new results of multi-phase
simulation of DIII-D discharge #142111, where we use an
extended MHD model with the thermal ion diamagnetic drift
and the equilibrium toroidal flow, and we take account of
the full, half, and third energy components of the injected
beam. We have demonstrated that the fast ion spatial profile is
significantly flattened due to the interaction with the multiple
AEs and the fast ion pressure profile is in agreement with that
of the experiment with the root-mean-square of the deviations
same as the error bar. We quantitatively compared the
predicted temperature fluctuation profiles of n = 3, 4, and
5 modes with ECE measurements, and it was found that the
fluctuation profiles as well as phase profiles are in very good
agreement with the measurements. Additionally, the saturated
amplitudes are within a factor of 2 of those measured. We
have improved the simulation model from that used in our
previous work [15] with the extended MHD model and the
half and third energy beam components. The extended MHD
model with thermal ion diamagnetic drift and the equilibrium
toroidal flow led to the better agreement in mode frequency
with the experiment. The inclusion of the half and third energy
beam components enhanced the total beam deposition power
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Figure 6. Comparison of electron temperature fluctuation profile for (a) n = 3, (b) n = 4, (c) n = 5, and the phase profile for (d) n = 3,
(e) n = 4, (f ) n = 5 between simulation and experiment. Left vertical axis is for simulation, while right for experiment in panels (a), (b),
and (c).

Table 1. Quantification of electron temperature fluctuation profile
comparison for (a) n = 3, (b) n = 4, (c) n = 5.

A α/a RA Rφ/π

(a) 1.01 0.03 0.13 0.06
(b) 1.24 0.08 0.15 0.06
(c) 2.27 0.08 0.16 0.36

Note: RA is normalized by the peak
fluctuation level for each mode in the
experiment. Rφ is measured for the 8
channels at 0.4 < r/a < 0.8.

to 6.25 MW from 4.95 MW in the previous work, resulting
in the better agreement in fast ion pressure profile with the
experiment. We would like to emphasize that this validation
exercise highlights the utility of our multi-phase simulation
approach as a useful tool for the reliable prediction of AE
activity and energetic particle transport in burning plasmas.

In this study, we assumed one value of the dissipation
coefficients. As we discussed in our previous work [15],
the dissipation coefficients enable us to control the damping
rate, and we can adjust dissipation coefficients to match the
experimental fast ion profile. We see in figure 12(a) in [15]
another value of the coefficients 2 × 10−6 gives a fast ion
profile close to that of the experiment, although the half and
third beam energy components are not included. However,
the coefficient value 5 × 10−7 gives amplitude of n = 3 and
4 modes close to those in the experiment, while the higher
coefficient values result in lower amplitudes as we can know
from the MHD kinetic energy shown in figure 12(b) of [15].
What is important is both the fast ion profile and the multiple
AEs are well reproduced. In the present work, we found the fast
ion profile is in agreement with that in the experiment for the
coefficient value 5 × 10−7, and confirmed the AE amplitudes
are also in agreement within a factor of 2. The different level
of agreement for the AE amplitudes shown in table 1 might be
attributed to lack of kinetic damping in the present simulation
model. For a perfect reproduction of all the AEs observed
in the experiment, we need a more sophisticated simulation
model that handles kinetic damping. On the other hand, the

fast ion profile may not be sensitive to the individual damping
rate of each mode in multi-mode systems.

Critical gradient models based on local linear stability
analysis have been proposed [34, 35]. An advantage of
these models is the kinetic damping mechanisms such as
radiative damping and thermal ion Landau damping, which
the simulation model of this work lacks. On the other hand,
the present study has two important advantages. The first
advantage is that the nonlinear MHD effects are retained.
In [20, 22], it was found that both the zonal (n = 0) and higher-
n nonlinear sidebands increase the damping rate of TAE. We
found in the simulation presented in this paper that the zonal
flow and field similar to those shown in figure 16 of [15] are
generated. The damping rate enhanced by nonlinear sidebands
will lead to a steeper spatial gradient than the linear analysis
predicts. The second advantage is that the full phase space
of fast ion is considered in the present study. This allows
the fast ion distribution function to relax in velocity space in
addition to position space. What is more important is that the
degree of resonance overlap depends on the mode amplitudes.
If the mode amplitudes are not large enough for the resonance
overlap to cover the whole phase space, the fast ion flux may not
be able to keep the fast ion distribution close to the marginal
stability. There might be a gap between the linear marginal
stability and the stiff profile where the resonance overlap covers
the whole phase space and makes the profile resilient.

In our previous work [15], we performed multi-phase
simulations with different classical phase duration (4 ms and
9 ms) and found good agreement between the two cases. From
this, we concluded that if an entirely hybrid simulation was
possible on a reasonable timescale, the results would be similar,
i.e. a significant flattening of fast ion profile for relatively
low AE amplitudes. We conjecture there would be limits for
the period and interval of Alfvén physics application. The
period of Alfvén physics(= 1 ms in our simulation) should be
long enough for AEs to reach steady amplitude. We regard
this as the time it takes to have the fast ion distribution well
scrambled by AEs. The interval should be short enough for
each fast ion not to miss any resonance with AEs in its life,
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which is a slowing down process. During the slowing down
process from the injection velocity to the thermal velocity, fast
ions encounter multiple resonances with AEs. The interval
of Alfvén physics application should be limited so that fast
ions do not miss the resonances. The resonance regions have
finite width for finite AE amplitude. Since the interval of
Alfvén physics application is a few percent of the slowing down
time (∼200 ms), we can expect that the multi-phase hybrid
simulation gives a robust result for fast ion distribution, if the
resonance regions have width of a few percent of the beam
injection velocity.
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