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Abstract

From Soot to Space: Using Quantum Mechanical Methods to Investigate Combustion and
Astrochemical Processes

by

Josie E. Hendrix

Doctor of Philosophy in Chemistry

University of California, Berkeley

Professor Martin Head-Gordon, Chair

Theoretical models and simulations that describe chemical systems at the quantum mechan-
ical level of electrons and nuclei have become essential components supporting experimental
chemistry. The use of adequately accurate quantum mechanical simulations can help guide
experiments in the laboratory, or assist in the interpretation of experimental results. Den-
sity functional theory (DFT) in particular has become the most widely used method in
electronic structure due to generally good performance for a moderate computational cost.
The work in this thesis primarily involves the application of DFT and other electronic struc-
ture methods to explore chemical processes in the realms of astrochemistry and combustion
chemistry. For all studies, we employ the generally accurate ωB97X-V density functional,
and in some cases bolster our results using coupled-cluster methods with singles, doubles
and perturbative triples correction (CCSD(T)). In Chapter 2, we characterize the cation,
anion, and radical isomers of C4H4N, as well as reaction pathways that may lead to these
isomers. Small, nitrogenated species such as C4H4N may be important precursors to pre-
biotic molecules formed in non-Earth environments such as the atmosphere of Titan, a moon
of Saturn. In Chapter 3, we investigate more Earthly processes that may lead to incipient
soot particles during incomplete combustion reactions of hydrocarbons. Specifically, rate
constants for hydrogen ejection reactions are calculated and reaction sequences are modeled
for a suite of polycyclic aromatic hydrocarbons that are postulated to be quite important in
radical-chain reaction pathways leading to soot. In Chapter 4, we return to the interstellar
medium, this time exploring surface reactions on cold, icy grains. To this end, we explore
the optimized complex geometries and binding energies of astrochemically relevant neutral
closed-shell, neutral open-shell, anionic and cationic small molecules to water clusters of up
to four waters. Such quantities are important for constructing accurate models of interstellar
reaction chemistry, where cold grains play an important role in the production and observed
abundances of gas-phase species.
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Chapter 1

Introduction

In the same way that classical physics can quantify the forces that influence matter in the
macroscopic world, quantum mechanics has its own sets of equations and rules to describe
the motions of electrons in molecules. While this analogy is too coarse for most theoreticians
who devote their lives to creating models approximating nuclear and electronic phenomena,
it’s a good place to start when describing the field of electronic structure to a relative, a class-
room of undergraduates, or the occasional armchair expert in general quantum mechanics.
Naturally, our work as electronic structure ”chemists” is much more complex.

Electronic structure and quantum chemistry are subfields of chemistry that heavily utilize
mathematics and physics to describe the interactions of subatomic particles (namely nuclei
and electrons), which in turn are responsible for macroscopic chemical phenomena. In this
way, while our work can seem a far cry from ’traditional’ chemistry, theory, simulation and
experiment have become an inseparable trio. Theoretical chemistry and chemical simulations
offer a window of understanding into electronic phenomena that are otherwise unexplainable
- these insights both guide experimental projects and further understanding of their re-
sults from a sub-atomic perspective. With the general progress of technology, our ability to
accurately describe and interrogate chemical systems has improved immensely. While com-
putational methods are forever doomed to balance between high accuracy and computational
affordability (though perhaps not forever, with the rise of powerful quantum computers), a
multitude of choices are available in various combinations of the two, from highly accurate
(sometimes exact) methods that can treat small systems to heavily coarse-grained empirical
models that can provide reasonable treatment of systems comprising thousands of atoms.

The interplay between electronic structure theory and real-world phenomena is high-
lighted by several projects outlined in this dissertation, specifically in the realms of astro-
chemistry and combustion processes. In particular, we will use quantum mechanical meth-
ods to elucidate structures of pre-biotic molecules in planetary atmospheres, model reaction
pathways leading to soot precursors in combustion flames, and calculate binding energies of
astrochemical species to amorphous ice surfaces. To better understand the theoretical un-
derpinnings of the methods used in these studies and the implications of our results therein,
we will first discuss the fundamentals of electronic structure and explore the methodology
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used to perform these calculations.

1.1 The Schrödinger equation and general electronic

structure

It is impossible to begin any discussion of electronic structure without introducing the core
prerogative of all electronic structure methods: solving the Schrödinger equation.

ĤΨ(r,R) = EΨ(r,R) (1.1)

The time-independent Schrödinger equation, originally proposed in its time-dependent form
by E. Schrödinger himself in 1926 [1], takes the form of an eigenvalue problem where Ψ
is the wavefunction description of a system, and Ĥ is the Hamiltonian, an operator that
corresponds to the total energy of this system. Ψ are the eigenfunctions of Ĥ that depend on
electronic and nuclear positions (r and R respectively), and E are the energy eigenvalues of Ψ
obtained through application of the Hamiltonian. Since the Hamiltonian is a linear operator,
any arbitrary wavefunction Ψ can be described by a linear combination of eigenstates. In the
analogous chemical picture, the wavefunction Ψ describes the chemical system built from a
combination of molecular orbitals.

Molecules are composed of electrons and nuclei, both of which influence their chemical
properties but move on very different timescales due to huge differences in mass. If we
consider the full Hamiltonian for N electrons and M nuclei, this takes the following form:

Ĥ = −
N∑
i=1

1

2
∇2

i −
M∑

A=1

1

MA

∇2
A −

N∑
i=1

M∑
A=1

ZA

riA
+

N∑
i=1

N∑
j>i

1

rij
+

M∑
A=1

M∑
B>A

ZAZB

RAB

(1.2)

= T̂e + T̂nuc + V̂en + V̂ee + V̂nn (1.3)

In Eq. 1.2, T̂e and T̂nuc are the kinetic energy operators for electrons and nuclei respectively.
V̂en, V̂ee and V̂nn are the potential energy operators corresponding to electron-nuclei, electron-
electron, and nuclei-nuclei repulsion. riA, rij and RAB denote the inter-particle distances
between electrons and nuclei, electrons and electrons, or nuclei and nuclei. Please note that
atomic units are used throughout this thesis.

Since we are most interested in electronic motion, it is useful to separate the motions
of electrons and nuclei in the molecular wavefunction. To do this, the Born-Oppenheimer
approximation is invoked, allowing for separation of electronic and nuclear coordinates by
assuming that the (relatively) massive nuclei are fixed in position relative to electrons in
motion [2].

Ψ = ψe(r;R)ϕ(R) (1.4)

Application of the Born-Oppenheimer approximation gives a wavefunction in the form of
Equation 1.4, where separated electron and nuclear coordinates are denoted by r and R
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respectively, which are implicitly coordinate vectors of lengths 3N and 3M . Naturally elec-
tronic motion is still influenced by the nuclei; while Ψ depends explicitly on electronic coor-
dinates r, it depends only parametrically on the nuclear coordinates. Different arrangements
of nuclei will result in a changed Ψ, and V̂nn is included in the total energy expression. Sim-
plifying our expression to focus on electronic motion results in the electronic Schrödinger
equation:

Ĥel = −
N∑
i=1

1

2
∇2

i −
N∑
i=1

M∑
A=1

ZA

riA
+

N∑
i=1

N∑
j>i

1

rij
= T̂e + V̂en + V̂ee (1.5)

Here the indices i, j and N correspond to the index and total number of electrons, A and
M for the same quantities of nuclei, and Z the charge of electrons or nuclei as indicated.
In simpler notation, three main operators emerge: the kinetic energy of electrons (T̂e),
electron-nuclei repulsion (V̂en), and electron-electron repulsion (V̂ee). For the remainder of
this thesis, we will abandon most explicit effects resulting from nuclear motion and use the
electronic Schrödinger equation. Substituting the operator in Eq. 1.5 into Eq. 1.1, we can
solve for E (now Eel) to construct a potential energy surface for a given Ψ, which provides
useful information such as equilibrium geometries, vibrational frequencies, and other essential
quantities.

While the Schrödinger equation is an undeniably important cornerstone of electronic
structure, it’s important to remember that we can rarely identify the exact form of Ψ.
Different strategies to accurately approximate Ψ and solve the Schrödinger equation lead to
a plethora of electronic structure methods for modelling chemical systems. Next, we will
examine those methods which are most relevant to the work presented in this thesis.

1.2 Hartree-Fock Theory

One of the most fundamental methods to approximate the Schrödinger equation is Hartree-
Fock theory, which is a cornerstone of molecular-orbital (MO) theory. In this framework,
electronic motion is described by single-particle functions that do not depend on the instan-
taneous movement of other electrons [3]. Due to the multitude and complexity of electron
interactions, the only system that is entirely, exactly solvable with the Schrödinger equation
is for one electron in one orbital; most commonly, H or H +

2 . The wavefunction for such a
system can be modelled mathematically:

Ψ(r) = ϕ(r) (1.6)

Here, ϕ(r) is a function describing the molecular orbital in which the single electron resides.
Additionally, ϕ(r) may be broken down further into a spin orbital χ which expresses both
the spatial part of the molecular orbital (ϕ(r)) and spin configuration of the electron (σ(ω)):

χ(x) = ϕ(r)σ(ω) (1.7)
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In constructing Ψ(r) for multi-electron systems, one might naively choose to express Ψ(r) as a
product of multiple ϕ(r) - which is referred to as a Hartree Product [4]. However, this simple
representation cannot fulfill a fundamental constraint of the wavefunction: antisymmetry.
Electrons are fermions, and as such the wavefunction describing these fermions must be
antisymmetric with respect to exchange of electron coordinates. To construct an expression
that satisfies this antisymmetry constraint, we can build a trial wavefunction in the form of
a Slater determinant [5].

Φ0(x1, x2, ...xn) =
1√
n

det

∣∣∣∣∣∣∣∣∣
χ1(x1) χ1(x2) · · · χ1(xn)
χ2(x1) χ2(x2) · · · χ2(xn)

...
...

...
. . .

...
χn(x1) χn(x2) · · · χn(xn)

∣∣∣∣∣∣∣∣∣ (1.8)

In this construction, the rows of the determinant denote the one-electron spin orbitals χ,
while the columns index the spatial coordinates; this determinant can also be expressed more
concisely in ket form as |χ1χ2...χn⟩ for representations of n particles.

Now prepared with a reasonable trial wavefunction to use in Eq. 1.1, we can begin to
solve for a more accurate energy of the wavefunction. As we can tell from Eq. 1.1, the
energy values are entirely dependent on the wavefunction expression. We can reformulate
the spatial part (molecular orbital) of our wavefunction as a linear combination of known
atomic orbitals ϕµ(rj):

ψi,σ(rj) =
N∑
µ

Cµi,σϕµ(rj) (1.9)

In Eq. 1.9, ϕµ(rj) are generally modelled in the form of an atom-centered Gaussian func-
tion, or as plane waves in the case of periodic systems, and µ indexes the basis function.
This expansion is formulated to modify the differential expression into an algebraic one.
Cµi,σ are the unique molecular orbital coefficients. Variation of these directly influences the
energy eigenvalues of the orbital, and thus the total energy of the wavefunction. In other
words, variational optimization of Cµi,σ will lead to optimization of E; this is known as the
variational principle:

E0 ≤
⟨Φ(C)|H|Φ(C)⟩
⟨Φ(C)|Φ(C)⟩

= E(C) (1.10)

Solved in this way, we additionally know that the molecular orbital-dependent energy E(C)
gleaned from minimization of molecular orbital coefficients will always be greater than or
equal to the true ground state energy E0, which would only be known if we were able to
exactly determine the particle wavefunction.
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The electronic Hamiltonian ĤHF can be split into both one and two particle components.

f̂(i) = ĥ(i) + v(i, j) (1.11)

ĥ(i) = −1

2
∇2

i −
M∑

A=1

ZA

riA
(1.12)

v(i, j) =
1

rij
(1.13)

The one-particle term ĥ(i) contains one-particle kinetic energy and electron-nuclear potential
energy effects, while the two-particle operator depicts two-electron interactions.

Substitution of the Slater determinant into Eq. 1.10 and the use of the Hartree-Fock
Hamiltonian components leads to the following energy expression:

EHF =
N∑
i=1

⟨χi|ĥ|χi⟩ +
n∑

i<j

[⟨χiχj|χiχj⟩ − ⟨χiχj|χjχi⟩] (1.14)

In terms of spin orbitals χi, the energy breaks down into several recognizable inner prod-
ucts; ⟨χi|ĥ|χi⟩ consists of the energy dependent on the one-electron operator. The second
contribution are the two-electron, four-center integrals:

⟨χiχj|χiχj⟩ =

∫ ∫
χ∗
i (x1)χ

∗
j(x2)

1

r12
χi(x1)χj(x2)dx1dx2 (1.15)

⟨χiχj|χjχi⟩ =

∫ ∫
χ∗
i (x1)χ

∗
j(x2)

1

r12
χj(x1)χi(x2)dx1dx2 (1.16)

These two electron integrals are referred to as Coulomb and Exchange integrals (often de-
noted as J and K.

To determine the ground-state Hartree-Fock energy, we must minimize the energy expres-
sion with respect to the spin orbitals, while accounting for the constraint that all molecular
orbitals remain orthonormal to each other. Performing this minimization results in the
following eigenvalue problem:

f̂(x1)ψi(x1) = ϵiψi(x1) (1.17)

Where:

f̂σ(x1) = ĥ(x1) +
N∑
i=1

[J(x1) −K(x1)] (1.18)

With these expressions, we are ready to set up the generalized matrix form of the eigenvalue
problem. Using the definition of overlap matrix S (Sµν = ⟨ϕµ|ϕν⟩) and substituting the
expansion of Ψ with molecular orbital (MO) coefficients given in Eq. 1.4, we can represent
the eigenvalue expression as Roothaan-Hall equations [6]:

FC = SCϵ (1.19)
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Where F is the Fock matrix, C the MO coefficients, and ϵ the diagonal matrix of orbital
eigenvalues (energies) in the atomic orbital (AO) basis. With one more step, the Fock
expression can be simplified by introducing the density matrix P :

Pµν,σ =
nσ∑
i=1

Cµi,σCνi,σ (1.20)

Fµν,σ = ĥ+
N∑
λ

N∑
η

⟨ϕµϕλ|ϕνϕη⟩ (Pλη,α + Pλη,β) −
N∑
λ

N∑
η

⟨ϕµϕλ|ϕηϕν⟩ (Pλη,σ) (1.21)

Commonly, atomic orbital basis functions are not already orthonormal, which is a key re-
quirement of the theory. To remedy this, we introduce a transformation matrix X to perform
a unitary transformation of these orbitals. X can be defined in multiple ways - here, we define
an X appropriate for performing canonical orthogonalization of the atomic orbitals [7].

X = Us−1/2 (1.22)

Using Eq. 1.22, a new set of orthogonal orbitals can be constructed, and substituted into
Eq. 1.19:

C ′ = X−1C (1.23)

FXC ′ = SXC ′ϵ (1.24)

(X ′FX)C ′ = (X ′SX)C ′ϵ (1.25)

F ′C ′ = C ′ϵ (1.26)

While this eigenvalue problem appears simple enough, the equation must be minimized in an
iterative manner since Fσ depends on the molecular orbitals (specifically variation of their
coefficients Cσ) and vice versa. To solve Eq. 1.19 iteratively, we use a self-consistent field
(SCF) procedure to find the solution of the Hartree-Fock equations. The steps of the SCF
procedure are the following:

1. Specify a target molecule (or system of molecules) and essential quantities such as the
basis set, nuclear coordinates, and number of electrons in the system.

2. Pre-compute S and core hamiltonian ĥ, neither of which depend on the density matrix
Pµν .

3. Use S to create transformation matrix X.

4. Create an initial guess for density matrix Pµν .

5. Using Pµν , construct the Fock matrix and compute EHF.

6. Using X and F, compute F ′ and solve for MO coefficients C ′
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7. Construct new density matrix Pµν from C’; if the density matrix is converged, return
the final energy and quit. If not converged, return to the 5th step and iterate until
convergence.

Solving the Hartree-Fock equations variationally results in ground-state energies that
capture most contributions needed to reproduce the true ground-state electronic energy.
However, a great simplification in Hartree-Fock is ignorance of the fact that electron motions
are correlated - that is to say, electrons avoid each other spontaneously. This accounts for
the difference between the exact ground state energy E0 and the computed Hartree-Fock
energy:

Ecorr = E0 − EHF (1.27)

While Hartree-Fock is clearly very useful, the neglect of correlation energy is concerning
and can lead to quite erroneous results when applied to real chemical systems. Therefore,
the development of new methods beyond the limited capabilities of Hartree-Fock has been
incredibly important for the advancement of electronic structure theory. Hartree-Fock (HF)
theory models the wavefunction as a single determinant and minimizes the total energy with
respect to molecular orbitals. Other post-HF wavefunction methods can describe molecular
systems with greater accuracy - however, this comes at the price of increasing computational
cost. Hartree-Fock itself scales as N4 with basis set (where N is the number of basis func-
tions in the system and molecule size is fixed), and O(N2-N3) with molecule size. Other
increasingly sophisticated choices scale as N5 and beyond.

One important and widely used method that boasts moderate affordability and has its
own unique solutions for the problem of capturing this electron correlation energy is Density
Functional Theory (DFT), which we will explore in the following section.

1.3 Density Functional Theory

The birth of density-functional theory in the 1960’s [8, 9] was fueled by several important
motivations. One was the development of an electronic structure method beyond Hartree-
Fock that accounted for electron correlation. Another was to explore how modelling systems
in terms of the electron density rather than depending on costly determinants - both goals
could improve computational scaling and results.

Density functional theory is constructed to depend only on the electron density ρ for com-
putation of ground state energies. Some of the earliest renditions of density-based method-
ology modelled kinetic energy, local exchange and correlation energies using forms that are
corrected only for the uniform electron gas (UEG) [10–12]. Unfortunately, this model failed
to reproduce atomic shell structure, which is obviously quite important for modelling real
molecules. Truly usable ideas weren’t proposed until at least the mid-1900’s. Modern DFT
is built upon two key theorems, first proposed by Kohn and Sham in 1964 [8, 9]. Considering
a system of electrons moving under the influence of some external potential vext:
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Hohenberg-Kohn Thm. 1: The external potential vext is a unique functional of the ground
state electronic density ρ(r) of a given system; since the external potential is associated with
the full many-particle ground state, this too is a functional of ρ(r).

Hohenberg-Kohn Thm. 2: The electron density that minimizes the total DFT energy is
the true ground state electron density, and the associated ground state energy can be solved
variationally.

Due to the one-to-one mapping between external potential vext and ρ delineated in the
first theorem, the DFT energy expression can be written as a function of the electron density.
Much like Hartree-Fock (but now in terms of ρ(r)), there are several main operators con-
tributing to the energy functional: electron kinetic energy T̂e, electron-electron interactions
V̂ee, and electron-nuclear interactions V̂ne.

E[ρ(r)] = T̂e[ρ(r)] + V̂ee[ρ(r)] + V̂ne[ρ(r)] (1.28)

V̂ee[ρ(r)] = J [ρ(r)] +K[ρ(r)] (1.29)

The electron-electron potential energy V̂ee can be further broken down into Coulomb and
exchange contributions, indicated as J[ρ(r)] and K[ρ(r)] respectively.

The classical electron Coulomb repulsion and electron-nuclear terms in the energy func-
tional that can be computed in familiar forms:

J [ρ(r)] =
1

2

∫ ∫
ρ(r1)ρ(r2)

r1,2
dr1dr2 (1.30)

V̂ne[ρ(r)] = −
M∑

A=1

∫
ZA

r−RA

ρ(r)dr (1.31)

Unfortunately, the remaining terms T̂e[ρ(r)] and K[ρ(r)] do not have exact solutions. Early
attempts to compute the kinetic energy term were made in the Thomas-Fermi model [10,
13], the form of which has been known since the 1930’s:

T̂e[ρ(r)] =
3

10
(3π2)2/3

∫
ρ(r)5/3dr (1.32)

In this form, T̂e[ρ(r)] is exact, but only for the uniform electron gas, which is only very rarely
useful for modeling actual chemical systems. To circumvent this issue, Kohn and Sham
improved the formulation of the kinetic energy term. In their design, the kinetic energy is
approximated by a fabricated system of non-interacting electrons having the same density
as the exact wave function - this is accomplished by reintroducing a single determinant to
T̂e[ρ(r)]. The inclusion of these orbitals does come with slightly increased computational
cost (compared to orbital-free DFT [14–17]), but despite this, Kohn-Sham DFT (KS-DFT)
has become the most popular variety because of dramatically improved accuracy.

With inclusion of orbitals ϕ(r) in the kinetic energy term, the electron density takes the
form:

ρ(r) =
N∑
i

|ϕi|2 (1.33)
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Figure 1.1: Jacob’s Ladder of density functionals. Functionals improve in their ability to
accurately reproduce chemical data as the ladder ascends, with the inclusion of the density

gradient, occupied and virtual orbitals, etc.

And the non-interacting kinetic energy term can be expressed in terms of the Slater deter-
minant Φs as:

T̂e = ⟨Φs|T̂ |Φs⟩ = −1

2

N∑
i=1

∫
ϕ∗
i∇2ϕidr (1.34)

This form of the kinetic energy is exact for the non-interacting reference, but not exact for
the fully interacting system (T̂ [ρ(r)]). Furthermore, there is still one unknown term: the
electron exchange energy K[ρ(r)], to which no such simple approximation is yet formulated.
This discrepancy between T̂ [ρ(r)] and the one used in KS-DFT is bundled with the undefined
exchange contribution K[ρ(r)] to define the exchange-correlation energy, denoted as Q[ρ(r)]
in Eq. 1.35.

EXC = (T̂ [ρ(r)] − T̂e[ρ(r)] +Q[ρ(r)] (1.35)

Formulation of an effective EXC term is the main driver in the development of modern
DFT functionals. This is achieved by including additional terms that better model changes
in electron density which affect the energy of actual chemical systems. Different research
groups have developed increasingly sophisticated functionals with inclusions such as the
gradient of the density (∇ρ(r)), the square of the gradient, exact Hartree-Fock exchange,
and more [18]. These progressive improvements result in a hierarchy of density functionals
commonly referred to as ”Jacob’s Ladder”, spanning from the primordial ’Earth’ of Hartree-
Fock theory into the ’Heaven’ of chemical accuracy.

As shown in Figure 1.1, the rungs of this ladder begin with the simplest of density
functional - the Local Density Approximations (LDA or LSDA for spin-density) which models
EXC depending only on the total electron density ρ(r). Well-known species in this category
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include VWN5 [19], PZ81 [20], and PW92 [21]. These LSDA functionals capture important
details such as molecular binding, but have rather poor performance for most chemical
systems (with the exception of very uniform samples such as nearly free electron metals),
since they are only exact for a non-varying density (the uniform electron gas) [22].

At Rung 2, inclusion of the gradient of the density ∇ρ(r) gives rise to Generalized Gra-
dient Approximation (GGA) functionals [23, 24], such as PW91 [21] and the well-known
PBE [25]. Inclusion of the density gradient offers significant enhancements in performance
compared to LSDA [18]. The introduction of GGAs was the leap that made Kohn-Sham
DFT useful for chemistry.

Further notable improvements arise at rungs three and higher with meta-GGAs (such as
M06-L [26]), hybrids (such as ωB97X-V [27]), and double hybrids (such as ωB97M(2) [28])
with inclusion of the square gradient, occupied orbitals, and virtual orbitals respectively.
Many of the density functionals of rungs 4 and 5 have proven themselves to be quite effective
for many chemical problems [18].

It’s important to remember that unlike in wavefunction theory, the ’improvement’ of den-
sity functionals does not necessarily lead to a true hierarchy of accuracy for a given molecule
or system; there is no guarantee that similar formulations of EXC will produce systemati-
cally more accurate results across all calculations. Functional development often involves
extensive fitting of semi-empirical parameters to match benchmark experimental data (such
as bonded or non-bonded interactions), or a combinatorial approach that includes a delicate
balance of terms to render a functional both high-performing and highly transferrable. This
makes such functionals semi-empirical in nature. While taking a semi-empirical route to
EXC can indeed be very successful for chemical modelling, some have argued that reliance
on parameter fitting for functional development has actually taken density functional theory
further from the true functional form [29, 30]. Regardless of the contention and competition
surrounding the development of well-performing functionals, interest in and usage of DFT
still remains at an all-time high as far as quantum mechanical methods are concerned.

With a satisfactory form of EXC obtained, the Fock operator for KS-DFT can be con-
structed and solved similarly to Hartree-Fock theory:

f̂KS−DFT
σ (r1) = −1

2

N∑
i=1

∇2
i −

∑
A

ZA

|r −RA|
+

∫
ρ(r)

|r − r′|
dr + vxc,σ(r) (1.36)

The main difference from the Hartree Fock operator is of course the exchange-correlation
potential, which takes the form:

vxc,σ(r) =
δEXC [ρ(r)]

δρσ(r)
(1.37)

With this Fock operator, we can once again set up an eigenvalue problem, and iteratively
improve Kohn-Sham orbitals and energies:

f̂KS−DFT
σ (r1)ψi,σ(r1) = ϵi,σψi,σ(r1) (1.38)

FKSCKS = SCKSϵKS (1.39)
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1.4 Correlated Wavefunction Methods

In the previous section, we explored density functional theory, which offers a good compro-
mise between accuracy and efficiency for electronic structure calculations. Electron corre-
lation effects, which are missing in Hartree-Fock, are captured in the EXC term of density
functionals. Though DFT is the main electronic structure method used in this thesis, we must
include a brief discussion regarding other correlated wavefunction methods beyond Hartree-
Fock, as these are essential for obtaining benchmark, high-accuracy results for molecular
energies and other quantities that are extremely important for the following chapters of this
thesis. Wavefunction methods are commonly used in conjunction with DFT for routine in-
vestigations; structural optimizations and initial energies are obtained with DFT for a lower
computational cost, and final energies are computed at a higher level (and higher cost) with
the best wavefunction method one can afford - this strategy is used for the studies out-
lined in chapters 2, 3, and 4 of this thesis. Unlike DFT, correlated wavefunction methods
are systematically improvable, but these improvements come at a steep computational price
that makes them difficult to employ for routine calculations. The levels of theory differ
in how they treat electron correlation, and we will cover the basics of the three most rele-
vant for understanding the basic concepts of wavefunction theory and its use in this thesis:
configuration interaction, coupled-cluster methods, and perturbation theory.

Configuration Interaction

Without the effects of correlation, Hartree-Fock (HF) is a limited method for performing
electronic structure calculations. As ’simple’ a problem as modelling the dissociation of
H2 produces incorrect results, though qualitatively correct results may be obtained with
the use of unrestricted HF. One major improvement over HF methods for modelling elec-
tron correlation is configuration interaction (CI), which is conceptually perhaps the simplest
electronic structure method to understand from a theory perspective, but one of the most
computationally expensive to carry out [4], at least when one is aiming for high accuracy.

Recall from HF the form of the ground state wavefunction Ψ, constructed from one Slater
determinant composed of spin orbitals χ.

|Φ0⟩ = |χ1χ2...χn⟩ (1.40)

Given a system of n electrons, using an N -dimensional basis set, the solutions to the
Roothaan equations of Hartree-Fock yield n occupied spin orbitals (denoted with indices
i,j,k..) and 2N − n virtual spin orbitals (denoted with indices a,b,c..). While the wave-
function expression of HF was limited to a single Slater determinant, one could imagine
constructing a more accurate wavefunction using multiple Slater determinants using the
HF expression as a reference; these additional Slater determinants can arise from replacing
occupied orbitals χi with virtual orbitals χa in varying combinations. Inclusion of many de-
terminants not only allows for representation of excited states, but can also improve accuracy
of the the ground state wavefunction.
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If we take Φ0 as the ground-state reference determinant, we can denote a single excitation
of an electron in occupied orbital i to unoccupied orbital a as cai Φ

a
i , where cai is a scalar am-

plitude associated with the new wavefunction. These excitations can similarly be expressed
mathematically in terms of raising and lowering ’ladder’ operators â and â†:∑

ia

cai â
†
aâiΦ0 =

∑
ia

cai Φ
a
i (1.41)

By acting on different combinations of occupied and virtual orbitals to produce multiple
excited Slater determinants, a new and much more sophisticated wavefunction can be con-
structed:

Φ0 = c0Φ0 +
∑
ia

cai Ψ
a
i +

∑
i<j,a<b

cabij Φab
ij +

∑
i<j<k,a<b<c

cabcijkΦabc
ijk + ... (1.42)

If all possible excited Slater determinants of the system are included, this full-CI wavefunc-
tion can be optimized through the linear variational method, and exact energies for both
ground and excited states can be procured by diagonalizing the full hamiltonian. Unfor-
tunately, as one might guess from simply looking at Eq. 1.42 and trying to write out all
possible determinants to complete the wavefunction basis, use of full-CI becomes computa-
tionally intractable quite quickly even for small molecules. Therefore, truncations of full-CI
are often employed to make calculations on small and medium-sized molecules usable. For
example, one might truncate the full wavefunction to only include up to double excita-
tions (CISD) or triple excitations (CISDT). However, there are consequences for truncation;
exclusion of select determinants results in a wavefunction that is not independent of the
reference wavefunction. Thus, one must choose a reasonable reference that has good overlap
with the true ground state wavefunction. Additionally, truncation results in calculations
that are not size consistent; for example, use of CISD would be able to accurately model
two isolated molecules each with a double excitation, but not the both of them together
as one non-interacting system - the quadruple excitation resulting from combination of the
double excitations would be excluded. Therefore, we must regretfully save exact, full-CI
calculations for only the smallest of molecules. Workarounds to full-CI are improving; take
for example the rise in interest for so-called ”selected” CI methods - these are particularly
useful for strongly correlated systems, and in principle they can be converged to the full-CI
energy [31]. One relevant and recent example is Adaptive Sampling CI, or ASCI [32]. ASCI
is built upon the framework of full-CI quantum Monte-Carlo (FCIQMC) algorithms, which
are built to achieve good chemical accuracy on large-scale determinant spaces (no longer
limited to diatomic molecule sizes!). Development of the algorithms central to ASCI allows
for calculations on difficult problems (for example Cr2) on drastically improved timescales
compared to FCI. These advancements offer excellent alternatives to full-CI that preserve
the excellent results of this method as far as chemical accuracy. In the following sections,
we will consider still other options that are even more computationally tractable.
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Coupled-Cluster Methods

Coupled-Cluster methods (CCM) seek to preserve some of the accuracy of CI methods while
mitigating the size-consistency error that results from truncating them. Like configuration
interaction, coupled-cluster utilizes excitation operators to build excited determinants, indi-
cated in a concise notation as T̂ for any number of excitations:

T̂1 =
∑
ia

tai â
†
aâi (1.43)

T̂2 =
∑
ijab

tabij â
†
bâ

†
aâj âi (1.44)

The coupled-cluster formalism works in much the same way as CI, applying these operators
to the ground state (reference) wavefunction Φ0. However, these operators are contained in
an exponential ansatz acting on Φ0:

|ΨCC⟩ = eT̂1+T̂2+.. |Φ0⟩ = eT̂ |Φ0⟩ (1.45)

This preserves the same information as far as constructing excited state wavefunctions,
truncation of coupled-cluster operators at different orders does not incur the same size-
consistency issues as truncation of CI methods does. This exponential ansatz allows for
seperability of the wavefunction in the case of non-interacting systems; this is evident in
expansion of the exponential:

eT̂A+T̂B = eT̂A + eT̂B (1.46)

The main cost of coupled-cluster theory comes from the computation of so-called ”t-amplitudes”,
which result from products of excited determinants. For the following chapters of this thesis,
CCSD(T) is frequently used to obtain accurate molecular energies for determination of ex-
perimentally relevant values. This formulation of coupled cluster includes single and double
excitations in the ansatz, as well as a perturbative triples correction (indicated by the (T)).
For most quantum chemists, CCSD(T) is considered the gold standard for accuracy [33,
34], since full CCSDT or higher CC methods such as CCSDT(Q), etc. and full-CI are too
expensive to apply to most chemical systems. The use of CCSD(T) with an adequate basis
set is still limited to systems of tens of atoms (especially if heavy atoms are involved), but
presents a significant improvement over its more costly predecessors.

Perturbation Theory

The last wavefunction-based method we will cover is perturbation theory, which takes a
rather different approach to the electron correlation problem than configuration interaction or
coupled cluster theories. Recall, once again, the Hartree-Fock Hamiltonian and its solutions,
which contain inadequate electron correlation. The HF wavefunction and its eigenvalues are
of course exact solutions to the HF Fock operator, F̂ . If we assume that a given wavefunction
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Ψ is near enough to Ψ0,HF , we can rewrite the Hamiltonian to include perturbations (W )
that models electron correlation:

Ĥ = F̂HF + λW (1.47)

λ is a dimensionless parameter. If we expand the exact wavefunction in terms of the HF
wavefunction and energy, we obtain, up to an arbitrary order:

Ψ = Ψ0 + λΨ(1) + λ2Ψ(2) + λ3Ψ(3) (1.48)

E = E0 + λE(1) + λ2E(2) + λ3E(3) (1.49)

By substituting these expressions back into the Schrödinger equation and collecting terms
by orders of λ, we obtain systems of equations for the zeroth, first, and arbitrary orders that
expand the Schrödinger equation to incorporate orders of perturbation W . Multiplying these
through with Ψ0 yields expressions for the Møller-Plesset perturbation theory [35] energy
corrections to order n (demonstrated here to 2nd order only):

E0 = ⟨Ψ0|F̂ |Ψ0⟩ (1.50)

E(1) = ⟨Ψ0|W |Ψ0⟩ (1.51)

E(2) = ⟨Ψ0|W |Ψ(1)⟩ (1.52)

Møller-Plesset perturbation theory, or MPn, is the most commonly used ’flavor’ of pertur-
bation theory, particularly MP2 to second order. To model the energy contribution of MP2,
we first consider the first order wavefunction expanded in the basis of zeroeth order states:

Ψ(1) =
∑
ia

tai Φ
a
i +

∑
i<j,a<b

tabij Φab
ij (1.53)

Utilizing this expansion and combining with the first order expansion of HΨ = EΨ yields a
first order wavefunction consisting only of double substitutions (Φab

ij ) and associated matrix
elements, and spin orbital energies, which may be used to model the second order energy
correction in a similar manner:

EMP2 = −1

4

virt∑
ab

occ∑
ij

| ⟨ab||ij⟩ |2

ϵa + ϵb − ϵi − ϵj
(1.54)

In this expression, the denominator indicates the difference in orbital energies. In the limit
where this denominator approaches zero, the MP2 energy diverges, but for closed-shell ener-
gies and properties MP2 is usually accurate (with results somewhere between Hartree-Fock
theory and CCSD). The computational scaling of MP2 is lower than configuration interaction
or coupled cluster, but still higher than density functional theory. However, it remains widely
used as one of the simplest wavefunction theories beyond Hartree-Fock with substantially
improved performance.
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1.5 Semi-Empirical Methods

In the previous sections, we have covered a number of different computational methods that
present varying levels of computational accuracy and cost. Highly accurate wavefunction
methods such as full configuration interaction can deliver excellent results, but only for rel-
atively small systems (tens of atoms) even without a complete basis set. Coupled-cluster
theory, with CCSD(T) being the gold-standard method of electronic structure, is some-
what more feasible in this regard but still comes at a steep computational cost (O(N7) for
CCSD(T)). Density functional theory offers a more attractive option - well-developed func-
tionals can offer good accuracy for most calculations at a cost of only O(N3), and progress
has been made to produce linear-scaling DFT [36–39], making this method a great choice
for systems of hundreds of atoms.

However, many chemical systems relevant to atmospheric reactions, interstellar chemistry,
biological processes and more far exceed the system size limits offered by even the most
affordable of these methods. For example, models of protein residues in solution can easily
involve the interactions of thousands of atoms. So, how is one to successfully apply quantum
mechanical methods to study such systems?

One useful work-around for treatment of large, many-molecule systems are semi-empirical
(SE), self-consistent field (SCF) methods. These have their roots in rigorous SCF theories
such as Hartree-Fock or DFT, but employ approximations for the most computationally
demanding portions (for example, the two-electron integrals). This allows for reasonably
good treatment of very large systems while still enjoying (at least partially) some rigor
of a fully developed quantum mechanical method. There are several different flavors of SE
methodology that have enjoyed usage for a variety of chemical applications, and development
continues to make these even more useful; all generally share several key features [40]:

1. Minimal basis set: To save computational effort, semi-empirical methods usually model
molecules in a minimal basis set. That is to say, usually only a single basis function is
provided for each valence orbital. Core orbitals are removed from explicit consideration.

2. Extensive parameterization: As mentioned above, approximations for integral calcu-
lations are crucial to preserve the speed of SE methods. To do this, many methods
invoke a library of atomic or atom-pairwise parameters to model the quantities that
would normally be calculated using these integrals. Typically, only a quadratic number
of integrals are evaluated at most.

3. Rooted in well-established theory: Most basic methodology of the parent theory is
preserved.

Several well-established SE methods have arisen from Hartree-Fock theory. Recall the
most computationally demanding portions of the Hartree Hamiltonian, which are the two-
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electron integrals:

FHF
µν,σ =

N∑
λ

N∑
η

⟨ϕµϕλ|ϕnuϕη⟩ (Pλη,α + Pλη,β) −
N∑
λ

N∑
η

⟨ϕµϕλ|ϕetaϕν⟩ (Pλη,σ) (1.55)

One of the earliest renditions was the zero-differential overlap (ZDO) approximation [41],
which bypasses calculation of all two electron integrals except those of type ⟨µµ|νν⟩, dras-
tically reducing the number of integral calculations and reducing computational overhead
by a whole order of magnitude (scaled by system size). In later approximations such as the
complete neglect of differential overlap (CNDO), ZDO is further scaled down by applying the
Magata-Nishimoto approximation to parametrize the ⟨µµ|νν⟩ integrals [42]. The intermedi-
ate neglect of differential overlap (INDO) family also parametrizes integrals centered on the
same atom [43]. Finally, the neglect of differential-diatomic overlap (NDDO) approximations
retain integrals of type ⟨µλ|ην⟩ but also employ an approximate Fock matrix that simplifies
the Roothaan-Hall equations substantially [44].

Naturally, undertaking so many approximations means introducing a generous amount
of error. In addition to adopting errors associated with the parent theory of Hartree-Fock
(lack of electron correlation, etc.), elements that enhance the speed of calculations also affect
the accuracy. Usage of a minimal basis set means limitations when it comes to accurately
modeling molecules, especially in situations where polarizability of the electron cloud is
important (such as for non-covalent interactions) [40]. And predictably, highly parametrized
methods generally work best on sets of molecules similar to those that were used to optimize
the fitted parameters, which may also only be established for a limited library of atoms or
atomic interactions.

While SE methods developed in the basis of Hartree-Fock do not enjoy extensive usage
today, methodologies based on DFT, usually called Density Functional Theory Tight-Binding
(DFTB) approaches, have taken off in terms of popularity and usefulness.

As we explored in previous chapters, DFT constructs the energy expression as a function
of the electron density (E[ρ]). DFTB uses the core concepts of energy expression, but is
built as an expansion around density fluctuations δρ:

E[ρ] = E(0)[ρ0] + E(1)[ρ0, δρ] + E(2)[ρ0, (δρ)2] + E(3)[ρ0, (δρ)3] + ... (1.56)

Different formulations of DFTB truncate the energy expansion at varying orders. The ze-
roeth order density ρ0 is taken to be that of the superposition of non-interacting atoms,
and thus gives rise to a repulsive potential that is necessary in some form for all DFTB
expressions. DFTB1 [45], truncated at first order, can be used to calculate band ener-
gies. DFTB2 [46, 47], which includes second order density fluctuations, is most widely used
and requires self-consistent iterations to calculate the changes incurred in higher multipole
moments of atoms with these fluctuations. This term also includes approximations of the
Coulomb and exchange energy Exc, though importantly only within a restricted formalism.

Inclusion of higher-order terms of the expansion have been finely tuned and successfully
used in modern DFTB software packages. Grimme and coworkers in particular have devel-
oped the widely used ”xtb” software that includes increasingly complex functionality and
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parameterizations of the energy expression [48]. Other packages such as DFTB+ are also
available [49]. Most formulations of DFTB are formally closed-shell in nature; however, ex-
tensions have emerged that adapt the DFTB energy and hamiltonian to treat unrestricted
molecular orbitals [50, 51]. DFTB is utilized in Chapter 4 of this thesis as a rapid, low-
cost method to generate conformers for candidate guest molecule-water cluster complexes.
Specifically, the CREST software developed by Grimme and co-workers [52] built on the
framework of GFN2-xTB was used for this purpose.

1.6 Outline

In this thesis, we utilize density functional theory and other quantum mechanical methods to
explore a wide range of chemical problems in astrochemistry and combustion chemistry. All
of these projects are performed in collaboration with field experts, and represent notewor-
thy examples of how computational chemistry can assist scientific advances that occur on a
macroscopic scale. The first chapter, originally published in the Journal of Physical Chem-
istry A, explores the formation and evolution of nitrogen containing pre-biotic molecules in
non-Earth environments such as the atmosphere of Titan. The second chapter, currently
in peer review at the journal Proceedings of the National Academy of Sciences, involves
modelling of hydrogen ejection reactions relevant for soot formation processes during in-
complete combustion. This chapter contains hydrogen-loss rate constant calculations and
models formation pathways to polycyclic aromatic hydrocarbons that are likely to be impor-
tant precursors to incipient soot particles. Finally, the third chapter (as of yet unpublished)
returns to space and contains calculations of binding energies and characterization of binding
motifs for neutral, radical, and ionic interstellar molecules. These quantities are essential for
creating accurate chemical models of interstellar chemistry, especially that which happens
on the surface of icy grains.

Chapter 2

Nitrogen-containing ions and molecules in the gas phase have been detected in non-Earth
environments such as dark molecular clouds, and more recently in the atmosphere of Sat-
urn’s moon Titan. These molecules may serve as precursors to larger heterocyclic structures
that provide the foundation of complex biological molecules. On Titan, molecules of mass-
to-charge ratio 66 have been detected by the Cassini mission, and species of the empirical
formula C4H4N may contribute to this signature. Characterization of structural minima of
C4H4N and their spectral signatures may not only assist astronomers with detection of these
molecules, but also allow us to postulate novel synethetic routes to pre-biotic molecules that
have C4H4N precursors or intermediates. To this end, we have characterized seven isomers of
C4H4N in anionic, neutral radical, and cationic states using density functional theory. Struc-
tures were optimized using the range-separated hybrid ωB97X-V with the cc-pVTZ and
aug-cc-pVTZ basis sets. We have found through our optimizations that anionic and radi-
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cal C4H4N favor cyclic structures with aromatic and quasi-aromatic electron arrangements,
respectively. Interestingly, our calculations indicate that ionization from the radical surface
to the cation induces significant changes in structural stability, and the global minimum
for positively charged isomers is CH2CCHCNH+, a bent species reminiscent of cyanoallene.
Select formation pathways to these structures from Titan’s existing or postulated gas-phase
species, reactions which are also relevant for other astrophysical environments, are discussed.
By characterizing C4H4N isomers, we have identified energetically stable anionic, radical, and
cationic structures that may be present in Titan’s atmosphere and dark molecular clouds.
The content of this chapter has been published in the Journal of Physical Chemistry A
(JE Hendrix, PP Bera, TJ Lee, and M Head-Gordon, J. Phys. Chem. A 124 2001-2013
(2020)[53]

Chapter 3

Polycyclic aromatic hydrocarbons (PAHs) play a major role in combustion chemistry, as
well as the chemistry of the interstellar medium. Production (or activation) of radical PAHs
and propagation of their resulting reactions requires efficient dehydrogenation - but what
is the preferred method of hydrogen loss? Unimolecular hydrogen ejection (i.e. direct C-
H bond fission) and bimolecular radical abstraction are two main candidate pathways. To
characterize the role of H ejection, particularly as a driver for molecular-weight growth in
radical-centric hydrocarbon growth mechanisms, this work reports electronic structure cal-
culations establishing that C H bond strengths span a broad range of energies, going down
to below 30 kcal/mol in some C9 C13 PAH radicals. At T > 1200K, calculated thermal rates
of hydrogen ejection from weak C H bonds at zig-zag sites on PAH radicals are significantly
faster than typical H-abstraction rates. These results are highly relevant in the context of
chain reactions of radical species, and soot inception under fuel-rich combustion conditions.
Furthermore, calculated microcanonical rates that include the additional internal energy as-
sociated with bond formation (e.g. ring closure to yield C9H9) yield significantly higher rates
than those associated with full thermalization. These microcanonical considerations are rel-
evant to the astrochemical processes associated with hydrocarbon growth and processing in
the low density interstellar environment. The content of this chapter is under peer review
at the journal Proceedings of the National Academy of Sciences.

Chapter 4

Reactions occurring on the surfaces of icy dust grains, which are found in diverse interstellar
environments from cold molecular clouds to the plumes of Enceladus, are important for driv-
ing chemistry in the interstellar medium (ISM). Due to frigid temperatures, many species
bind to the surface of these grains, where they may go on to react with other adsorbates
and potentially release new products back into the gas phase. These surface processes are
heavily influenced by the mode of binding, and the molecular binding energy, which are
thus key quantities to include in models describing interstellar chemical processes. How-
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ever, both structures and binding energies are as yet missing or incompletely characterized,
especially for species such as radicals and ions. To address this, we report computational
searches for optimal structures and binding energies for sets of neutral, open-shell, cationic,
and anionic molecules of astrochemical relevance with clusters of n=1-4 water molecules.
The calculations used reliable density functionals for geometry optimization, and CCSD(T)
single point coupled cluster calculations for refinement of calculated binding energies. Ef-
forts were made to characterize all relevant low energy structures identified by conformer
searches as well as a range of initial guesses. For neutral closed and open-shell molecules,
functional-group dependent trends are apparent - molecules with strong dipoles and poten-
tial for hydrogen bonding are more tightly bound to water clusters. The unpaired electron
in open-shell species has little effect on binding energies, giving only a slight enhancement
for some species. For closed-shell cationic and anionic species, barrierless reactions with
water clusters occur for several species, indicating radical-free routes to alternative products
that could result from condensation of these molecules onto amorphous ice surfaces. Such
direct chemical processing can be understood as a consequence of acid-base properties of the
species involved.
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Chapter 2

The cation, anion, and radical isomers
of C4H4N : Computational
characterization and implications for
astrophysical and planetary
environments

2.1 Introduction

The emergence of biomolecules on early Earth is an intriguing topic and the chemical origins
of life have not been fully resolved. Groundbreaking experiments performed by Miller in
the mid-1950’s under reducing conditions showed that complex organic molecules can form
from small inorganic precursors in the presence of electric discharge [54], supporting the
possibility of biomolecule formation in the atmosphere of primitive Earth. Since this iconic
experiment, our understanding of chemistry in early Earth environments has continued to
grow, and multiple synthetic routes leading to complex organic species have emerged [55–64].

Though these complex molecules have been shown to form without pre-existing complex
organic material, the particular atmospheric conditions of our young planet are not entirely
certain. Thus, it is important to consider a variety of alternative conditions supporting
biomolecule origin. Exogenous delivery of key precursors to Earth from extraterrestrial envi-
ronments is one example. Complex organic molecules have been found in many astrophysical
environments including interstellar molecular clouds, protoplanetary nebulae, and primitive
solar system bodies [65]. Particularly, the existence of these molecules (including pristine
amino acids and sugars) has been confirmed in meteoric samples of extraterrestrial origin [66–
69], implying that exogenous delivery of organic molecules during or after the formation of
the solar system is a viable pathway that could have precluded biomolecule formation on
early Earth and potentially contributed to the origins of life on this planet. Direct formation
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of these nucleobases on interstellar cold grains has been shown to occur when ices containing
the appropriate precursors undergo UV irradiation [70–75]. Additionally, these compounds
could be synthesized in the gas phase and condense onto cold grains for delivery to early
planetary systems..

Gas-phase reactions are more likely to occur in environments such as the circumstellar
envelopes of dying stars, dark molecular clouds, and select planetary atmospheres where
particle densities are higher than in the diffuse interstellar medium [76–78]. As well as il-
luminating formation pathways to complex species that could be delivered exogenously to
Earth through meteorites, some of these processes serve as useful templates when considering
the atmospheric conditions of early Earth. Low temperatures typical of these environments
disfavor particle growth through neutral-neutral reactions between closed-shell members,
which require large activation barriers; however, reactions involving radicals and ions pro-
ceeding through small or submerged energetic barriers have been shown to produce complex
nitrogen-containing molecules [79–82]. Ion-molecule chemistry between atomic nitrogen and
cyclic precursors can generate nitrogenated polycyclic aromatic hydrocarbons (PANH) [83,
84], and cyclization reactions of smaller nitrogenated and hydrocarbon species are also quite
possible [78, 85].

A planetary body of particularly rich nitrile chemistry is the ionosphere of Titan, Saturn’s
moon. Titan’s dense atmosphere, composed primarily of nitrogen (94 - 98%) and methane
(1.8 - 6.0%) [86], is exposed to UV and extreme-UV radiation as well as energetic electrons
from Saturn’s magnetosphere [86]; this particular combination favors molecular interactions
involving and producing nitrogen-containing molecules. Understanding processes occurring
in Titan’s atmosphere that could lead to complex nitrogenated organics is important for
species identification both here and in molecular clouds, and these may mimic reactions that
took place in a primitive Earth environment.

The recent Cassini-Huygens mission, equipped with an ion neutral mass spectrometer
(INMS), performed a fly-by of Titan and collected data on neutral, cationic, and anionic
species up to several hundred daltons in size [87–91]. Accurate identification of new nitrogen-
containing species in remote environments such as the atmosphere of Titan is experimentally
difficult, and often relies on theoretical groundwork when existing molecular information is
limited. Here, we explore the lower mass end of the INMS readings (<100 daltons), and
specifically direct our investigation to the measured signal at m/z 66 [92–95]. There are
several stoichiometries that could potentially contribute to this mass peak (e.g. C4H4N
, C2N

–
3 , C5H

+
6 , C3H2N2, etc. [95–98]), belonging to hydrocarbons or nitriles due to the

atmospheric composition. We choose to focus our attention on isomers of the empirical
formula C4H4N due to its potential to form heterocyclic ring structures.

Similar characterizations of C4H5N and C4H3N isomers have been performed to identify
energetically favorable arrangements [99, 100]. For example, C4H5N is by far most stable
in ring form as pyrrole [100]. This aromatic 5 membered ring contains 6π electrons; the
apical nitrogen is sp2 hybridized in the molecular plane, leaving its lone pair to delocalize
into the aromatic system. Linear species of C4H3N (isomers of which have been detected in
the interstellar medium [101–103]) have been studied by Custer et al. [99], who found that
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methylcyanoacetylene CH3CCCN was the most stable isomer of those tested. The preferred
structures of each chemical formula are good indicators of which isomers are most likely to
be present in cold extraterrestrial environments.

Changes in the electronic structure of these molecules influence isomer stability and reac-
tivity. Multiple potential energy surfaces are available to C4H4N depending on the mechanism
of formation: anionic or neutral radical species may form via deprotonation or dehydrogena-
tion of cyclic C4H5N, while protonation of C4H3N leads to cationic C4H4N

+. In the open-shell
radical or closed-shell ionic form, molecules such as C4H4N are especially reactive and could
initiate reactions producing the larger heterocyclic structures that compose biomolecules.
Reactions involving pyrrole and pyridine (the six-membered aromatic analog) have been
experimentally probed in this vein [79, 80, 104].

Because chemistry in cold extraterrestrial environments is driven primarily by radical-
radical and ion-radical reactions (as well as those between a closed shell species and an ion or
radical), characterizing C4H4N in different electronic states will help us identify which species
are likely to participate in pathways leading to biologically relevant molecules. Thus, we
present a systematic exploration of select C4H4N isomers in their cationic, anionic, and radical
forms. The relative stability of these structures in each electronic state is discussed, as well as
select formation routes via the uni-molecular or bi-molecular reactions of available species.
By characterizing C4H4N, we produce structures that will narrow the field of candidate
molecules that may contribute to the observed mass data from Cassini INMS, and thus
help guide the identification of new species. In the process, we hope to also gain a better
understanding of how unique cationic, anionic, or radical isomers could contribute to the
synthesis of complex organics. This will help us understand not only processes occurring in
the rich atmosphere of Titan or that of early Earth, but also in cold molecular clouds where
nitrogen-containing molecules may form in the gas phase and deposit onto the cold grains
of meteorites for delivery to planetary bodies.

2.2 Methods

Seven isomers of C4H4N (see Chapter 2.3 for optimized radical structures, which deviated
the least from starting geometries) were chosen based on their presence in both the chemical
physics and combustion literature [100, 105–107]. Though we recognize that these seven
isomers are not fully representative of all possible configurations, the number of species was
limited to likely low-energy structures to lessen computational cost and focus on adequate
characterization of individual species. Full geometry optimizations were performed for struc-
tures of all seven isomers and several relevant precursors using unrestricted density functional
theory (DFT), a widely used method for quantum mechanical calculations by virtue of its
impressive accuracy at low computational cost. Our DFT calculations were performed on
an ultra-fine integration grid of 99 radial points and 590 angular points. Optimizations of
starting structures A-G were performed using the ωB97X-V functional [27]. The range-
separated hybrid ωB97X-V has been shown to out-perform many other existing functionals
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for calculations on numerous relevant systems [108–111]. Inclusion of range-separation helps
mitigate the infamous ’self-interaction error’ inherent to DFT, which can lead to inaccuracies
in energetics, especially in radical systems such as the ones studied here [112, 113]. Each
structure was allowed to relax from the initial geometry on the appropriate potential energy
surface: anion, neutral radical, and singlet cation. Isomers are referred to by distinguishing
letter and charge symbol hereafter (e.g. A–, A , and A+ for anionic, neutral radical, and
cationic isomer A).

Cationic and radical isomers were optimized with ωB97X-V in the cc-pVTZ basis. Be-
cause the use of diffuse functions is generally recommended for DFT calculations involving
anions, anionic structures were optimized using the larger aug-cc-pVTZ basis set. Inclusion
of sufficient diffuse functions in aug-cc-pVTZ better captures the ’tail behavior’ of atomic
orbitals farther from the atom’s nucleus, a crucial feature for structures with excess electron
density [114]. Natural Population Analysis [115] was performed using ωB97X-V in aug-
cc-pVTZ. To confirm that the equilibrium geometries of the isomers were indeed minima
and obtain zero point energies, vibrational frequency analyses were performed for cations
and radicals at the ωB97X-V/cc-pVTZ level, and for anions at the ωB97X-V/aug-cc-pVTZ
level. Vibrational constants and intensities are provided in the Supplemental Information
(Appendix A). Because the accuracy of the isomer energies was crucial for the purposes of
this study, single-point energies were calculated for isomers A-G of the cation, radical, and
anion at the coupled cluster level, including up to triple excitations using CCSD(T) [116].
In conjunction with second-order Møller-Plessat perturbation theory with the resolution of
the identity approximation (RI-MP2) [117, 118] in progressively larger basis sets, energies
were extrapolated to the complete basis set limit (CBS) using the following scheme:

E(CCSD(T )/CBS) =

E(HF/cc−pV 5Z) + Ecorr(RI−MP2/CBS3,4,5)+

Ecorr(CCSD(T )/cc−pV TZ)−
Ecorr(RI−MP2/cc−pV TZ)+

ZPE(ωB97X−V/cc−pV TZ)

Here, the Ecorr(RI−MP2/CBS3,4,5) term contains the complete basis extrapolation using
cc-pVTZ through cc-pV5Z:

Ecorr(RI−MP2/cc−pV NZ) =

Ecorr(RI−MP2/CBS3,4,5) + AN−3

The variable N corresponds to the basis set cardinal number [119], which here is 5. For
anionic structures, the same scheme was followed using aug-cc-pVNZ.

In exploring potential formation pathways of the lowest-energy structures, the freezing-
string method was utilized to generate a guess for transition state structures [120]. Once a
suitable transition state was located, its initial structure and Hessian were further improved
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using the partitioned-rational function optimization eigenvector following method [121]. All
this is done in ωB97X-V with cc-pVTZ or aug-cc-pVTZ as individually indicated.

All calculations were performed using the Q-Chem 5 software package [122].

2.3 Results and Discussion

Anionic isomers

Figure 2.1 shows the energetic ordering of structures on the closed-shell anionic potential
energy surface.
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Isomer
(Formula)

Structure
Relative
Energy

A–

(c C4H4N)
0.00

E–

(CH3CCHCN)
33.28

B–

(c Cα C3H3NH)
36.59

D–

(CH2CCH2CN)
42.72

C–

(c Cβ C3H3NH)
46.91

F–

(CH2CCHCNH)
56.34

G–

(CH2CHCCHN)
84.26

Figure 2.1: Structures of C4H4N in the closed-shell anionic state. Isomer (A–) was found to be the
energetic minimum, stabilized by a favorable 6π aromatic electron arrangement. Energetic

differences are calculated with respect to (A–) in kcal/mol.

The energetic differences of the anionic isomers were computed with respect to cyclic
isomer (A–), which was found to be the most stable structure (energetic minimum). Elec-
tronically, (A–) is isoelectronic to pyrrole. Pyrrole and C4H4N

– are aromatic heterocycles,
each with a total of 6π electrons; four π electrons are contributed by carbon atoms in the
conjugated 5-member ring, and the remaining two are donated from the nitrogen’s lone pair.



CHAPTER 2. THE CATION, ANION, AND RADICAL ISOMERS OF C4H4N 26

In neutral pyrrole, the nitrogen atom has an in-plane trigonal configuration, bonding to
the surrounding α carbons and a single hydrogen; the remaining lone electron pair occupies
2pz out-of-plane, contributing to the 6π aromatic ring system [123]. Deprotonation of pyrrole
occurs at the apical nitrogen, as the electronegativity difference between N and H makes this
proton the most acidic. In the anionic C4H4N (structure (A–)), the aromatic configuration
is retained. Due to this favorable electronic arrangement, isomer (A–) is by far the favored
structure on the anionic surface - the second lowest energy structure (E–) lies 33 kcal/mol
above (A–) in energy and is quasi-linear, stabilized by several resonance structures. Most of
the negative charge in (E–) is localized on the carbon at which the molecule sharply bends;
because of (E–)’s shape, electron density centered on this carbon is spatially separated from
the lone electron pair on nitrogen, decreasing steric interactions between the respective elec-
tron clouds. To the point, cyclic (B–) (deprotonated at the α carbon) is slightly destabilized
by comparison.

Figure 2.2: Bond lengths (I.) and Natural Charges (II.) for anionic (A–) calculated in ωB97X-V
/aug-cc-pVTZ. Charges indicated on carbon atoms are a sum of the C H moiety. The aromatic
nature of the ring leads to a planar structure with lengthened Cα Cβ and slightly shortened

Cβ Cβ and Cα N (compared to pyrrole).

Figure 2.2 shows bond lengths and natural charges in anionic isomer (A–), the global
minimum for this set. The 6π aromatic conjugation of the structure results in a shortened
1.416 Å Cβ Cβ (vs 1.424 Å), a lengthened 1.397 Å Cα Cβ (vs 1.371 Å), and shortened
1.357 Å Cα N (vs 1.370 Å) bond (compared to those in neutral pyrrole), culminating in a
planar structure with C2v symmetry. These slight deviations from parent pyrrole (optimized
at the same level of theory) are due largely to the extra electron density of the anionic lone
pair atop the apical nitrogen, which also drives the 109.7◦ Cα N Cα angle in pyrrole to
a more acute 105.0◦ in deprotonated (A–). Natural charges reflect the spread of electron
density across the ring, with negative charge centered mostly at nitrogen as expected, but
also distributed in a good proportion to the β carbons.

Structural stability depends highly on the deprotonation site in the anionic C4H4N cyclic
isomers. Deprotonation of the heteroatom to form (A–) is clearly the most favorable process
- as discussed previously, the distinct difference in electronegativity along the N H bond
makes this proton highly acidic. Deprotonation at an α or β carbon in the ring is com-
paratively more difficult, despite the similarities in N H and C H bond enthalpies (both
338 kJ/mol [124]). Structures (B–) and (C–) (with C H bond cleavage at α and β sites,
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respectively) lie over 35 kcal/mol higher in energy than (A–). Deprotonation at the α carbon
in (B–) is preferred over a similar process at the β site in (C–), with the latter relatively
destabilized by about 10 kcal/mol. In general, electrophilic substitutions to five-member
heterocyclic rings favor attack at the α carbon. Compared to the β site, substitution at the
α carbon leads to a greater number of intermediate resonance structures, allowing for more
facile charge delocalization and a more stabilized product [125]. Due to this effect and the
proximity of the electron-withdrawing heteroatom, the hydrogen atom at the α carbon is
more acidic than that at the β carbon, favoring α deprotonation of the cycle. These effects
stabilize (B–) relative to (C–).

Radical isomers

For the radical electronic configuration, (A ) is once again found to be the global minimum
as shown in Figure 2.3. Interestingly, quasi-linear isomer (E ) is nearly equivalent in energy
to cyclic radical isomers (B ) and (C ), which all lie approximately 25 kcal/mol above (A )
in energy. The relative energetics of isomers (B ) and (C ) with respect to (A ) indicate that
the location of the radical electron influences heterocycle stability. With the exception of
(E ), other linear and semi-linear isomers of C4H4N are found to be subsequently higher in
energy than their cyclic counterparts on the radical PES, though with energetic differences
less dramatic than in the anionic case.



CHAPTER 2. THE CATION, ANION, AND RADICAL ISOMERS OF C4H4N 28

Isomer
(Formula)

Structure
Relative
Energy

A
(c C4H4N)

0.00

C
(c Cβ C3H3NH)

24.72

E
(CH3CCHCN)

24.79

B
(c Cα C3H3NH)

25.12

D
(CH2CCH2CN)

28.81

F
(CH2CCHCNH)

44.29

G
(CH2CHCCHN)

53.91

Figure 2.3: Structures of C4H4N in the radical configuration; relative energies are calculated with
respect to (A ) in kcal/mol. Similar to the anionic state, (A ) is the lowest energy structure.

Though electron removal has resulted in loss of complete aromaticity, (A ) still benefits from some
delocalization of the remaining 5π electrons over the ring.

Recent calculations performed by Sah et al. on a variety of five-membered heterocyclic
species found that radicals centered at the heteroatom were favored over those located on
nearby α or β carbon atoms - unpaired electrons on heteroatoms can delocalize across the
π orbitals of the ring more easily [105]. For dehydrogenated pyrrole species (C4H4N ), these
authors optimized heteroatom, α carbon, and β carbon centered radicals (corresponding to
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our (A ), (B ), and (C )) at several levels of theory, and our computed energetic differences
are in good agreement.

The particular stability of (A ) can be rationalized in a way similar to the anionic analog.
Recall the nature of the apical nitrogen - in both pyrrole and the aforementioned anionic
counterpart, N is sp2 hybridized and maintains a trigonal configuration within the molecular
plane. In anionic (A–), nitrogen has two electron pairs. One occupies the 2py orbitals to
maintain the sp2 arrangement, and the other resides in 2pz out of the molecular plane,
contributing to the aromatic ring system. (A–) is isoelectronic to cyclopentadienyl anion,
which has degenerate π molecular orbitals due to the D5h symmetry of the molecule [126].
However, inclusion of a nitrogen atom in the ring reduces the overall symmetry to C2v in
pyrrole and (A–), and the π orbitals are no longer energetically degenerate [127]. Due to
their hybridization and non-participation in the π system, nitrogen’s 2py orbitals lie lower in
energy than the 2pz orbitals. Because of this, electron removal from (A–) to form the radical
(A ) occurs from 2pz - this disturbs the aromaticity of the cycle, but the radical electron can
still delocalize over the ring, resulting in a pseudo-aromatic 5π arrangement. Considering
the stabilization of 2py and the observation that (A ) suffers no distortion from the x-y plane,
it is reasonable to assert that the unpaired electron of the radical occupies 2pz and the lone
pair of 2py remains intact.

Figure 2.4: Comparison of molecular orbitals and electron configuration between (A–) (left) and
(A ) (right). The HOMO of anionic (A–) is similar to the SOMO of the corresponding radical
species, indicating electron removal from the anionic occurs from 2pz orbitals on nitrogen that
contribute to the π system. The 2py orbitals are largely undisturbed and contribute to the

planarity of (A ).

The orbitals shown in Figure 2.4 support this picture. The highest occupied molecular
orbital (HOMO) of anionic (A–) and singly occupied molecular orbital (SOMO) of radical
(A ) show similar shapes, indicating a similar contribution from the atomic orbitals.
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The molecular orbitals of these heterocycles and their occupations have been previously
appraised; Gianola et al. investigated the electronic structure of pyrrolide anion and its
corresponding radical in detail, noting the clear bonding character between α and β car-
bons [127]. In our systems, this interaction is particularly strong in the anion, and removal
of an electron to form the radical reduces bonding character. This manifests as a slight
lengthening of the central Cα Cβ bonds highlighted in Figure 2.5. Though these structural
changes occur due to the loss of aromaticity in radical (A ), decreased interaction between
α and β carbons does not completely destabilize the ring.

Figure 2.5: Bond lengths (I.) and Natural charges (II.) for radical (A ) calculated in ωB97X-V
/cc-pVTZ. Charges indicated on carbon atoms are a sum of the C H moiety. Electron removal
from anionic (A–) has disrupted the aromaticity of the heterocycle, inducing small structural

changes in the radical and reflecting the depletion of bonding character between α and β carbons.

Figure 2.5 shows the bond lengths and Natural charges of isomer (A ) in the radical
configuration. Though (A ) is pseudo-aromatic and stabilized on the radical surface, the loss
of complete aromaticity is reflected in the bond lengths and charge distribution.

Stretching and shortening of bonds in radical (A ) reflects fluctuations of electron density.
Compared to anionic (A–), there is a slight lengthening of the 5-member heterocycle, as the
Cα Cβ bonds stretch by 0.059 Å while Cα N and Cβ Cβ shorten by 0.017 and 0.061 Å
respectively.

While the loss of bonding character between α and β carbons manifests in Cα Cβ

lengthening, the apical Cα N Cα angle remains nearly unaltered from the aromatic anion
ring at 104.6◦, indicating that the position of the lone pair atop N remains undisturbed and
providing further support for the proposed 5π electronic arrangement.

As shown in Figure 2.5 II., charge differences between ring atoms have become more
pronounced than in the anionic case of (A–). These changes in charge distribution go hand-
in-hand with the altered bond lengths. Stretching of Cα Cβ in (A ) brings the p orbitals
of the α carbons closer to nitrogen, donating some of their electron density to the more
electronegative atom. As a consequence, α carbons have taken on a noticeable positive
charge, and are quite charge separated from their neighboring nitrogen.

The β carbons of (A ) pull closer together at a distance nearing that of a carbon-carbon
double bond. Like the α carbons, β carbons have become more positive than nitrogen (by
0.48 charge units, versus their 0.36 charge unit difference in (A–)). Though the effect is
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less drastic, α and β carbons themselves are charge separted to a greater degree as bonding
character between them decreases.

Additionally, spin density delocalization contributes to the stability of (A ) and helps
explain the relative stabilities of cyclic isomers (B ) and (C ). As shown in Figure 2.3, there
is a ∼25 kcal/mol difference in energy between (A ) and the other cyclic isomers, though (B )
and (C ) less than 1 kcal/mol apart. This is in contrast to anionic (B–) and (C–) isomers,
which were energetically separated by about 10 kcal/mol (with relative stabilization of (B–)).

Figure 2.6: Spin densities calculated for isomers (A ), (B ), and (C ). Electron spin is relatively
delocalized in (A ), while it is highly localized for (B ) and (C ).

For dehydrogenation reactions of pyrrole to form the radical, acidity of the departing
hydrogen is less predictive of the preferred reaction site than it is for deprotonation reactions;
since isomers (A ), (B ), and (C ) are carrying a radical electron, spin densities help explain
some of the observed stability trends, shown in Figure 2.6. Highly localized electron spin
results in a very reactive species, while delocalized spin conversely stabilizes a structure [105].
Figure 2.6 shows the distribution of spin between the two α carbons in (A ), contributing to
the stability of the structure. Conversely, (B ) and (C ) show highly localized spin densities
at their respective dehydrogenation sites, and spin is localized to the same degree in each,
so α dehydrogenation is not particularly favored over the β site, and vice versa.

Cationic isomers

Removal of another electron from the C4H4N radical surface results in the singlet cationic
electronic configuration. Ionization is accompanied by more major shifts in the stability
ordering of these isomers shown in Figure 2.7.
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Isomer
(Formula)

Structure
Relative
Energy

F+

(CH2CCHCNH)
0.00

G+

(CH2CHCCHN)
25.28

A+

(c C4H4N)
26.40

C+

(c Cβ C3H3NH)
35.24

B+

(c Cα C3H3NH)
36.66

E+

(CH3CCHCN)
39.02

D+

(CH2CCH2CN)
39.53

Figure 2.7: Structures of C4H4N in the cationic state; relative energies are expressed in kcal/mol.
Heterocyclic (A), the global minimum on both anionic and radical potential energy surfaces, is
now reduced to an anti-aromatic arrangement with 4π electrons in the ring, destabilizing the

structure. The global minimum for the cationic surface was found to be (F+), a linear structure
reminiscent of cyanoallene.

Previously, cyclic (A) was found to be the global minimum on the radical and anionic
potential energy surfaces; however, in the cationic case, (G+) and (F+) are found to be lower
in energy. Similar to the anion/radical transition, transition from radical (A ) to the cation
can occur via electron removal from either the 2py or 2pz of nitrogen, and once again this
removal occurs from the higher energy 2pz orbitals. Nitrogen’s lone pair continues to occupy
2py and planarity is retained; however, (A+) is now left relatively higher in energy due to its
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anti-aromatic 4π electron arrangement.

Figure 2.8: Electronic configuration (I.), Natural charges (II.), and bond lengths (III.) for
cationic (A+). Charges indicated on carbon atoms are a sum of the C H moiety. Half-filled
orbitals contribute to the destabilization of this structure. In response,the Cα Cβ bonds

elongate to 1.518 Å, close to a typical C C single bond.

Cationic (A+) was found to be a transition state structure, and the now half-filled molec-
ular orbitals contribute to structural distortion that lowers the overall energy of the molecule.
Despite its stretched and strained structure, the singlet cation was found to be lower in en-
ergy than the triplet configuration, though the singlet-triplet gap is small (∼5.2 kcal/mol).

As shown in Figure 2.8, the Cα Cβ bonds have lengthened significantly compared to
aromatic pyrrole or anionic (A–), approaching the length one would expect from a C C
single bond. Since (A+) is now antiaromatic, the bonding character between α and β carbons
established for anionic and radical species [127] is disrupted completely. Similar phenomena
have been discussed in detail for the isoelectronic cyclopentadienyl cation [126, 128], another
planar C2v ring with modes of distortion leading to lower symmetry (more energetically
stable) structures [129].

The stabilization of (G+) compared to (A+) is slightly surprising - however, structural
strain within the three-membered ring is mitigated by electron delocalization, as the ring is
aromatic by the 4n+2 rule, where here n=0. In isoelectronic 3-membered carbocations such
as cyclopropenyl, structures are stabilized by delocalization of the 2π electrons residing in
the ring system, which can spread into empty 2p orbitals of the positively charged carbon
atoms [130, 131]. Azirinyl cation, a three-membered ring with an apical nitrogen atom, has
recently been investigated in the interstellar context and was found to be the most stable
structural isomer of the formula C2H2N

+ [132].
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Figure 2.9: Bond lengths (I.) and Natural charges (II.) for cationic (F+). Charges indicated on
carbon atoms are a sum of the C H moiety. This carbocation is of Cs symmetry, and is stabilized
by electronic donation from the neighboring nitrogen and C H σ bond to vacant p orbitals of the

positively charged carbon.

The global minimum on the singlet cationic surface was found to be (F+), a highly conju-
gated quasi-linear isomer with Cs symmetry. As shown in Figure 2.9, the unsaturated carbon
participating in the C N double bond (C2) carries most of the positive charge. Hypercon-
jugation and resonance contribute to the stability of this carbocation. The empty p orbital
on C2 can accept electron density from the nearby C H σ bond; this stabilizing interaction
results in a lower-energy electron occupancy versus the isolated positively charged p orbital.
Structurally, this manifests as the slight shortening of the C2 C3 single bond. Similarly, a
non-negligible amount of electron density from the lone pair on nitrogen interacts with the
C2 empty p orbital, again stabilizing the positively charged carbon atom and shortening the
C N double bond to a length approaching that of a C N triple bond.

Ionization energies and electron affinities

Table 2.1 shows the adiabatic electron affinities and ionization energies of all isomers studied
here as compared to the radical form in units of eV. Unsurprisingly, electron attachment
to radical (A ) forming anionic (A–) is highly favorable, as this leads to 6π electrons in the
ring. Energetic stabilization through anion formation decreases with structural stability of
the anionic isomer. Electron affinity for isomer (F ) was not included in this table due to
the significant structural rearrangement that occurs upon electron gain (See e.g. Fig. 2.1 or
Fig. 2.3 for comparison between the structures).
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Table 2.1: Adiabatic electron affinities and ionization energies (eV) relative to the radical species
for all isomers, calculated using single point energies (CCSD(T)/CBS) of all isomers. All species
(except perhaps G) are stabilized by electron gain. Ionization of radical (A ) requires significant

energy, while ionization of radical (F ) is markedly more feasible.

Isomer EA IE

A 2.21 9.20
B 1.68 8.54
C 1.18 8.48
D 1.57 8.51
E 1.80 8.67
F — 6.05
G 0.83 6.67

An interesting trend has emerged regarding ionization states of isomer (F). On the anionic
surface, previously linear (F) rearranges to adopt a central 3-membered ring, promoting
delocalization of negative charge. These structural adaptations require significant energy. In
contrast, ionization to the cationic state supports the original linear arrangement.

Astrochemistry Implications
In the previous sections, we calculated low-energy structures of cationic, radical, and

anionic isomers, providing a structural starting point for further identification of species
that may be present in Titan’s atmosphere and elsewhere. Providing highly accurate ro-
vibrational data using theoretical methods for use in conclusive species identification is a
challenging prospect [133, 134], and though accurate structures provided here may be used
for this purpose, producing high-accuracy ro-vibrational data is not our ultimate goal in
this work. However, because calculated vibrational frequencies and intensities in addition
to molecular structures are still useful to provide astronomers with a solid foundation for
deconvoluting measurable ro-vibrational data from small molecules, we provide vibrational
frequencies and intensities for the energetic minima of each C4H4N state in the SI.

Small nitrogen-containing molecules such as C4H4N may be found in molecular clouds or
in the ionospheres of planetary bodies such as Titan, and perhaps even existed in the young
atmosphere of our own Earth long ago. In Titan’s nitrogen-rich atmosphere, many energy
sources are available to initiate the formation of radicals and ions, including short wavelength
ultraviolet (UV) radiation, extreme ultraviolet radiation (EUV) and an energetic flux of
electrons from Saturn’s magnetosphere [86]. Nitriles produced in the upper atmosphere
through photochemistry involving N2 and CH4 [135–137] presumably combine through ion-
neutral or radical chemistry to form more complex species, contributing to the organic haze
surrounding this planetary moon [138].

Here, we investigate several relevant formation pathways leading to ions of C4H4N and
their preferred structures.
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Astrochemical Implications - Anion species

The Cassini-Huygens mission identified a number of nitrogen-containing anionic species in
Titan’s atmosphere, including anions of this molecular weight (m/z = 66) [95]. Though cyclic
species such as isomers (A), (B), and (C) have yet to be unambiguously observed in the gas
phase, precursors such as pyrrole and other N-heterocycles have been detected as products
in plasma-discharge, H-NMR, and other experiments performed in Titan-like conditions or
on tholin mixtures [139, 140].

With these observations in mind, the presence of pyrrole (C4H5N) in Titan’s haze (or
elsewhere in the interstellar medium) cannot be discounted, and we thus consider the direct
formation of anionic (A–) from this hydrogenated five member ring to be a viable possibility.

Figure 2.10: Formation of anionic (A–) from pyrrole via photodissociation. Dehydrogenation of
the apical N follows excitation via energetic UV radiation, and electron attachment yields the

stable anionic isomer.

Figure 2.10 depicts the formation of anionic (A–) through photodissociation of pyrrole
and subsequent electron attachment. The photofragmentation and dynamics of excited state
pyrrole have been extensively studied [141–152](and references therin). Irradiation of ground
state pyrrole (S0 (1A1)) at wavelengths from 238-250nm (corresponding to photons of energy
>4.8eV) excites the molecule into the 1πσ* (1A2) excited state from which hydrogen atoms
are ejected quickly with high kinetic energy, yielding the ground state radical (A ) [141, 151,
152]; though this is formally electric-dipole forbidden, this mode intensifies by borrowing
vibrational energy from higher energy states [143, 151]. At shorter excitation wavelengths,
ejection can also occur after direct excitation to the 1ππ* state (1B2), which accesses the
1πσ* (1A2) energetic state via a conical intersection [142, 151]. Slower hydrogen ejection can
occur from a ”vibrationally hot” pyrrole ground state S0, where additional energy is dispersed
to the many vibrational modes of the heterocycle [143, 151, 152]. In Titan’s atmosphere,
long wave UV radiation (>155nm) pierces down to intermediate altitudes (nearing 500km),
providing an adequate energy source for the photodissociation of pyrrole.

After formation of the ground state radical (A ), the high electron affinity of this species
(see Table 2.1) makes it a good candidate for thermal electron attachment. Processes such
as radiative electron attachment (REA) have been investigated as a viable pathway to anion
formation in Titan’s atmosphere [153]. With many vibrational modes to disperse excess
energy, (A ) could efficiently form (A–) through this process, depicted in the second step
of Figure 2.10. Additionally, the atmosphere is dense enough [92] to support third body
interactions that may assist in diffusing the newly formed molecule’s energy.
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Figure 2.11: Schematic reaction path to anionic (A–) via CN– and CH3CCH. Both propyne and
cyano anion have been detected in Titan’s ionosphere, and could feasibly react to produce anionic

(A–). The desired product (A–) is stabilized relative to reactants by over 50 kcal/ mol.

Alternatively, formation of anionic (A–) is possible through recombination of smaller hy-
drocarbon species. Figure 2.11 shows the energetic profile for reaction between CN– and
propyne. Though barrier heights for cyclization were not calculated, anionic (A–) is sta-
bilized by more than 50 kcal/mol compared to the reactants alone. Both precursors have
been detected in molecular clouds [154, 155] and more recently in Titan’s atmosphere: the
signatures of various negative ions including CN– were observed by Cassini-Huygens [88, 89]
and heavier hydrocarbons including propyne have been detected at lower altitudes [156].
Though accurate densities for many anionic species are not readily available, several models
calculate cyanide anion to be ubiquitous in the ionosphere [153]. Chemical reactions between
this species and available hydrocarbons could lead to more complex anionic nitriles such as
(A–).
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Figure 2.12: Schematic pathway to anionic (A–) via CN and CH3CCH. The presence of CN in
Titan’s ionosphere is predicted by several models to be significant. Reaction between this radical

and propyne, could proceed similarly to the reaction depicted in Figure 10, with electron
attachment to an intermediate species to form the desired product, which is stabilized by nearly

140 kcal/ mol.

Formation of anions such as (A–) through electron attachment to radical species is also
possible. Reactions of radicals proceed rapidly through small or negligible barriers [81],
which is crucial in the cold environment of Titan’s atmosphere or dense molecular clouds.
Reactions of CN with propyne (shown in Figure 2.12) and other small hydrocarbons have
been characterized experimentally [157], though heterocycle formation is not discussed in
these works. Thermal electron attachment to an intermediate in the reaction pathway could
potentially lead to anionic C4H4N (A–) under appropriate conditions.

Astrochemical Implications - Cationic species

Positively charged ions are also ubiquitous on Titan and in other extraterrestrial environ-
ments. The aforementioned energy sources (solar radiation and energetic electrons from
Saturn’s magnetosphere) ionize N2 and CH4, the main constituents composing the upper
atmosphere. These ions react with neutrals to create a variety of charged hydrocarbon
species.
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Molecular mass data obtained during the fly-by of Titan includes traces linked to cations [92–
94] - the mass peak appearing at m/z 66 has been investigated by several models [138, 158],
and is assigned by some to be CH2CCHCNH+, our isomer (F+). Because we found (F+) to
be the global minimum cationic structure in our calculations, we propose that isomer (F+)
is quite likely to contribute to this signal.

Cationic isomers of C4H4N such as (F+) could be interesting precursors to larger struc-
tures. As shown by values in Table 2.1, ionization to the cationic state requires significant
energy, but sources of radiation are plentiful in this environment and ions are readily formed
from their parent neutrals. Several potential reaction pathways have been included in models
for cationic C4H4N . [138, 158]

One likely formation route to (F+) is through protonation of allenyl cyanide (cyanoal-
lene, CH2C2HCN ), which has been detected in the interstellar medium [101] and is predicted
in Titan’s ionosphere. Isomers of the empirical formula C3H3N are most stable as methyl-
cyanoacetylene (CH3CCCN), but cyanoallene (CH2C2HCN, direct precursor to (F+) only lies
about 2.4 kcal/mol higher in energy [99]. This species has also been detected extraterrestri-
ally near the Taurus Molecular Cloud (TMC-1) [102, 103].

Figure 2.13: Schematic representation of cyanoallene formation via the reaction of propyne
(CH3CCH) and cyano radical (CN ). The relevant transition state has been characterized by

Balucani et al. and occurs through a submerged energetic barrier. This reaction is exothermic by
about 18 kcal/mol, in good agreement with the aforementioned calculations. Structures were here

optimized and energies calculated at the ωB97X-V /aug-cc-pVTZ level of theory.
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The formation of cyanoallene may occur through reactions between precursors discussed
above, namely propyne (CH3CCH) and cyano radical (CN ). The reaction of cyano rad-
ical with propyne has been investigated experimentally and theoretically [159]. Balucani
et al. used a combination of crossed beam experiments and ab initio calculations to char-
acterize products and transition states. Reaction of cyano radical with CH3CCH to form
products including CH2CCHCN (cyanoallene) is barrierless and exothermic overall [159].
When examined at the ωB97X-V /cc-pVTZ level of theory, the geometries and energetics of
key structures along this reaction path (shown in Figure 2.13) are in good agreement with
Baculani’s calculations.

Because the reaction depicted in Figure 2.13 is barrierless, it could feasibly occur in the
cold environments of Titan’s atmosphere or molecular clouds. Formation of isomer (F+)
(CH2CCHCNH+) from cyanoallene would simply require protonation of the neutral species.
Due to their high proton affinities, nitriles are good acceptors for H+ [158].

Figure 2.14: Protonation of cyanoallene to form isomer (F+). The excess energy may be emitted
as a photon, or dispersed via collisions with a third body in the dense atmosphere of Titan.

Structures were here optimized at the ωB97X-V /aug-cc-pVTZ level of theory.

Figure 2.14 shows the protonation of cyanoallene to form isomer (F+). Cyanoallene has
a high proton affinity (over 8eV). Excess energy resulting from this process could be emitted
as a photon from isomer (F+), or be dispersed through third body interactions in the dense
atmosphere of Titan.

2.4 Conclusions

In this work, we have investigated isomers of C4H4N in cationic, neutral radical, and anionic
states to determine the structures of C4H4N that could be present in Titan’s atmosphere
or molecular clouds. We found the energetic ordering of isomers to change with electronic
state; that is, the most stable structures for anionic isomers were different from those same
configurations on the cationic PES. For anionic species, the global minimum was found to be
(A–). This cyclic isomer, analogous in structure to deprotonated pyrrole, is an aromatic ring
containing six π electrons. Negative charge is well distributed between the electronegative
nitrogen atom and β carbons of the ring. On the radical PES, (A ) remains the most
stable isomer, preserving a quasi-aromatic five π arrangement after electron removal from
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the anion. Lengthening of the central Cα Cβ bonds occurs as bonding character between
α and β carbons decreases. Electron density again centers on the apical nitrogen and β
carbons, though charge discrepancy between ring members is more pronounced.

Upon ionization to the cationic state, structural trends in stability present for anionic
and radical isomers change notably. Previously stable (A) now has only four π electrons
in the cationic ring, creating an unfavorable anti-aromatic arrangement. In contrast to the
anionic and radical species, linear isomer (F+) was found to be the global minimum on the
cationic surface. Hyperconjugation contributes to the stability of this structure, and the
terminal nitrogen can donate electron density into empty p orbitals of the carbocation.

(A), the most stable C4H4N isomer of those studied here for anions and radicals, could
form through numerous feasible mechanisms. Though the presence of N-heterocycles such as
pyrrole is unconfirmed in Titan’s atmosphere or the interstellar medium, photoexcitation of
pyrrole leads to homolytic dehydrogenation of the apical nitrogen, leaving the ground state
radical (A ). Radiative electron attachment to this species, which has a high electron affinity,
would result in the aromatic (A–). Other pathways, such as cyclization reactions between
CN and propyne, could similarly lead to (A–) or (A ). We found that one such pathway in-
volving CN– was not particularly feasible, as it passed through high energy transition states
and intermediates over the course of cyclization. However, a similar reaction involving radical
chCN.wasnothinderedinthisway.Allbarriersweresubmergedbeneaththeenergyofreactantsfortheradicalpathwayleadingto(

By characterizing C4H4N in anionic, radical, and cationic states, we identified lowest-
energy structures of each respective type that could be present in non-Earth environments.
We have found that anionic (A–) and cationic (F+) isomers are global minima on their
respective potential energy surfaces. Either of these species can form from reactions between
smaller molecules that are readily available in some interstellar environments such as dense
molecular clouds. Our work indicates that these ionic isomers of C4H4N may be synthesized
in Titan’s atmosphere and contribute to the molecular mass data collected by the Cassini
INMS. Given the reactivity of ionic species in this environment, molecules such as anionic
(A–) and cationic (F+) could go on to participate in the formation of complex organics.

Additionally, we’ve highlighted that the formation of these molecules through reactions
involving radicals can pass through submerged barriers, and are thus quite feasible in cold,
energy deficient environments. Radical (A), potentially formed via the radical-neutral path-
way shown in Fig. 2.12 could have similar reactivity to its precursors and is a very interesting
candidate to explore when contemplating the formation mechanisms of nitrogenated PAH.
Our results are a contribution towards better understanding species present and chemistry
occurring in the atmosphere of Titan (and perhaps that of early Earth), dense molecular
clouds, or other extraterrestrial sources. Further studies interrogating C4H4N and other
nitrogen-containing ions are needed to continue to probe the composition and chemistry of
Titan’s atmosphere and beyond.



42

Chapter 3

Hydrogen ejection from
hydrocarbons: Characterization and
relevance in soot formation and
interstellar chemistry

3.1 Introduction

Soot particles, composed primarily of carbon, are produced during the incomplete combus-
tion or pyrolysis of hydrocarbons and are released into the environment from sources such as
internal combustion engines, coal-powered industries, wildfires, after-harvest burning, and
cook stoves common in developing countries [160, 161]. Soot particles have detrimental ef-
fects on the environment, contributing to worldwide air pollution and global warming [160,
161]. They also present a significant hazard to human health, leading to cardiopulmonary
and neurological illnesses and deaths [162–165]. On the other hand, synthesized soot parti-
cles (carbon black) have a variety of useful commercial applications, particularly as a filler
to modify material properties [166, 167].

Soot formation begins with the production of molecular precursors, including polycyclic
aromatic hydrocarbons (PAHs). These molecular precursors, via as of yet incompletely char-
acterized processes,[168–171] form solid nanoscale (or sometimes larger) particles. For large
enough species, growth can occur via physical condensation of large PAHs held together
through van der Waals-type forces, while chemical linkage through covalent bond formation
is presumably required for the inception step associated with formation of the smallest parti-
cles. [172]. The structure and stoichiometry of these particles evolves as they undergo surface
growth and lose hydrogen to become more carbonized. Incipient particles can form loosely-
bound agglomerates [172]), which eventually evolve into mature soot particles (referred to
as aggregates). The process of particle inception alone is a complex balance of kinetic and
thermodynamic factors that existing chemical models cannot fully replicate [170, 171].
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Figure 3.1: Schematic illustration of the accepted steps beginning soot formation: (I) growth of
gas-phase precursors, (II) particle inception and (III) particle growth. Hot hydrogen ejection

(right inset) may speed reactions in radical-based mechanisms contributing to soot inception and
growth [171]. This process may also assist dimer stabilization, growth at radical centers, and

soot-particle inception.

Figure 3.1 depicts these generally accepted steps to begin soot formation. The coupling
between PAH growth and soot inception has been studied extensively; see e.g. Refs 170 and
173 for excellent reviews. There are numerous kinetic models for soot formation and particle
inception [169, 174–177], as well as physical condensation processes and reactivity studies
of PAHs [178–181]. However, despite decades of investigation, the detailed mechanisms
underlying these processes, particularly at inception, are not yet fully understood. [170, 171]
There are conflicting hypotheses for the events leading to (and following) particle inception
(step II in Figure 3.1). Most involve chemical condensation pathways via reactive PAHs, like
the recently proposed “clustering of hydrocarbons by radical-chain reactions” (CHRCR) [171]
mechanism. The CHRCR mechanism hypothesizes that radical-chain reactions involving
persistent resonance-stabilized radicals (RSRs) lead to clustering of species without depletion
of the radical pool (which is continually regenerated). Open-shell PAHs serve as clustering
centers at which particle inception may be initiated, which is in line with recent evidence
that small to medium sized PAHs may actually contribute to particle inception [182, 183]
(in contrast to previously held beliefs that only larger PAHs (e.g. pyrene, coronene, and
beyond) participate in these processes). Although a collection of theoretical and experimental
evidence supports this mechanism [171, 184–191], it has yet to be fully validated.

In mechanisms such as CHRCR, growth paths to larger hydrocarbons and hydrocarbon
clusters require effective dehydrogenation to propagate the fast growth of molecular precur-
sors or to generate RSRs that may be important during inception. What is the preferred
method of dehydrogenation for these RSR-fuel adducts? Bimolecular abstraction by a radi-
cal, or unimolecular C-H bond fission using internal energy to eject a hydrogen atom are the
two principal candidates.

Growth models such as HACA (Hydrogen Abstraction - Carbon (acetylene) Addition),
widely regarded as an essential mechanism in combustion chemistry, rely on bimolecular
abstraction of H atoms from precursor molecules (such as PAHs) by small radicals [171, 192,
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193]. The rates of such processes are bounded by the collision frequency between the reac-
tant and the abstracting radical. Molecular growth in CHRCR and other models involving
covalent clustering requires repeated H abstractions and therefore necessitates persistently
high local concentrations of abstractors. Furthermore, the reverse process of radical (often
hydrogen) addition to a newly dehydrogenated species occurs at a similar rate as abstrac-
tion [193]. Experimental results have even suggested that concentrations of small radicals
are inversely related to soot-volume fractions under soot formation conditions [194–196], im-
plying that radicals such as H may directly affect or be affected by soot growth. In hot,
dense regions of the flame where radicals are readily available, abstraction is likely to be the
major player; however, in regions where radicals are depleted (i.e. the post-flame region, or
for hydrocarbon growth in extremely sparse environments such as the interstellar medium,
other mechanisms may be needed that do not rely so heavily on two-body collisions.

The alternative dehydrogenation mechanism to abstraction is ejection (unimolecular C-H
bond fission) of H atoms from hot (or excited) molecules. Such processes dissipate excess
energy generated by covalent bond formation. Hydrogen loss from hydrocarbon intermedi-
ates in the combustion flame is certainly not a novel process, and has been acknowledged
in many other combustion mechanisms (see e.g. Refs 197, 198, 199); however, this essen-
tial process rarely receives attention as a key propogator pulling forward molecular-weight
growth, a role it may perform in mechanisms such as CHRCR [171], as attested by Johansson
et al. in their seminal paper. Thermal loss of H atoms from hydrocarbons is known to lead
to significant concentrations of atomic hydrogen in flames [194, 196, 200, 201]. Hydrogen
elimination through bimolecular reactions and unimolecular hydrocarbon decomposition is a
critical component of the pyrolytic cracking of hydrocarbon fuels and is one of the first steps
in ignition [196, 202–206]. Accurate representation of hydrogen-atom sources is important in
combustion models, particularly for predicting soot-precursor concentrations [192] and even
for soot surface growth [207]; however, reaction inventories included in chemical kinetic com-
bustion models are far from complete. Inclusion of vetted and validated chemical reactions
is drastically reduced in models that predict abundances of larger hydrocarbons (C9 and
above) and soot because of the computational cost and the sheer multitude of viable hydro-
carbons that may be present in combustion environments [177, 208]. It is thus important
to identify and include reactions that impact precursor and particle formation and growth,
and characterize dehydrogenation processes, both for combustion and interstellar reactions.
Several useful databases have already been compiled for quantities such as bond dissociation
energy using large-scale techniques such as machine learning (see e.g. Ref 209). Because
the generation of hydrogen atoms and chemical activation of stable species through abstrac-
tion [210, 211] are inexorably related, kinetic models for fuel combustion and soot formation
must be able to accurately predict H concentrations under a wide range of conditions.

Efficient dehydrogenation is also imperative for chemical growth reactions in the inter-
stellar medium (ISM). In fact, processes leading to PAHs in combustion environments are
often the blueprint for similar processes in the ISM [212]. Carbonaceous dust in the outflows
of asymptotic giant branch (AGB) stars may form through clustering of PAHs, analogous
to soot particle inception [212, 213]. In cold molecular clouds [214, 215] and planetary
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atmospheres (such as that of Titan [216, 217]), PAHs have been detected despite limited
sources of energy, low temperatures, and low pressures. Radical-radical and radical-neutral
reactions involving RSRs are often barrierless [213, 218, 219], and are likely to contribute
to the formation of larger PAHs in the ISM. This hypothesis once again begs the question
of how PAHs dehydrogenate to form reactive, open-shell species. Studies have shown hy-
drogen loss is a decomposition pathway following UV excitation in interstellar PAHs [212,
220, 221]. In the absence of sufficient abstractors to perform dehydrogenation in the ISM,
other processes must be at play to promote radical formation, and should be further studied
to understand the reaction pathways that lead to interstellar PAHs, and their subsequent
chemical evolution.

In this work, we revisit H ejection in the context of formation and conversion of hydro-
carbons large enough to serve as clustering centers for soot-particle inception or reactions of
interstellar RSRs. We report H ejection rates for selected open and closed-shell hydrocarbon
species and analyze how this process compares to H abstraction over a range of temper-
atures. Specifically, we focus on H ejection in the context of CHRCR pathways involving
RSRs associated with (but not limited to) this mechanism, and identify and tabulate trends
in C H bond strength and ejection rates based on hydrocarbon structure, which may be
useful for kinetic models. To complete the picture, we examine the role of H ejection in a pro-
totypical CHRCR reaction sequence modeling the formation of the RSR indenyl, and discuss
the competition of various decomposition pathways. Finally, we explore microcanonical and
canonical H ejection rate regimes that may be expected for various sizes of hydrocarbons.

3.2 Methods

All electronic structure calculations were performed in the methodological framework of
Kohn-Sham density functional theory (DFT) using the Q-Chem 5 software package [122]. Ge-
ometry optimizations and harmonic vibrational frequencies were obtained using the ωB97X-
V functional [27], a range-separated functional that is the most accurate of its class for main
group chemistry [222], and the def2-SVPD basis set [223]. Single point energies at the opti-
mized geometries were subsequently computed with ωB97X-V and the larger def2-TZVPD
basis set. To validate the good accuracy of our DFT methods, single point energies (and
corresponding H ejection rates) were calculated for species (V) using composite method
G4(MP2) [224]. We found our numerics to be in good agreement, please see the SI for
comparative values. Local exchange-correlation integrals were evaluated on an ultrafine in-
tegration grid consisting of 99 radial points and 590 angular points. Nuclear contributions to
the free energy were estimated using a modified quasi rigid-rotor harmonic-oscillator model
(RRHO)[225] with a cutoff of 100 cm−1. All energies are zero-point corrected using un-
modified, harmonic vibrational frequencies. To determine the transition state for concerted
H2 loss from V, the freezing string method [226] was employed to obtain initial structures,
followed by optimization of the resulting saddle point using the partitioned-rational function
optimization eigenvector following method [227] and verification via a frequency calculation.
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Thermal rate constants for H ejection were computed using variational transition state
theory with RRKM theory [228] (at constant T for canonical rates, and constant E for
microcanonical ones) for unimolecular reactions in the 500-2000K temperature range. Vi-
brational and rotational partition functions were computed within the harmonic oscillator
and rigid rotor approximations. We note that use of anharmonic frequencies was found to
have negligible impact for H ejection from propyne, indicating that the harmonic oscillator
approximation was adequate.

The total energy available to the system for microcanonical rate calculations was esti-
mated via Monte-Carlo sampling over the Boltzmann distribution for the translational and
vibrational degrees of freedom for the reactants at the chosen initial temperature. Through
this, we obtain a distribution p(E) where E is the total energy of the system. A rate constant
k(E) could be computed for each E via RRKM theory. The relevant numbers and densities
of state were computed with the Bayer-Swinehart direct count method [229]. Unaltered
harmonic frequencies were used without recourse to the quasi RRHO model. Afterwards,

the average rate could simply be computed as k =

∫
k(E)p(E)dE.

Structures and RRKM rates are available for each relevant molecule in the Supplementary
Information (Appendix B). Rate constants computed with MESMER [230] for hydrogen
ejection from species V are also available in Appendix B.
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3.3 Results and Discussion

Variations in C-H bond strengths

Bond Dissociation Energy (kcal/mol)

Figure 3.2: Bond dissociation energies for selected open and closed shell parent hydrocarbon
species - isomers are indicated by a roman numeral. Ejection is examined from free edge (FE) and
zig-zag (ZZ) sites, indicated in red. Breaking C H bonds to eject H from closed shell species is
quite energetically costly, but barriers are markedly smaller for open-shell species, diminishing to
between 25 and 50% of a saturated C H bond energy for species I-V. All energies are corrected

for zero-point energy (ZPE).

The stability and unreactivity of the C H bond is the raison d’être for the entire field of
C H activation.[231] While C H bond strength is viewed as a characteristic of the asso-
ciated bonding environment, values are typically quoted in the range between 85 kcal/mol
and 115 kcal/mol for closed shell molecules.[232] The strongest C H bond is 133 kcal/mol
for acetylene [233, 234]. By contrast, radicals sometimes have far lower C H bond energies,
as exemplified by the ethyl radical, at 36 kcal/mol [235, 236]. What are the implications for
formation and processing of RSR species? Figure 3.2 displays the energetic cost of homolytic
C H bond cleavage for a number of conjugated hydrocarbons, showing a tremendous range
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of bond energies. Notably, a few of these conjugated radicals have C H bond strengths
well below 30 kcal/mol. Several of these molecules (such as indene and cyclopentadiene)
are prominent species involved in combustion reactions [237–239]. Others are documented
or postulated intermediates or precursors leading to molecules commonly generated dur-
ing pyrolysis, and may give rise to open-shell species important for inception and growth
pathways driven by reactions of RSRs. C13H11 isomers IV and II are precursors to their
respective C13H10 counterparts 1H-phenalene [240] and cyclopentanaphthalene [241], which
have been detected in high yields during pyrolysis experiments [242]. Phenalenyl (C13H9),
an RSR indicated to be important for soot inception [171], follows from decomposition of
1-H phenalene [240, 243]. C9H9 isomers such as I, III, and V form as intermediates on the
path to indene [171, 244, 245].

The relative stability of R H and R + H determine C H bond strength via R H
R + H to create a radical product R or R H R + H to yield a closed shell product
R. Well-known factors such as the degree of substitution at the product radical site modulate
the characteristic C H bond strengths. The formation of a C C bond upon upon fission of
the weakest C H bond in C2H5 largely determines its very low bond strength. Aromaticity
in the closed shell product is the key driving force behind the weakest C H bond strengths
shown in Figure 3.2, consistent with the bond energy of 22 kcal/mol for C6H7 C6H6 +
H.[246] Apart from such effects, increasing the size of the hydrocarbon (or adding rings to a
PAH) generally has little effect on C H bond strength [247, 248]. For open-shell systems and
reactive intermediates, where H ejection can lead to formation of (relatively) stable, closed-
shell products, greater delocalization of electron density lessens (sometimes dramatically)
the cost of C H bond cleavage (Figure 3.2); in fact, within structural groups (ie C9H9

or C13H11), trends in decreasing C-H bond strength emerge based on the location of the
bond and the aromaticity of the local environment. The hydrocarbons presented above can
be roughly classified into three categories: small fuel molecules, larger radicals attributed to
CHRCR processes, and closed-shell precursors to PAHs. The rate of unimolecular H ejection
is strongly dependent on the strength of the C H bonds being broken.

Hydrogen ejection rates

H ejection rates (computed using variational transition state theory (VTST[249])) for various
species are presented here. The nature of the product influences the relationship between
C H bond strength and ejection rates. Figure 3.3b directly compares bond dissociation
energies related to ejection with ejection rates at 1600K; for the most part, larger values lead
to slower rates.
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(a) Canonical rates (k∞(T )) of hydrogen ejection for open and closed shell
hydrocarbon species as a function of temperature, showing cross-over with an
order of magnitude (OOM) abstraction rate estimate. The abstraction rate is
almost certainly an overestimate, and real abstraction rates will vary with

temperature.

(b) Rates of hydrogen ejection plotted on a logarithmic scale against
the free energy barrier to ejection.

Figure 3.3: Ejection rates as a function of temperature and bond dissociation energy. Ejection
occurs rapidly from ZZ sites of I-V, but more slowly from FE sites. For the most part, rates scale
with C H bond energies; C H bonds in multi-ring radicals break more easily than those in small

closed-shell species.
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C-H bond energies for many closed-shell hydrocarbons (such as cyclopentadiene [199,
250–253] and indene [254–258]) have been previously reported; these bonds are strong and
generally hard to break with thermal energy alone. Our computed BDE for cyclopentadiene
is in good agreement with previous literature [252, 253], adding confidence to the relative
accuracy of the bond strengths reported here. Propyne and cyclopentadiene must both
overcome high energetic barriers exceeding 80 kcal/mol to break a C H bond (Figure 3.2),
making H ejection from small closed-shell hydrocarbons difficult and slow even at elevated
flame temperatures. Temperatures as high as 2000 K are necessary to attain millisecond scale
ejection rates (Figure 3.3a), despite the formation of RSRs like propargyl and cyclopenta-
dienyl. Larger closed-shell species such as indene exhibit only slight increases in ejection
rates compared to their smaller relatives. Figure 3.3a shows that indene (C9H8) loses H to
form indenyl only an order of magnitude faster than cyclopentadiene. Though hot spots
in combustion flames may initiate H ejection from such species, the high energetic cost of
breaking this C H bond through thermal energy alone makes such a process less likely than
abstraction in most flame regions.

Certain circumstances and environments may influence the efficacy of hydrogen loss from
these species. In the interstellar context, photon absorption may incur hydrogen loss [259].
Particularly, electronic excitation of molecules can promote reactivity and decrease C-H bond
strength in some hydrocarbons as singly excited states essentially act as diradicals [181]. We
have found that triplet cyclopentadiene loses hydrogen easily; the free energy barrier for this
process has a magnitude of around 26 kcal/mol at 1600K, over 60% less than the cost of
H loss for ground state cyclopentadiene. A similar calculation on toluene produced analo-
gous results. This is certainly useful information when considering hydrogen loss processes
in the interstellar medium and in situations where molecules may have diradical charac-
ter. However, in the combustion context, the likelihood of forming such an excited state is
debatable.

In contrast to the smaller, closed-shell molecules, open-shell species have much faster
H ejection rates due to formation of extensively conjugated (typically aromatic) products.
The cases considered in Fig. 3.2 have much weaker C H bond strengths ranging from 20-56
kcal/mol, corresponding to the much faster H ejection rates depicted in Figure 3.3a.

Hydrogen ejection rates for open-shell C9H9 isomers (precursors to indene) are calculated
to be very competitive with abstraction even at relatively low flame temperatures, losing
a hydrogen atom several orders of magnitude faster than indene despite similar size and
composition. As temperature approaches 1600K, hydrogen ejection from the ZZ site of V
(studied in Ref. 171 as an intermediate in the CHRCR mechanism) occurs on the microsecond
timescale, several orders of magnitude faster than abstraction. Other isomers of C9H9 eject
even faster. III (accessible via a single H migration from V ) ejects hydrogen at a microsecond
rate at 1200K and I (an intermediate in the reaction of benzyl and C2H2 [244, 245]) loses
H even more rapidly with an extremely low free energy barrier to ejection from the ZZ site
(Figure 3.3b).

As demonstrated for I and V, there is considerable site sensitivity to ejection rates, which
are influenced by sterics and (de)aromatization. Loss of ZZ hydrogen from C13H11 isomers
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occurs readily on the order of microseconds at relatively low temperatures (1000 to 1200K),
as a result of aromatizing rings. Ejection from IV leaves two of the three benzene rings
aromatic, with multiple resonance structures available. Similarly, the very rapid ejection from
II aromatizes two six-membered rings and one five-membered ring. By contrast, ejection
from free-edge (FE) sites on each of these molecules leads to less extensive conjugation and
is hence markedly slower, as shown in Figure 3.3b.

Abstraction of hydrogen atoms by free radicals is the main competitive process to hydro-
gen ejection. Assuming a free H radical concentration [200] of 1015 cm−3 and a reaction cross
section radius of 2.5 Å (roughly twice normal C H bond lengths), abstraction occurs at a
rate of ∼ 2× 106 s−1 at 2000 K. The abstraction rate shown in Figure 3.3a is demonstrative
of this - note that this is an order of magnitude approximation based on peak H concentra-
tion, and is an upper limit assuming that all collisions lead to successful abstraction, if not
a generous overestimate. Actual abstraction rates will vary with temperature, hydrocarbon
concentrations, and variations in H partial pressure [260–264]. It is clear from Figure 3.3a
that at typical flame temperatures, H abstraction by free radicals is much more likely for
stable hydrocarbons than H ejection. On the other hand, at temperatures above 1600K,
ejection rates for most reactive intermediates are easily greater than hydrogen abstraction.
Dehydrogenation via abstraction is an appealing route due to extremely low free energy
barriers (< 20 kcal/mol), which makes for extremely fast rates of hydrogen loss; however,
there are clearly many factors that decrease the effectiveness of these processes. Abstraction
events require collision of the abstractor and target molecule, where the collision frequency is
linearly dependent on radical concentration but has only a

√
T dependence on temperature.

A high enough abstractor concentration is necessary to produce an abstraction-dominated
environment, as radicals are generally quite reactive, and a very high concentration would
lead to pairwise radical annihilation - while the primary reaction zones of combustion sys-
tems generally have a persistently high free-radical equilibrium, this is not achievable for all
relevant environments in which hydrocarbon growth may occur. Some environments, such
as the post-flame zone in combustion and the interstellar medium, simply cannot maintain
high enough small-radical concentrations to promote an abstraction-dominated environment,
indicating that other processes such as H ejection may be quite important for propagating
reactions.

To this point, we have demonstrated that canonical hydrogen ejection rates from open-
shell hydrocarbons occurs rapidly at a range of temperatures relevant for combustion, and
that these rates are much faster than competing dehydrogenation processes such as ab-
straction. While ZZ ejection is already fast from isomers I - V at thermal equilibrium
(Figure 3.3a), it is likely to be faster still under combustion conditions.

Hydrogen ejection and the first steps of CHRCR

A large focus of this paper is to explore hydrogen ejection as a viable sub-mechanism of the
CHRCR pathway that pulls forward molecular-weight growth,regenerates radical species, and
produces new local abstractors. To put our findings into better context, we have explored
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an early reaction sequence of the CHRCR pathway involving C9H9 isomers included in our
study.

Figure 3.4: Schematic illustration of the CHRCR-inspired pathway from RSR
vinylcyclopentadienyl to indenyl. V is initially formed via ring-closure, and various decomposition
pathways are available, including immediate hydrogen ejection and fast isomerization to stable

isomers. From nearly all C9H9 isomers explored here, ejection as a primary route of hydrogen loss
is rapid - for indene, spontaneous ejection is slower, and abstraction may be the preferred route in

high-pressure scenarios.

Figure 3.4 depicts an example cyclization reaction between acetylene and vinylcyclopen-
tadienyl producing V and various reaction steps involving H ejection. Vinylcyclopentadienyl
was identified as an important RSR in the experiments of Johansson et al. [171] that may
play an important role in the CHRCR pathway and others. The initial product of cycliza-
tion is C9H9 isomer V, for which several decomposition pathways are available. The most
plausible scenarios for V are: 1) dehydrogenate via collision with an abstractor, 2) fall apart
into smaller hydrocarbons, 3) eject hydrogen to form a closed-shell species, or 4) isomerize
via H migration to a lower energy C9H9 isomer.

The first point has been discussed previously; collisions of V with small abstractors such
as H occur on the order of 106 s−1, which is dependent on the density of abstractors and
scales only as

√
T with temperature. H ejection on the other hand becomes exponentially

faster with increasing temperature, and under combustion conditions is a more rapid dehy-
drogenation route for many molecules (including V). The second scenario, falling apart into



CHAPTER 3. CHARACTERIZATION OF HYDROGEN EJECTION PROCESSES
FROM HYDROCARBONS 53

Table 3.1: Hydrogen ejection rates, both canonical and microcanonical, for C9H9 species
illustrated in Figure 4. Canonical rates are computed at 1600K; Microcanonical rates assume

reactants at a temperature of 1600K. Rate units are in s−1 unless otherwise indicated.

Species Canonical ejection rate Microcanonical ejection rate
V (ZZ site) 2.64E07 1.29E09

I 9.67E09 1.34E11
III 1.68E09 3.08E10
VIII 1.09E08 1.38E10
VII 8.59E06 2.41E09

smaller hydrocarbon species, is unlikely. The newly formed C C bonds of V during ring
closure are fairly strong, and breaking these immediately into smaller fragments is thermo-
dynamically unfavorable. This leaves ejection and isomerization as plausible decomposition
routes for V.

The canonical ejection rate from the ZZ site of V occurs on the order of 107 s−1 at 1600K.
This rate is fast, but the actual rate of H ejection is likely faster. To determine the behavior of
V in the reaction context, we have computed microcanonical rates to account for the effects
of internal energy gained via C C bond formation (∼ 52 kcal/mol from ring closure), as
well as the contribution from the thermal vibrational energy of each reactant(∼ 70 kcal/mol,
assuming a local temperature of 1600K). Accounting for this excess energy, the ZZ site rate
of ejection from V increases to 1.33 × 109s−1, a few orders of magnitude greater than the
canonical rate.

Given the great amount of internal energy V has accumulated after ring closure, rapid
isomerization to a more stable isomer is also a viable (and likely) result. As depicted in
Figure 3.4, several lower-lying C9H9 isomers are available (I, III, VII, and VIII). Canonical
hydrogen ejection rate constants are already quite rapid for some of these species, and excess
internal energy from the preceding reaction scheme speeds hydrogen loss to an even greater
degree, as values show in Table 3.1. Internal energy provides at least an order of magnitude
boost to hydrogen ejection rates for V and other C9H9 isomers. Consider a likely sequence
from vinylcyclopentadienyl V VII and on. V is initially formed with ∼ 52
kcal/mol energy, and rapidly isomerizes to the most stable isomer VII, which lies almost
30 kcal/mol downhill. Even after isomerization, hydrogen ejection from the isomer (in this
case VII) occurs on the order of 109 s−1.These rapid microcanonical rates serve to show that
even after reorganization to lower-lying isomers, hydrogen ejection from C9H9 is much faster
than other hydrogen loss methods such as abstraction.

The rate of H ejection generalizes well to similar reaction schemes. Replacing vinyl-
cyclopentadienyl with benzyl, which is a common candidate for assignment of m/z 91 in
combustion spectra and an important combustion intermediate [244], forms the initial C9H9

intermediate I, from which H ejection may occur. Considering the C C bond formation
energy and that which is available vibrationally from each reactant, the rate of H ejection
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from I is 3.4×1010 s−1. This evidence for the viability of H ejection suggests that it could be
relevant for pathways involving other RSRs, not just following reactions of vinylcyclopenta-
dienyl.

The microcanonical rate for H ejection from V and other C9H9 isomers is rapid, and
few factors will be influential enough to significantly slow these processes. Dissipation of
energy through collisions with inert gas molecules, or through a natural dispersal of energy
through vibrational modes may inhibit the efficiency of hydrogen ejection, but even these
should not change the rate to a huge degree. Considering a generous cross sectional impact
area for C9H9 with a diameter of several C H bonds, collisions with an inert gas such as N2

occur on the order of 109 s−1 at 1 bar pressure. The effective temperature of V is calculated
to decrease by less than 15 K per collision (assuming perfectly inelastic behavior); thus,
it would take at least 10 collisions to have a significant decrease in energy. Therefore, we
are confident that the computed microcanonical rates are a good estimate for immediate H
ejection, which will take place before collisions can dissipate excess internal energy, and thus
the rate.

Molecules such as C9H9 are small enough that the internal energy from C C bond for-
mation processes should remain local for long enough to fuel H ejection processes at the
microcanonical rates computed above. However, such rates may not be as accurate as hy-
drocarbons grow in size and energy quickly equilibrates over many vibrational modes. Recent
literature has addressed the differentiation between microcanonical and canonical regimes
when computing vibrational energies for hydrocarbons of varying size; larger hydrocarbons
have increasingly large densities of states, and after a certain threshold, choosing a threshold
energy is less valid [265]. Our computed microcanonical H ejection rate for a slightly larger
hydrocarbon, IV (see Fig 3.2 at the zig-zag site), is still fast at 9.3 × 109 s−1. As hydro-
carbons approach 100 atoms or more, or internal reaction threshold energies greater than
∼ 100 kcal/mol [265], canonical rate constants are a better choice.

Hydrogen ejection is without a doubt a rapid process that is very likely to occur along
the CHRCR reaction pathways. However, the efficacy of the second hydrogen ejection (as
shown in Figure 3.4, where closed-shell species (now indene) lose a hydrogen to become
indenyl) is less certain. In Figures 3.3a and 3.2, we demonstrated that H ejection for closed-
shell species is slow due to higher C H bond strengths. Indene, for example, has a bond
dissociation energy of nearly 80 kcal/mol. Even with significant thermal energy from the
flame, hydrogen ejection is unlikely to be quite as competitive with abstraction compared
to the C9H9 species. In areas where abstractor concentrations are high, collision with an
abstractor seems more likely than spontaneous hydrogen ejection for a closed-shell species.
Hydrogen ejection may of course still occur from indene (albeit not as quickly as for C9H9),
and this may be important in low-pressure regions to propagate reaction sequences leading
to the next radical clustering center. In this way, ejection and abstraction processes are
likely to both be at play in the CHRCR mechanism, depending on the conditions in which
the reaction sequence is taking place. Abstraction itself may be initiated and sped up by
ejection events in a pseudo-unimolecular manner, as we’ll explore in the next section.
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Sequential H ejection and processes of larger PAHs

Hydrogen ejection from open-shell species results in a closed-shell molecule, which needs to
lose another H atom to re-form a radical. This is a significant factor in the ability of CHRCR
mechanisms to propagate reactions, which at their culmination produce PAH radicals pos-
tulated by the CHRCR mechanism and others to participate in inception events [171], which
ultimately contribute to soot formation. While to this point we have focused on a single H
ejection event, we now ask another question: can sequential ejections from a single molecule
drive molecular growth? In environments where small radical abstractors are scarce. such
processes may be vital for continuation of the chain reaction.

Figure 3.5: Free energy barriers for sequential H ejection from isomers II, IV, and V.
Significantly lower barriers to initial ejection from ZZ sites make this the preferred pathway, and

the second ejection is typically more costly.

Sequential hydrogen loss from either C13H11 or C9H9 isomers results in a new RSR (via
a closed-shell intermediate) and two H atoms. Figure 3.5 demonstrates the differences in
bond dissociation energies between the first and second H ejections from isomers II, IV, and
V. As seen previously, initial ZZ ejections are easier than those from FE sites, indicating
that this will be the preferred ejection pathway. In almost all cases, ejection of a second
hydrogen atom (from closed-shell C13H10 and C9H8 isomers) is more costly than the first
ejection. These larger closed-shell hydrocarbons have C H bond strengths similar to small
species such as propyne and cyclopentadiene (Figure 3.2).

These effects are due to the molecular environment - initial H ejections that lead to
stable aromatic rings are low barrier, and thus occur quickly, as depicted in Figure 3.5. This
stability-driven site preference leads to the high energetic cost for the second ejection. For
example, initial ejection from the ZZ site of IV is fast, with a free energy barrier of only about
∼25 kcal/mol, resulting in closed-shell C13H10 (IV - H) and leading to two aromatic rings.
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The second ejection to form C13H9 is over twice as costly - while this open-shell product
benefits from many resonance structures, hydrogen loss does not stabilize this molecule
relative to the parent, as aromatization of all three six-membered rings is not feasible. This
logic may be extended to sequential ejection from II, and explains why initial FE ejections
are so difficult. Interestingly, V has similar barriers to first and second ejections, with the
latter being only slightly more costly regardless of initial ejection site. This may result from
competition between the favorable aromatization of the six-membered ring and loss of some
closed-shell stability.

Sequential H ejection thus appears difficult as a stand-alone process in many cases from
an energetic standpoint, particularly for high-temperature and pressure combustion events.
Large bond dissociation energies in the closed-shell species lead to slower rates of H ejection.
In instances where abstractor concentrations are adequately high, reaction propagation in
the CHRCR context will likely require an abstraction event to lose the second hydrogen
atom.

In some cases, multiple dehydrogenations via H ejection may be more viable. One scenario
where sequential H ejections may be a more useful pathway is in the post-flame region
of combustion flames. Soot nucleation continues into this region, despite low abstractor
abundances, requiring pathways that proceed without the need for abstraction [170]. Despite
the slow speed of the second ejection, it may still occur faster than abstraction in this case,
since abstraction processes depend directly on the concentrations of small radicals, which
influences the likelihood of collision. Another similar scenario is in the interstellar medium,
where collisions will be even rarer for most systems. And finally, the success of the first
ejection may promote an abstraction on the same molecule - the first ejection creates a
H radical in close proximity to the parent molecule that may abstract a second hydrogen
atom. This would effectively result in H2 loss without any change in the overall radical
concentration. Concerted H2 loss via a single transition state is possible from species such
as V, with free energy barriers slightly larger than those for cleaving the weakest C H bond
(see SI for transition state structure). It is important to note here that given the slow rate
of the second H ejection (if it occurs), this overall process will not enhance the modelled rate
of soot formation in most reactive zones of the combustion flame.

3.4 Conclusions

The data presented in this paper highlights several important concepts. We have tabulated
C H bond strengths for a variety of open and closed-shell hydrocarbons, and found a striking
range of values that depend highly on the species and the structural characteristics. We
have observed that C H bond strengths for normal valent, closed-shell molecules have high
bond dissociation energies which typically fall into the expected range. In sharp contrast,
open-shell species (even with similar structural characteristics) have much smaller bond
dissociation energies, down to as low as 20-30 kcal/mol in some cases.

This range of C H bond strengths directly effects hydrogen ejection rates - our results
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show that the significance of hydrogen ejection depends strongly on the nature of the hy-
drocarbon molecule, as well as other factors such as the temperature and concentrations of
hydrogen abstractors. These data indicate that H ejection is energetically costly and rather
slow for most closed-shell species, but open-shell molecules, particularly those thought to
be intermediates in CHRCR growth pathways, can eject hydrogen atoms rapidly in a site-
specific manner, with rates of H loss from zig-zag sites outstripping those from free edge sites.
The high ejection rates from sp3 sites in multi-ring radical species are particularly notewor-
thy, as PAHs are widely thought to be key precursors to incipient soot particles [170, 175,
266–270]. Rates of H ejection and the associated C H bond strengths are heavily influenced
by general factors such as the gain (or loss) of aromaticity in molecular rings, suggesting that
families of similarly structured hydrocarbons should exhibit predictable trends in ejection
rates [181].

Our results indicate that small bond dissociation energies in PAH radicals contribute to
fast hydrogen ejection rates - this process can occur rapidly at combustion temperatures and
potentially help propagate reaction pathways. Since hydrogen loss from closed-shell species
for a given reaction sequence is comparatively slow, we theorize that hydrogen ejection and
hydrogen abstraction are both critical processes acting to propagate the CHRCR pathway.

Hydrogen ejection may be a key process in radical-driven mechanisms acting in several
stages of these soot growth pathways. Prior to inception, loss of H atoms by ejection from
thermally excited or post-cyclization precursors and intermediates allows for rapid growth of
PAHs and RSRs, which in turn encourages fast intermolecular reaction rates and speeds rad-
ical chain reactions. Characterization of a CHRCR reaction sequence in this work modeled
the relevance of dehydrogenation of intermediate via ejection. During the inception event,
stabilization of dimers and larger structures (such as the clusters at radical growth centers
proposed by CHRCR) following covalent bond formation may occur more quickly via hot
hydrogen ejection [171, 271] and negate the need for collisional stabilization. H ejection may
also play a role in later stages of soot formation, where new mechanisms are emerging that
promote soot mass growth in the absence of high H atom concentrations(e.g. Ref. 272 and
others); for example, fast hydrogen loss from the surfaces of incipient and partially aged par-
ticles creates radical sites where 3-dimensional growth occurs to eventually form the complex
aggregate that is mature soot.

Rapid rates of hydrogen loss for open-shell intermediates are also relevant for PAH for-
mation processes in the interstellar medium, either in hot or cold regions, where abstractors
and energetic collisions are scarce. Under conditions where hydrogen ejection is a preferred
pathway acting in radical-chain reactions, the radicals are regenerated - this may also help
explain the prevalence of particle inception and growth in the secondary reaction zone of
combustion flames (and perhaps in environments such as cold molecular clouds or planetary
atmospheres), where radicals are depleted and activation of a hydrocarbon by H abstraction
is far less likely [170].

The data presented here provide numerical evidence that hydrogen ejection is a significant
piece of current radical-driven models, sometimes acting alongside hydrogen abstraction,
that contributes to multiple stages of soot formation and growth, and even radical-driven
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processes that act in the formation of large interstellar PAHs. Our results demonstrate
the need for further investigation to systematically explore the role of hydrogen ejection in
models containing radical chain reactions contributing to inception and formation of soot
particles.
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Chapter 4

Computational exploration of the
binding motifs and binding energies of
neutral molecules, radicals and ions
with small water clusters

4.1 Introduction

Molecular reactions in the interstellar medium range (ISM) from relatively simple to amaz-
ingly elaborate. The existence of any chemistry is somewhat astounding; given the generally
inhospitable nature of space, successful chemical reactions seem improbable in most interstel-
lar environments. Temperatures are often cold (usually 10’s of K in dense molecular clouds),
which means that most reactions must proceed without thermal activation. In addition, low
number densities of reactant molecules make collisions far less likely, thus drastically decreas-
ing opportunities for two-body reactions to occur. Despite these adverse conditions, many
types of reaction chemistry are active in the ISM that produce a diverse array of products.
The presence of diatomic molecules in the ISM was confirmed as early as the 1930’s [273,
274], with the detection of polyatomic molecules and complex organics following soon after
in the late 1960’s [275–277]. The diverse field of astrochemistry was thus born in pursuit of
unravelling the details of interstellar chemical reactions.

The two main production routes to most interstellar species are gas-phase chemistry and
surface reactions, and both must be accounted for when considering molecular abundances in
the ISM [278–280]. While gas-phase chemistry is responsible for many interstellar reactions,
grain surfaces are at least equally important, especially for production of complex organic
molecules (COMs) in diverse interstellar environments. In fact, it is widely accepted that
molecules as fundamental as H2, H2O, CO2, and others have abundances that cannot be
attributed to gas-phase reactions alone. For example, H2 formation in the gas phase requires
inefficient processes; radiative association of two hydrogen atoms is not a viable route, and
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production of H2 from these atomic constitutents requires sequences of radiative electron
attachment to hydrogen atoms (H + e– H– + hv) followed by associative detachment
upon combination (H– + H H2 + e–) to form H2 [281]. These observations have lead to
the conclusion that surface reactions (such as those occurring on icy grains) play an impor-
tant role in H2 formation [282, 283], along with production of a manifold of other species.
Synthesis of novel and increasingly complex organics can be instigated by condensation of
PAH onto grain surfaces, where processing via stellar radiation can promote reactions that
yield interesting products, even pre-biotic molecules such as nucleobases [284, 285].

Icy grains are prevalent in the frigid ISM, and can originate from multiple sources - a few
relevant examples include cold molecular clouds, inside the snowline of the proto-planetary
disks, in planetary atmospheres, and in the gaseous plumes of Enceladus. Most grains from
the former sources, particularly molecular clouds, are particles of interstellar dust coated in
an icy mantle. This mantle is mainly composed of H2O, but also contains other atomic and
molecular species that freeze-out onto the grains. The water freeze-out process influences the
composition of the amorphous ice and thus reactions that occur there [286]. The example
of Enceladus, an icy moon of Saturn, is a unique environment and an interesting site that
may host complex organics and their precursors. Analysis of ejecta from vents at the surface
of Enceladus has shown evidence of macromolecular material that may be produced from
hydrothermal activity in the sub-surface ocean, or possibly formed on the ice grains from
deposited precursors [287–289].

Grain surface chemistry is dependent on elementary processes including molecular bind-
ing, diffusion, surface reaction, dissociation, and thermal and non-thermal desorption. These
processes are critically important for understanding phenomena from core collapse to plan-
etesimal formation, and are typically included for proto-planetary disk modelling. The bind-
ing energy directly influences desorption efficiency, which in turn affects the gas-phase abun-
dance and reaction potential after cold grain production. Unfortunately, many parameters
such as these that are dependent on the binding energies (especially of radicals and ions
to ice) are unavailable, and are therefore assumed from literature values of similar species.
In addition to excluding accurate binding energies for many species, models often make
coarse-grained assumptions about processes such as diffusion that are influenced by binding
energies. While diffusion coefficients are often calculated as a fraction of the binding energy,
diffusion behavior of molecules can vary greatly and should be evaluated on a case-by-case
basis. While the important molecular binding energies with one or two water molecules are
included in the PPD simulations, many of these values for radicals are not available, and the
ions are not at all considered in the proto-planetary disk models. Inclusion of the binding
energies of such species to amorphous ice analogs will result in a significant improvement in
the outcome of protoplanetary disk (PPD) simulations.

Experimentally, binding energies are usually determined using techniques such as tem-
perature programmed desorption (TPD), where target species are adsorbed to and desorbed
from a particular substrate in a controlled way [290]. Although this method can provide
useful data, it’s highly dependent on the reactivity of the target species and the nature of
the substrate among other experimental parameters. Experimental data for reactive species
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(ie radicals as well as ions) are limited since these typically have fairly short lifetimes in
laboratory.

Computationally, the same challenges of modeling reactive species and building a suit-
able grain surface remain. Periodic density functional theory (DFT), molecular dynamics and
mixed QM/MM approaches have been used to describe amorphous water surface and com-
pute molecular binding energies, which gives insight into the range of binding sites available
on an ice grain [291, 292]. A growing library of existing data is available for binding energies
of molecules with smaller water clusters, usually in the range of one to ten waters [293];
calculations of this size are tractable at a high level of theory [294–296]. Other authors
have performed fitting procedures between computed and experimental binding energies to
bootstrap their way to larger water clusters [297]. Recently, Bovolenta et al. have made
Python libraries available for reliable, systemic calculation of binding energies based upon
DFT and other methods [298]. Clearly the database for small molecule binding energies to
water and amorphous ice is already available and growing; however, less information is avail-
able when it comes to ionic and radical species, which as mentioned above is disadvantageous
for proto-planetary disk models.

In this work, we seek to remedy some of the holes in literature data by presenting the
results of a computational exploration of the binding motifs (i.e. preferred mode of binding)
and the associated binding energy for sets of neutral, radical, cationic, and anionic molecules
relevant for reactions occurring on icy grains. These grains can be those originating from
the southern Enceladean plumes, from near the midplanes of protoplanetary disks inside
their snowlines, from inside dark molecular clouds in the ISM or on icy surface of meteorites.
Our aim is to provide reliable binding energies of species so as to address several questions
that are not yet considered adequately in the existing literature: 1) How does the binding
energy and the preferred mode of binding of a molecule to water change between open
and closed-shell molecules? 2) How do the binding energies and associated structures of
closed-shell cations and anions compare to their neutral counterparts? 3) What electronic
structure or functional group- dependent trends are apparent in the binding energies of these
species to small water clusters, and how do they affect potential reactivity of the molecules
in question? 4) How do the binding energies change during the water freeze-out process?
Using high-level ab initio DFT and Coupled-Cluster methods, we have identified low-lying
cluster geometries for guest molecules bound with n=1-4 water molecules, and compared
trends in binding energies that result from changes in functional groups, ionization, and
other electronic structure modifications. Our results expand the existing data for binding
energies of small neutral, radical, and ionic molecules in a meaningful and systematic way,
and provide insight into how the electronic structure influences binding energies and therefore
reactivity of these species during the water freeze-out process.
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4.2 Methods

Suites of neutral, open-shell, cationic, and anionic guest molecules were chosen with con-
sideration to 1. Species that have been detected in cold molecular clouds or planetary
atmospheres, 2. Species that are postulated to be present in such environments, and 3.
Species that have been indicated as important for astrochemical modeling that display a
good range of functional groups, and thus varied chemical properties. Binding energies were
computed for a total of 25 distinct species with water clusters of n=1-4 water(s).

Water cluster structures have been well described in the existing literature [299–302]. In
order to sample conformers associated with multiple binding sites on a given water cluster in
an effective way, we utilized automated conformer generation with CREST [52]. CREST is
supported by Grimme’s GFN2-xTB tight-binding software [303], and provides a rapid avenue
for conformer generation. For neutral and open-shell guest molecules with n=1-4 water(s),
50-100 conformer geometries were computed with CREST, and the 10 with lowest energy
were selected for further analysis and optimization. For open-shell and ionic guest molecules,
CREST was not used due to observed poor results for these types; instead, conformer starting
structures were generated using a chemically intuitive starting point or inspired by literature
structures if these were available.

Unique conformers established during pre-screening for each molecule were selected for
geometry optimization using DFT at the ωB97X-V/def2-svpd level [27]. Vibrational fre-
quency calculations were performed at the same level of theory to ensure that minima were
successfully found. Single point energies for the conformers that were found to be the ener-
getic minima for a given guest molecule-water complex were refined with the same functional
in the larger def2-qzvppd basis set to reduce basis set incompleteness error (BSIE) as well
as to mitigate basis set superposition error (BSSE)[18]. All calculations were performed
using the Q-Chem 6 software package [122]. ZPVE corrections were included at the ωB97X-
V/def2-svpd level. Binding energies were calculated using the following scheme:

∆Ebind = Ecomplex − Eguest − Ewater

Here, Ecomplex is the energy of the bound guest/water complex, Emolecule the energy of the
guest molecule, and Ewater the energy of the water cluster minima for a given number of
water molecules.

To achieve a potentially higher level of computational accuracy, optimized geometries
at the ωB97X-V/def2-svpd level were also used to calculate single-point energies using the
CCSD(T)/aug-cc-pVTZ method. All the coupled cluster energies were evaluated using the
MOLPRO quantum chemistry package [304], and include F12 corrections [305, 306] to im-
prove basis set convergence and mitigate BSSE. DFT calculated zero-point vibrational ener-
gies were used for the ZPVE corrections of the CCSD(T) energies. We shall subsequently see
that there is good agreement between the DFT and coupled-cluster binding energies, which
serves to validate both protocols.
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4.3 Results and Discussion

In the following sections the binding energies of the closed shell neutral molecules, neutral
radicals, cations and anions with one to four water molecules are presented. A discussion
of the trends and their implications for various astrophysical environments are presented
after that. For each molecule, radical, or ions, many low-lying conformers or isomers were
identified with (size n=1-4) water clusters. Only the lowest-lying cluster is presented here
for comparison. All the other structures and their relative energies are presented in the
Supplementary Information (Appendix C).

Neutrals

Figure 4.1: Zero point corrected DFT binding energies calculated for a set of closed-shell neutral
molecules. As expected, non-polar molecules such as hydrocarbons exhibit weaker binding to
water clusters, while molecules with a stronger dipole such as NH3 and H2CO have binding

energies that are nearly on par with water-water interactions.
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Figure 4.1 shows trends in binding energies between neutral molecules and water clusters
of up to four water molecules. As seen from this figure, the binding energy of the guest to
the cluster generally increases as the water cluster grows. With a large enough number of
molecules, water interacts most strongly with itself, forming well documented structures from
the monomer to the pentamer [300, 301]. The most powerful binding forces are hydrogen
bonds optimized for the maximum amount of H2O· · ·H OH interaction, leading to tightly
bound structures and a peripherally attached guest molecule.

Hydrocarbons are the least tightly bound group, here modelled by CH4, C2H2, and C2H4.
CH4, without any π-system, barely interacts with the water at all, leading to only weakly
bound complexes for all water cluster sizes. In these cases, the water complex is bound in
its lowest-energy (non-interacting with CH4) configuration, adjacent to the guest molecule.
Notably, despite being linear hydrocarbons without means for strong hydrogen bonding
networks, C2H2 and C2H4 do bind more strongly than their cousin CH4. For the n=3 and
n=4 water cases, the water mostly interacts with itself, forming only weak interactions
between water’s oxygen and H-C bonds in the hydrocarbon. Interactions are most obvious
in the N=2 water case, where there is some attraction between the hydrogen atoms of the
water and the double or triple C C bonds of each hydrocarbon, i.e. interaction with the
π system (π · · ·H OH). A similarly weak binding is seen for N2; while the nitrogen can
interact with the O H of water, the molecule has no dipole moment, and thus interactions
are weak with individual water molecules.

Polar molecules H2CO, HCN, and NH3 are are more tightly bound to the water clusters.
H2CO and HCN have two sites that can interact via hydrogen bonding with water, with
electron deficient H atoms at one end and electron rich O and N atoms respectively at the
other. For HCN, the NCH OH2 interaction is dominant, as has been documented in previous
literature [307–309].

Notably, the curves for NH3 and H2O are quite similar in shape and magnitude. The
chemical structure and potential for hydrogen bonding of NH3 is somewhat akin to that of
H2O, with an electron rich nitrogen atom in place of oxygen; as evidenced by the cluster
structures with n=1-3 waters, the structural formations of NH3 and water clusters are analo-
gous to water with itself, leading to similar general trends in binding energies and maximizing
hydrogen bonding. In previous literature, the global minimum of NH3 with four waters was
found to be a cyclic structure; while we have included this conformer and a number of other
documented low-lying isomers in our analysis [310, 311], we have identified an alternative
lower energy structure where NH3 interacts with the water cluster through hydrogen bonding
without forming a pentamer-like complex. The minimum used here, with NH3 bonded to the
water tetramer by a HO H· · ·NH3 hydrogen bond but not incorporated into the cluster, is
also used by Das et al [293]. The latter is more representative of a guest molecule approach-
ing an existing water cluster structure, while the hydrogen-bonded pentamer (analogous to
the 5-water cluster) is more indicative of a structure where the guest molecule has integrated
fully into the cluster, or where waters are added sequentially and relaxed.
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Table 4.1: Comparison of (zero-point corrected) ωB97X-V/def2-qzvppd and
CCSD(T)/aug-cc-pVTZ binding energy values for select structures, reported in kcal/mol. General

agreement is observed between the methods, and trends are preserved.

Molecule Monomer Dimer Trimer
Method DFT CCSD(T) DFT CCSD(T) DFT CCSD(T)
H2CO -3.009 -3.141 -6.768 -6.947 -4.884 -4.838
HCN -3.184 -3.241 -6.074 -5.992 -6.505 –
CH4 -0.032 -0.111 -0.752 -0.981 -0.522 -0.752
NH3 -4.315 -4.364 -7.948 -8.098 -8.185 –
C2H4 -1.468 -1.453 -3.323 – -2.258 -2.568
N2 -0.095 -0.440 -1.152 -1.549 -0.926 -1.243

C2H2 -0.711 -0.886 -3.545 – -1.840 -2.045
H2O -2.974 -3.198 -7.966 -8.248 -9.264 –

Table 4.1 compares the binding energies calculated with DFT to those acquired with
CCSD(T). In general, the agreement between the two is very good. For the guest molecule
bound to a single water molecule, discrepencies between DFT and CCSD(T) are less than 0.4
kcal/mol for all guest molecules tested here, with N2 binding showing the largest deviations.
As the water cluster size increases, errors in DFT compared to CCSD(T) scarcely change.
Indeed, given that BSIE is smaller for the DFT calculations than the CCSD(T) calculations,
while correlation errors are smaller for CCSD(T) than for ωB97X-V, it is unclear which
should be considered more accurate. The generally very good agreement can be considered
as a cross-validation of both sets of results.

Radicals

Somewhat surprisingly, many open-shell neutral species (Figure 4.2) have binding energies
very similar to their closed-shell counterparts; despite their reputation as highly reactive,
none of the radicals studied here spontaneously reacted with members of the water cluster.
Of course there are other minima that are separated by barriers from the structures char-
acterized here: for instance the H2O· · ·H cluster has another local minimum corresponding
to HO · · ·H2 but we did not consider these highly activated rearrangements.

In agreement with previous literature, H is the weakest binder and interacts remotely
with the water cluster for all structures via dispersion forces; even at cluster sizes of four
waters, H binds at a magnitude of only ∼1 kcal/mol. Structures of H bound to clusters of
n=3 and n=4 waters are shown in Figure 4.3. Previously calculated binding energies for H
with four waters are even lower, significantly less than 1 kcal/mol [293] - this discrepancy
could be accounted for by the inclusion of zero point corrections in our study, which were
neglected by Das et al. The NO radical also behaves only as a spectator to the water
clusters, especially as they grow in size, and is bound with a strength of ∼2.5 kcal/mol at
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Figure 4.2: Zero point corrected binding energies calculated using DFT for a set of neutral,
open-shell molecules. Despite their reactive unpaired electrons, most open-shell species do not

exhibit binding energies stronger than their neutral counterparts, nor do they spontaneously react
in a significant way with H2O in the water cluster.

the largest cluster size. Chemically, this lack of interaction is easily explainable due to the
lack of a strong dipole in NO , which leaves hydrogen bonding interactions within the waters
of the cluster itself as the strongest forces at play.
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Figure 4.3: Minima for H , NO , and CH3 bound to water clusters of size n3 and 4 waters. These
three molecules bind only weakly to the clusters. The strongest hydrogen bonding interactions are
still between water molecules, and minima configurations of these are undisturbed by the guest.

Similarly, open-shell hydrocarbon species are bound to water clusters through weak dis-
persion forces. CH3 , the dehydrogenated analogue of CH4, binds only slightly more than
the neutral analog to water clusters, and hydrogen bonding amongst the waters prevails over
any interaction from the guest molecule. The pattern of binding between dehydrogenated
radical CH3 and neutral CH4 for water clusters of increasing size is strikingly similar. While
CH3 binds with a slightly greater strength to all clusters (by approx. 0.5-1 kcal/mol), bind-
ing strength for both CH4 and CH3 increases from cluster sizes of 1-2 waters, decreases
slightly for interaction with 3 waters, then increases slightly for 4 waters. The magnitudes
of these interactions scale similarly as well - for the largest cluster, CH3 is bound by approx.
3 kcal/mol (only ∼0.1 kcal/mol stronger than CH4). These analogous trends for molecules
of similar functional groups between the open and closed-shell molecule sets are apparent
for several species, including several that bind with greater strength.

Stronger binders HCO and NH2 also exhibit patterns in binding that are similar to their
neutral cousins H2CO and NH3. NH2 (like NH3) acts as a hydrogen bond acceptor and
actively participates in the water cluster. In the lowest-lying tetramer geometry, NH2 incor-
porates to form a complex nearly identical to the minima geometry of the water pentamer,
a structure that has also been observed as a low-lying conformer for NH3 [308, 311]. The
O H· · ·N distance in this structure is quite short at ∼1.8Å, while usual O H N hydrogen
bonding distances are slightly longer [312]. The similar hydrogen bonding patterns shown in
clusters containing guest molecules with N H and O H functional groups lead to binding
strengths that are quite similar for NH2 , NH3, and H2O, both in magnitude and curve shape
with increasing numbers of water. The hydroxyl radical OH also binds in a similar pattern
to water with itself (with a nearly identical magnitude of binding energy), and has been
investigated more thoroughly in previous literature [313].
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Figure 4.4: Minima for structures of NH2 , OH , and HCO bound to water clusters of size n=3
and 4 waters. Hydrogen bonding interactions between the heavy atom of the guest molecule and
hydrogen atoms of water are indicated by dashed lines. These guest molecules bind strongly and
exhibit similar structures - hydrogen bond interactions generally become closer in distance as the
number of waters in the cluster increases, resulting in steadily increasing binding strengths for

NH2 and OH .

Comparatively, HCO is an interesting case. Like NH2 , HCO maximizes hydrogen bond-
ing with water molecules to form cyclic structures for n=2 waters and above (shown bound
to the water trimer and tetramer in Fig. 4.4). However, while the binding strengths for
nitrogenated guest molecules such as NH2 generally increase as the water cluster size grows,
HCO experiences a dramatic decrease after n=2 waters. The hydrogen bonding interactions
for the C O bond of HCO are notable - however, they are still not as strong as those of the
OH2 O H bond of H2O with OH or the OH2 N H2 bond of NH2 , so despite similarities
in structure, the interactions between this molecule and water clusters are not as robust.
The strength of hydrogen bonding tracks well with X H bond distances, where X is the
atom acting as a hydrogen bond acceptor on the guest molecule. Hydrogen bonds for NH2 ,
OH , and HCO are indicated in Figure 4.4 for the water trimer and tetramer. For both
NH2 and OH , X H hydrogen bond distances shorten notably upon addition of a water
molecule to the cluster. Previous work on species such as the peroxy radical supports the
observation that an unpaired electron can influence hydrogen bonding of radicals to water,
with hydrogen bonding effects strengthened or diminished depending on the bonding angle
and relative positioning of the unpaired electron [314, 315].

Overall, many the neutral open-shell molecules behave similarly to the neutral closed-
shell ones; despite having an unpaired electron, hydrogen-bonding interactions between water
molecules generally win out over interactions with the guest molecule, unless the guest has
a significant ability to act as a hydrogen bond donor or acceptor.
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Cations

There are in-numberable studies regarding the binding energies of cationic species to water.
Charged water clusters have been a highly active area of research [316–318], as are hydrated
alkali ions [319–323] and other molecules [324–327]. There are many careful benchmark-level
studies of the complexes formed by simple cations, such as the alkali metal ions, and also
hydronium and ammonium, with small water clusters. Cations are considered to be major
contributors to interstellar chemistry, but their inclusion in astrochemical models has been
limited. From a chemical viewpoint, cations of the AHn+1

+ form considered here can be
viewed as acids whose conjugate base is a neutral AHn molecule. Such acids can be very
strong, and can in some cases initiate barrierless chemical reactions, as will be discussed
below.
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Figure 4.5: Zero point corrected binding energies for cationic closed-shell molecules with water
calculated using DFT. All ions tested here bind to water clusters significantly more strongly than
neutral or radical molecules. The molecules with the strongest binding energies (NH +

2 , CH +
3 ,

HCO+) react with water as the cluster size increases to form new solvated products and a free
proton. Neutral H2O is included as a reference point.

Compared to neutral closed and open-shell molecules in the previous sections, cations
exhibit the largest magnitude of binding energies to water clusters, plotted in Figure 4.5.
The binding of water with itself, which was generally the strongest guest binder, is conversely
the weakest binder here. As the water cluster size grows from n=1-4 water molecules, binding
energies with all cationic guest molecules smoothly increase, and begin to plateau between
n=3 and 4 waters. Substantial binding energies observed in these cations can be attributed
to intense electrostatic interactions (both permanent and induced), as well as partial charge-
transfer to the electrophilic cation. All these factors promote reactivity with water and, in
some cases, initiate barrierless acid-base chemistry.

The weakest binders from this set of cationic molecules (NH +
4 and H3O

+) still have
binding energies at least twice that of their non-protonated counterparts NH3 and H2O.
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NH +
4 is the only molecule of this set that undergoes no further reaction or dissociation

when solvated; the lowest energy structures of NH +
4 with water clusters maximize hydrogen

bonding interactions between the protons of NH +
4 and the oxygen molecules of H2O, but

no protons are lost to the water cluster, and no new chemical bonds are formed. This lack
of reactivity has been noted in previous studies of solvated NH +

4 in clusters containing up
to six waters [328]. The dramatic effect of even modest acid/base chemistry on binding
energies for a given cation is immediately apparent in H3O

+ - this molecule effectively shares
a proton with the other H2O in the cluster. The strongest binders CH +

3 and NH +
2 go a step

farther and barrierlessly react with members of the water cluster to form new compounds,
as discussed in detail below.

Figure 4.6: Optimized geometries for the lowest-energy conformers of NH +
2 bound to water

monomer, dimer, trimer, and tetramer. Close interaction between NH +
2 and H2O produces

protonated hydroxylamine without a barrier; as the water cluster size grows, the potential for
proton sharing increases, and hydroxylamine is deprotonated.

Figure 4.6 depicts the optimized, lowest energy conformers of NH +
2 with clusters of n=1-

4 waters. With one water, NH +
2 closely interacts with H2O to form what closely resembles

protonated hydroxylamine; the N O distance of this complex is 1.49Å, while hydroxylamine
itself is just shy of this at around 1.37Å. As the number of waters in the cluster increases,
the N O bond distance in this hydroxylamine moity decreases to 1.43, 1.42, and 1.40 for
n=2, 3, and 4 waters respectively. As the N O bond distance decreases, a proton from the
bonded O H is pulled away at increasing O H distances to interact with other free H2O.
At n=4 waters, hydroxylamine is fully realized; the three remaining waters interact through
hydrogen bonding and a proton is shared between the nitrogen of hydroxylamine (formerly
NH +

2 ) and a water molecule. The difference in binding energy magnitudes between the
two NH cations (NH +

2 and NH +
4 ) is quite striking - by contrast, NH +

4 is non-reactive with
water molecules in the cluster. For interactions of NH +

4 with water trimer and tetramer,
the H3N H· · ·OH2 bonds are slightly lengthened (by 0.02-0.04Å), but not at lengths long
enough to break the N H bond and donate a proton into the water cluster. Unlike NH +

2 ,
no N O bond is formed to create a new species.



CHAPTER 4. BINDING ENERGIES AND MOTIFS FOR ASTROCHEMICALLY
RELEVANT MOLECULES 72

Figure 4.7: Optimized minima CH +
3 bound to clusters of n=1-4 water molecules. Like NH +

2 ,
CH +

3 reacts with one of the water molecules to form a new species (methanol).

A competitor for strongest binder is CH +
3 , which reacts with water molecules to form pro-

tonated methanol, CH3OH +
2 or a composite closely resembling methanol with H3O

+ (shown
in Figure 4.7). In a similar trend to NH +

2 , bond distances between the closest interacting
water molecule and the carbon atom of CH +

3 decrease to 1.50, 1.47, and 1.44Åwith n=1-
3 waters. Interestingly, the trend is slightly changed in the case of the water tetramer,
and C O bond length again increases slightly to 1.45Å; another low-lying conformer where
methanol is fully realized in the tetramer case lies approx. 3 kcal/mol higher in energy.

Anions

We have also explored binding motifs and computed binding energies for selection of closed-
shell anionic species. Generally, anions exhibit stronger binding energies compared to neutral
molecules with similar functional groups, but do not bind as strongly to water clusters as
cations. Broadly, one can view the anions, A– as the deprotonated conjugate base of a neutral
molecule, AH. In some cases they are strong enough bases to barrierlessly deprotonate water.

Figure 4.8 shows trends in binding energy for seven selected anionic species. Weaker
binders amongst the anions include NO–, CN–, and HCO –

3 . NO– is a relatively weak binder
to just one water (compared to CN– and HCO –

3 ), but binds more strongly to dimer, trimer,
and tetramer water clusters in its lowest energy conformations. For one water, the OH2· · ·N
or OH2· · ·O hydrogen bonds occur at similar distances (1.74, 1.7, and 1.72Å) for CN–, HCO –

3 ,
and NO– respectively, and at direct angles. Increased binding energies in CN– and HCO –

3 are
likely due to the stronger dipole of the C N and C O bonds. Binding energies with the
water dimer are fairly similar for the three molecules, but divergences occur when binding
to the water trimer. At n=3 waters, both HCO –

3 and NO– bind far more strongly to the
waters than CN–, as they maintain a higher count of hydrogen bonds.
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Figure 4.8: Zero point corrected binding energies for a set of anionic molecules calculated using
DFT. The magnitude of binding energies exhibited by anions is greater than closed and open-shell
neutrals, but less than that of cationic molecules in the previous section. Analogously to cations,
the strongest binders are CH –

3 , NH
–
2 , and HCO–. Neutral H2O is included as a reference point.

Figure 4.9: Hydrogen bonding (marked with dashed lines) for anionic conformers of CN–, NO–,
and HCO –

3 with n=3 waters. NO– and HCO –
3 maximize the number of hydrogen bonds formed

between guest and water molecules, and thus have larger binding energies than CN–.
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CN– interacts with H2O through only one ’true’ hydrogen bond, as indicated in Figure 4.9:
CN· · ·HOH between CN– and H2O, and one additional hydrogen bond exists between the
additional two water molecules, which form a dimer structure. This dimer interacts with C
through a weaker HOH· · ·CN– attraction. In contrast, HCO –

3 and NO– form five hydrogen
bonds both between the water molecules themselves and the guest molecule. Upon complex-
ation with an additional water (n=4 H2O), the minimum energy conformer of HCO –

3 with
four waters now forms one extra hydrogen bond than those in the complexes of CN– and
NO–, giving HCO –

3 a slight edge in binding once again.
Similar to the cationic species, molecules with CH and NH functional groups (CH –

3 and
NH –

2 ) are the strongest binders of the anion group, with HCO– also binding strongly after
n=2 waters.

Figure 4.10: NH –
2 reactivity with water clusters of size n=1-4. NH –

2 acts as a strong base to
barrierlessly deprotonate water, forming NH3 and OH–. The resulting hydroxyl anion clusters

with the remaining water molecules in familiar structures, while newly formed NH3 interacts less
strongly.

Figure 4.10 shows the result of NH –
2 binding to clusters of n=1-4 waters. In all cases,

NH –
2 acts as a strong base to spontaneously deprotonate water to form NH3 and OH–, result-

ing in the smoothly increasing binding energies exhibited in Figure 4.8. In the complexes,
the water structures (with OH– now replacing one water) mimic their minima configurations
with NH3 spectating or weakly interacting. CH –

3 follows a nearly identical trend, deproto-
nating water to form CH4 and OH– in very similar structures with the exception of the water
trimer. In almost all cases anions produce OH– after exchanging a hydrogen and charge with
water cluster. This leaves a neutral hydride and an active OH– in the water cluster to take
part in further reactions.



CHAPTER 4. BINDING ENERGIES AND MOTIFS FOR ASTROCHEMICALLY
RELEVANT MOLECULES 75

Figure 4.11: Minima geometries of HCO– interacting and reacting with n=1-4 water molecules.
Different reactions occur with differing numbers of H2O; in the case of n=2 waters, HCO– reacts
with one water to form hydroxymethanolate, H2COH(O)–, which is the conjugate base of methane

diol, H2C(OH)2. For n >3 waters however, HCO– deprotonates a water molecule to form
formaldehyde and OH–.

HCO– has an interesting pattern of reactivity, as shown in Figure 4.11. With just one
water, HCO– has a similar binding energy to its functional group cousin HCO –

3 (∼19 versus
∼15 kcal/mol respecitvely). Unlike NH –

2 and CH –
3 , HCO– does not react with the water

monomer; the hydrogen of H2O interacts with the negatively charged carbon atom of HCO–

at a distance of 1.69Å, but the attraction is not strong enough to barrierlessly deprotonate
H2O. However, when interacting instead with the water dimer, one H2O molecule reacts
with HCO– to form hydroxymethanolate. The relatively electronegative carbon atom of
HCO– deprotonates one water of the dimer to form formaldehyde (H2CO), leaving OH–.
This hydroxyl anion then reacts with newly formed formaldehyde to form a C O bond and
produce hydroxymethanolate, which interacts with the remaining water through a O H
hydrogen bond.

In the trimer and tetramer structures, HCO– again deprotonates one water molecule to
form formaldehyde and OH–. Here however, the OH– is recaptured by the water cluster,
which is large enough to form cyclic structures close to those of the water minima with
strong hydrogen-bonding networks that mitigate the reactivity of OH–.

Alternative conformers

For several molecules, alternative low-lying conformers are available in addition to the global
minima presented here. The final structure obtained upon minimization depends largely on
1) the initial approach of the guest molecule relative to the cluster, and 2) interaction with
an existing cluster versus sequential addition of dispersed water.

Several noteworthy examples arise from ionic species, for which reactivity and interactions
with water are more dramatic. Of the cations, NH +

2 and HCO+ are two that have at least
one low-lying, unique conformer arising from varied starting structures.
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Figure 4.12: Starting structures versus and their resulting optimized geometries for two
conformers of NH +

2 bound to water tetramer. Initial approach of the guest molecule via N results
in a different configuration than approach via the H atoms of NH +

2 . Both conformers form
hydroxylamine, but form different composite structures with the remaining waters and shared
proton. Energy differences are indicated with respect to the global minimum in kcal/mol.

Figure 4.12 shows two conformers arising from two different starting structures of NH +
2 with

water tetramer. The lowest-energy conformer arises from nitrogen-forward approach by
NH +

2 ; another conformer approx. 9.8 kcal/mol above the minimum arises from hydrogen-
forward approach of the guest. For the first, the approaching nitrogen immediately bonds
with the oxygen atom of a water molecule in the cluster, and the positive charge shifts to
this H2O, causing proton release as the N O bond forms. Further rearrangement occurs as
new hydrogen bonds form and the free proton is shuttled around the complex. In the second
case, a similar process occurs, but the extra reorganization needed to orient NH +

2 to form
the new N O bond leads to an alternative arrangement of waters and proton.

Figure 4.13: Minima and next-lowest conformers of HCO+ bound to water dimer and tetramer
shown in conjunction with their respective starting structures. Energy differences are indicated

with respect to the minima in kcal/mol.

Similarly, approach from either the oxygen or hydrogen end of HCO+ influences the final
structure, shown here most plainly for binding to water trimer and tetramer. Approach from
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the proton end appears to result in fast deprotonation by the water cluster, and conformers
12.4 and 11.8 kcal/mol above the minimum for water trimer and tetramer respectively.
These alternative conformers form CO and a proton shared amongst the water molecules, in
contrast to the more dramatic reactions that occur in alternative approaches. The proton
reversion channel is only a minor component of the competing reaction channels.

The examples shown above are a small sample illustrating the effects of starting structure
on final conformer. Additional examples may be found in the Supplementary Information
(Appendix C). The alternative conformers resulting from varied angles of approach by the
guest molecule, in addition to having different structures than the minimal energy conformer,
bind to water clusters with strengths that can vary from those of the minima anywhere from
less than 1 kcal/mol to 10’s of kcal/mol depending on the interactions at play. This is espe-
cially important to note when considering astrochemical models, as alternative conformers
found by reactive molecules may have a wide variety of binding strengths, which thus influ-
ence desorption and other surface reaction processes.

Astrochemical Implications

The first step of condensation of molecules on grains may be the formation of molecular
complexes, and then the binding to H2O or CO ice surfaces, which are the dominant ice
species in protoplanetary disks. Binding energies (BEs), and other parameters that depend
on them, e.g., diffusion energies (DEs), are important input parameters for the disk chemical
simulations of interstellar molecular clouds and protoplanetary disks. BEs are only available
for a limited number of molecules, radicals and ions. In some cases, while the gas phase
BEs for species with individual H2O molecules are available, binding energies with dimers,
trimers, and clusters of water molecules adhering to the surface are not available. Even
though binding energies of some major ices have been obtained from laboratory experiments,
binding and diffusion energies of key radicals and ions are largely missing because it is difficult
to study them in the laboratory due to their high reactivity. Knowing the diffusion energy
barriers, in particular for radicals, is critical because they control the reactivity in the ice
in disk chemical models. Additionally, at present, the diffusion energy (DE) of a given
molecule is considered as a fixed fraction (0.4) of its BE in disk models, because of a lack
of experimental and computed DE data for a large number of molecules. However, not
all molecules bind equally as we have seen above. Binding energies of molecules as shown
here vary significantly during the water freeze out process. Some interactions are weak,
which may result in those molecules diffusing easily on the surface of icy grains, while others
are more strongly bound, resulting in slower diffusion. Accurate binding energy results
during water freeze out process presented here indicate that the DEs of molecules containing
different functional groups are going to vary widely given that their BEs with the surface have
strong functional group dependence, highlighting again the importance of analyzing binding
behavior of a molecule on a case-by-case basis. While the radicals and neutral species bind
less strongly than water binds to itself, the binding energies of ions are significantly larger.
The ions, therefore, bind permanently or change the nature altogether by reacting with the
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water matrix. For some ions the coming in contact with H2O surface means a spontaneous
reaction even at low-temperature. Some of these ions therefore are not likely to diffuse on
water surface, but other ions may still be able to diffuse.

Polar molecules, both closed-shell neutrals and open-shell radicals e.g. NH3, HCN and
H2CO, that bind almost as strongly with H2O surface as water itself, will sublimate at similar
disk temperatures as water does. Hydrocarbons will sublimate at much lower temperatures.
In the context of Enceladus’ southern plumes, once the ions come in contact with icy grains
they will react and evolve into newer species leaving behind a proton or a hydride.

4.4 Conclusions

In this work, we have computed binding energies for select sets of small neutral closed-shell,
neutral open-shell, and ionic closed-shell molecules that are relevant for several astrochemical
environments. Grain-surface chemistry, especially involving grains that are covered with thin
H2O ice, are important for dense interstellar medium, proto-planetary disks, exo-planetary
atmospheres, and the southern plumes of Enceladus. To simulate the changes in binding
energies during the water freeze-out process, accurate binding energies have been evaluated
for small water clusters with up to four water molecules.

For neutral closed and open-shell species, binding energies span a relatively small range
of values, generally no more than approx. 10 kcal/mol for the strongest binders; predictably,
polar molecules with stronger dipoles and more capacity for hydrogen bonding have the
largest binding energies. The binding energy values computed for radicals may be of interest
to astrochemical modellers, whose models include radical reactions for which data is often
missing. The strongest (non-water) open-shell binders HCO and NH2 exhibit short hydrogen
bonds with surrounding water molecules, but do not invoke spontaneous deprotonation of the
water, and have binding energies only slightly greater in magnitude than their hydrogenated,
closed-shell cousins.

The results gathered for cationic and anionic species are particularly intriguing. Many,
but not all, of the ions investigated here bind with exceptional strength, especially the
cations (some with binding energies above 100 kcal/mol). The most striking examples are
NH +

2 , CH +
3 , and HCO+ for the cations, as well as their anionic counterparts. Each of

these molecules undergo barrierless acid-base chemistry to form new species (formaldehyde,
methanol, and more) and release H+ or OH– into the surrounding water molecules. These
reactions occur spontaneously without additional energetic input, indicating radical-free syn-
thetic routes to important astrobiological precursors (especially oxides) in ice grains without
the need for energetic processing.

Overall, our computations not only improve existing libraries of binding energy data for
neutral closed-shell molecules, but also expand these libraries to include open-shell and ionic
species, which have received less attention in previous literature. We have identified impor-
tant trends in reactivity and a variety of conformers for open-shell and ionic species bound
to water clusters, which is particularly important to include in models of astrochemical reac-
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tions, as ions and radicals are important synthetic drivers in environments where energetic
stimulus is sparse. The binding energies computed here may be included in astrochemical
models to improve their quality, and the conformer geometries we have generated should
be considered when investigating molecular binding to amorphous ice. We hope that these
results will prompt more investigation into the role and fate of ions and other species in cold
grains, and how the binding behavior of these species influences production of astrobiological
products.
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HornekÃŠr, L.; Morisset, S.; Nyman, G.; Pirronello, V.; Price, S. D.; Valdivia, V.;
Vidali, G.; Watanabe, N. H2 formation on interstellar dust grains: The viewpoints
of theory, experiments, models and observations. Mol. Astrophys. 2017, 9, 1–36.

(283) Hollenbach, D. J.; Werner, M. W.; Salpeter, E. E. Molecular Hydrogen in H i Regions.
1971, 163, 165.

(284) Materese, C. K.; Nuevo, M.; Bera, P. P.; Lee, T. J.; Sandford, S. A. Thymine and
Other Prebiotic Molecules Produced from the Ultraviolet Photo-Irradiation of Pyrim-
idine in Simple Astrophysical Ice Analogs. Astrobiology 2013, 13, PMID: 24143868,
948–962.

(285) Bera, P. P.; Nuevo, M.; Milam, S. N.; Sandford, S. A.; Lee, T. J. Mechanism for the
abiotic synthesis of uracil via UV-induced oxidation of pyrimidine in pure H2O ices
under astrophysical conditions. J. Chem. Phys. 2010, 133, 104303.

(286) Oberg, K. I.; Fayolle, E.; Linnartz, H.; van Dishoeck, E.; Fillion, J.; Bertin, M. In
American Astronomical Society Meeting Abstracts, 2013; Vol. 222, 202.02, p 202.02.

(287) Khawaja, N.; Postberg, F.; Hillier, J.; Klenner, F.; Kempf, S.; Nölle, L.; Reviol, R.;
Zou, Z.; Srama, R. Low-mass nitrogen-, oxygen-bearing, and aromatic compounds in
Enceladean ice grains. Mon. Notices Royal Astron. Soc. 2019, 489, 5231–5243.

(288) Waite Jr, J.; Combi, M.; et al. Cassini ion and neutral mass spectrometer: Enceladus
plume composition and structure. Science 2006, 311, 1419–1422.

(289) Postberg, F.; et al. Macromolecular organic compounds from the depths of Enceladus.
Nature 2018, 558, 564–568.

(290) He, J.; Acharyya, K.; Vidali, G. Binding energy of molecules on water ice: laboratory
measurements and modeling. Astrophys. J. 2016, 825, 89.

(291) Enrique-Romero, J.; Rimola, A.; Ceccarelli, C.; Ugliengo, P.; Balucani, N.; Skouteris,
D. Quantum Mechanical Simulations of the Radical–Radical Chemistry on Icy Sur-
faces. Astrophys. J. Suppl. Ser. 2022, 259, 39.

(292) Ferrero, S.; Zamirri, L.; Ceccarelli, C.; Witzel, A.; Rimola, A.; Ugliengo, P. Binding
Energies of Interstellar Molecules on Crystalline and Amorphous Models of Water
Ice by Ab Initio Calculations. Astrophys. J. 2020, 904, 11.

(293) Das, A.; Sil, M.; Gorai, P.; Chakrabarti, S. K.; Loison, J. C. An Approach to Estimate
the Binding Energy of Interstellar Species. Astrophys. J. Suppl. Ser. 2018, 237, 9.

(294) Tentscher, P. R.; Arey, J. S. Geometries and Vibrational Frequencies of Small Rad-
icals: Performance of Coupled Cluster and More Approximate Methods. J. Chem.
Theory Comput. 2012, 8, PMID: 26593847, 2165–2179.

(295) Tentscher, P. R.; Arey, J. S. On the Nature of Interactions of Radicals with Polar
Molecules. J. Phys. Chem. A 2013, 117, PMID: 24224466, 12560–12568.



BIBLIOGRAPHY 102

(296) Tentscher, P. R.; Arey, J. S. Binding in Radical-Solvent Binary Complexes: Bench-
mark Energies and Performance of Approximate Methods. J. Chem. Theory Comput.
2013, 9, PMID: 26587618, 1568–1579.

(297) Wakelam, V.; Loison, J.-C.; Mereau, R.; Ruaud, M. Binding energies: New values
and impact on the efficiency of chemical desorption. Mol. Astrophys. 2017, 6, 22–35.
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A.1 Vibrational frequencies and IR intensities for A–,

A , and F+

Table A.1: Vibrational frequencies and IR intensities for A–

Frequency IR Intensity

642.03 0.0
682.79 57.516
700.95 98.535
733.53 0.0
813.04 25.907
846.01 0.0
884.6 4.451
899.35 0.022
1025.23 31.391
1043.64 11.205
1115.5 20.587
1195.22 1.428
1243.65 1.118
1326.95 1.82
1410.68 0.256
1478.66 10.291
1494.52 38.188
3147.24 54.011
3153.06 33.075
3178.28 109.374
3200.96 39.631
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Table A.2: Vibrational frequencies and IR intensities for A

Frequency IR Intensity
504.23 0.0
548.04 20.378
669.03 5.988
728.16 65.783
853.67 0.0
865.44 0.749
887.04 11.777
946.32 0.0
954.05 0.025
1056.39 0.004
1092.51 5.39
1106.2 38.617
1222.06 1.975
1303.57 0.262
1379.09 53.264
1474.31 24.184
1595.9 1.053
3215.39 17.32
3220.19 1.214
3249.43 5.199
3270.28 1.182
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Table A.3: Vibrational frequencies and IR intensities for F+

Frequency IR Intensity
135.49 3.846
328.59 7.303
380.9 9.649
396.6 1.265
420.94 156.301
620.68 60.674
648.2 83.026
651.2 5.729
839.07 32.945
952.63 4.092
953.26 48.796
985.17 3.703
1129.33 35.499
1335.8 36.698
1436.34 10.625
2037.81 296.267
2383.97 328.508
3151.32 78.77
3195.48 42.715
3240.67 31.145
3720.83 1006.652
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A.2 A comparison of DFT energies and

CCSD(T)/CBS results

Table A.4: Relative energies of anionic isomers A-G, calculated both using the CCSD(T)/CBS
scheme and the indicated density functional ωB97X-V in the aug-cc-pVTZ basis.

Anion Isomer
CCSD(T)

CBS

Relative energy
CCSD(T)

CBS

Anion Isomer
ωB97X-V

aug-cc-pVTZ

Relative energy
ωB97X-V

aug-cc-pVTZ

A– 0.00 A– 0.00
E– 33.28 B– 36.69
B– 36.59 E– 40.87
D– 42.72 C– 48.78
C– 46.91 D– 51.06
F– 56.34 F– 58.63
G– 84.26 G– 105.44

Table A.4 compares the energetic ordering of anionic isomers A-G calculated using two
different methods: CCSD(T)/CBS and density functional theory (ωB97X-V/aug-cc-pVTZ).
Comparing these results, the magnitude of sequential energetic differences between isomers
is quite similar between the two schemes. In fact, the differences calculated with ωB97X-V
in the large, augmented basis set are within 1 kcal/mol of those computed in CCSD(T)/CBS
for isomers A-E. The fact that ωB97X-V is in such good agreement with CCSD(T)/CBS,
largely considered the ’gold standard’ when it comes to energetic calculations need to confirm
this, speaks to the performance of this range-separated hybrid. With structures such as F–

and G–, which are strained and energetically disfavored on the anionic PES, we observe
growing discrepancy between the DFT and CCSD(T) schemes, indicating that these are
more difficult cases. Between the two schemes, energetic ordering of isomers with respect to
the global minimum A– did not change.
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Table A.5: Relative energies of radical isomers A-G, calculated both using the CCSD(T)/CBS
scheme and the indicated density functional ωB97X-V in the aug-cc-pVTZ basis. Structures were

optimized using the latter DFT methodology, except in the cc-pVTZ basis.

Radical Isomer
CCSD(T)

CBS

Relative energy
CCSD(T)

CBS

Radical Isomer
ωB97X-V

aug-cc-pVTZ

Relative energy
ωB97X-V

aug-cc-pVTZ

A 0.00 A 0.00
C 24.73 C 23.07
E 24.79 E 24.06
B 25.12 B 31.06
D 28.81 D 36.10
F 44.29 F 50.29
G 53.91 G 56.90

Similarly to the anionic case, Table A.5 compares energetic differences calculated using
the two indicated schemes. Re-calculation of energies using CCSD(T)/CBS on the radical
surface did not result in any stability shuffling of isomers A-G. Again, we observe that the
relative magnitude of energetic spacing does not change drastically, though the difference
between DFT and CCSD(T) is slightly greater for radicals than the anionic case for A-E (be-
tween ∼1-2 kcal/mol). We see that DFT and CCSD(T) again have the greatest disagreement
for G , though the discrepancy is smaller here than for anionic G–.

Table A.6: Relative energies of cationic isomers A-G, calculated both using the CCSD(T)/CBS
scheme and the indicated density functional ωB97X-V in the aug-cc-pVTZ basis. Structures were

optimized using the latter DFT methodology, except in the cc-pVTZ basis.

Cation Isomer
CCSD(T)

CBS

Relative energy
CCSD(T)

CBS

Cation Isomer
ωB97X-V

aug-cc-pVTZ

Relative energy
ωB97X-V

aug-cc-pVTZ

F+ 0.00 F+ 0.00

G+ 25.27 G+ 17.50

A+ 26.40 A+ 21.22

C+ 35.24 C+ 25.80

B+ 36.66 B+ 28.91

E+ 39.02 E+ 39.66

D+ 39.53 D+ 41.38

Energetic comparisons for cation isomers are shown in Table A.6. Interestingly, the mag-
nitude of relative energy spacing between isomers is slightly more variable with the cations
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between DFT and CCSD(T). While these were quite similar in the anions and radicals,
DFT appears to estimate systematically lower relative stabilities of each isomer compared
to the CCSD(T)/CBS scheme. Consequently, cationic isomers exhibit the largest difference
between the two methods of calculation, on the order of ∼2-4 kcal/mol. Energetic ordering
did not change with calculations involvinv CCSD(T)/CBS.

A.3 Optimized geometries for C4H4N

The following coordinates are optimized geometries for all C4H4N isomers.

• Anionic Isomers
A–

N -0.9624802558 0.6135819411 -0.3526541983
C 0.2668264351 1.1062912978 -0.0507659217
C 1.1594842426 0.0995237914 0.3272879094
C 0.4190488854 -1.1057490126 0.2511777676
C -0.8600467194 -0.7280559656 -0.1667123571
H 0.4655607851 2.1734306171 -0.1168627600
H 2.1984466906 0.2206276036 0.6164789950
H 0.7661501785 -2.1104397792 0.4699350787
H -1.7153202422 -1.3766704937 -0.3412445135
B–

N -0.9033907331 0.5762801707 -0.3310519950
C 0.3033419266 1.2131780174 -0.0522272959
C 1.1162596173 0.1261969790 0.3116517225
C 0.3958916609 -1.1088951686 0.2446367956
C -0.8784439457 -0.7960393671 -0.1639595771
H 2.1579141132 0.2151559590 0.6057044676
H 0.7561027996 -2.1084923897 0.4661549121
H -1.7448208477 -1.4209317369 -0.3443494421
H -1.7198545911 1.0776875363 -0.6281895877
C–

N -0.9401826089 0.5864419420 -0.3427445961
C 0.3231692301 1.1110994545 -0.0350303467
C 1.2220531651 0.1315723777 0.3421629133
C 0.4054480945 -1.0662231504 0.2424379389
C -0.8787734393 -0.7728306536 -0.1667437177
H 0.4485245796 2.1877070057 -0.1237187902
H 0.7388378094 -2.0791670349 0.4576688059
H -1.7481019343 -1.3958504016 -0.3482111216
H -1.7529248961 1.0960304607 -0.6401310858
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D–

N -1.1122894575 -1.0578997366 0.2381823344
C -1.7714827652 -0.7363697724 -0.6512493494
C -2.5837444227 -0.3437886381 -1.8112622315
H -2.1329514086 0.5821308802 -2.1897298199
H -2.4271453528 -1.1239823920 -2.5859766057
C -4.0560970168 -0.0814088210 -1.4691763877
C -4.8799799372 -0.7496880127 -2.2921854933
H -5.9663107925 -0.6618019376 -2.2202585505
H -4.5305888467 -1.4349015698 -3.0918638963
E–

N -0.7503012118 -0.5530276260 0.1193076668
C -1.6599257479 -0.6759504346 -0.5875552545
C -2.7502596051 -0.8819498458 -1.4993050200
H -2.5457617261 -1.6749555394 -2.2403223841
C -3.8995972954 -0.1696187899 -1.4436442534
C -4.8909449128 -0.5743805837 -2.5136869335
H -5.8339273078 -0.8930361148 -2.0509969686
H -4.5498337829 -1.3884248156 -3.1901709906
H -5.1492984102 0.2936737497 -3.1338658620

F–

N -1.0303994730 -0.3382241056 -0.4653133644
C -1.9303513063 -0.9159048756 -1.2120495607
C -2.3582549102 -1.9804674492 -1.9639435329
H -2.1878075499 -2.9672185703 -2.3701769672
C -3.2325285303 -0.8942645244 -1.8608380834
C -4.3950046594 -0.2389327366 -2.1187093924
H -5.1717828461 -0.6840261095 -2.7350322240
H -4.5726340581 0.7514286574 -1.7115525852
H -1.3913966668 0.5737297138 -0.1902042898
G–

N -3.3597566270 0.6232007279 1.6769972932
C -4.0660680243 0.2563168566 0.6686105823
C -2.7874382953 0.0988248229 0.2530561232
C -1.6032426934 -0.1338582189 -0.3690520345
C -0.3024761652 0.0360585428 0.1084791768
H -0.1193765576 0.4032347205 1.1123454562
H 0.5460500775 -0.1995673442 -0.5244406825
H -1.7101876612 -0.5083704477 -1.3916438818
H -5.1340540534 0.1783103401 0.4441979671
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• Radical Isomers
A
N -0.9775147133 0.6231795275 -0.3584348114
C 0.2363992306 1.1039344510 -0.0592435893
C 1.1688042751 0.0572158447 0.3348616399
C 0.4604332948 -1.0957640250 0.2621911096
C -0.8712792272 -0.6991638899 -0.1732249433
H 0.4468373683 2.1656505860 -0.1214775382
H 2.2014934805 0.1961533515 0.6203555672
H 0.7891840428 -2.1025757978 0.4755220864
H -1.7166877516 -1.3560900480 -0.3439095209
B
N -0.9379607715 0.5857614604 -0.3420852061
C 0.2805067645 1.0955567562 -0.0454029958
C 1.1547925697 0.1200003359 0.3235933103
C 0.3937489756 -1.0936742104 0.2423011624
C -0.8756310062 -0.7829192772 -0.1647900486
H 2.1870079971 0.2327656817 0.6121186495
H 0.7596585253 -2.0854491135 0.4647190904
H -1.7374900898 -1.4067198318 -0.3440880781
H -1.7416329647 1.1088181986 -0.6379958841
C
N -0.9190615112 0.5880012645 -0.3365654120
C 0.3038377143 1.1541375875 -0.0458076556
C 1.1075014907 0.1140702192 0.3101797420
C 0.4074521227 -1.1091299446 0.2483978085
C -0.8616595394 -0.7672438009 -0.1628892042
H 0.4747604134 2.2154624314 -0.1194594208
H 0.7643132698 -2.1025876714 0.4684719535
H -1.7255842027 -1.3892106187 -0.3430997104
H -1.7335097576 1.0952805329 -0.6335381009
D
N -1.3303368533 -1.0395051942 0.4041145085
C -1.8195794727 -0.7481530751 -0.5930926047
C -2.4304193677 -0.3768031907 -1.8769739891
H -1.9499604237 0.5408678978 -2.2293624816
H -2.2028683759 -1.1651982349 -2.6080781547
C -3.8984561501 -0.1892744760 -1.7806742998
C -4.9677658618 -0.7177812039 -2.3081487436
H -5.9650545881 -0.3606686846 -2.0698446651
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H -4.8961489066 -1.5511938384 -3.0114595697
E
N -0.8625347295 -0.2861580542 0.2240612829
C -1.6488274805 -0.5977934252 -0.5561363658
C -2.6039420227 -1.0176756014 -1.5445969368
H -2.3025109022 -1.8553365162 -2.1772846679
C -3.7755642128 -0.4422149886 -1.6953197804
C -4.9728825827 -0.5574646425 -2.5330899727
H -5.8533222471 -0.7619542613 -1.9188470380
H -4.8583441834 -1.3718530175 -3.2611012768
H -5.1519216390 0.3727805069 -3.0779252446
F
N -0.9541710136 -0.2402439301 -0.2535562030
C -1.3706023115 -0.8365298882 -1.2479211905
C -2.5389689006 -1.5658491724 -1.6506068773
H -2.4198730073 -2.6364525523 -1.7925317959
C -3.6749566525 -0.9818414975 -1.9768795287
C -4.7715471748 -0.3892979476 -2.3443364468
H -4.8950771132 -0.0151773465 -3.3567890706
H -5.5942250733 -0.2503511454 -1.6494563803
H -0.0507387531 0.2218634800 -0.3557425069
G
N -3.2506102776 0.5956036929 1.5815988547
C -4.0644871384 0.2510716842 0.6430111723
C -2.7570226013 0.1108508271 0.2839689901
C -1.5999617273 -0.1504846449 -0.4044288994
C -0.3434366803 0.0407510907 0.1269999122
H -0.2195736889 0.4149802809 1.1360065502
H 0.5434096577 -0.1789286205 -0.4526521051
H -1.7109598863 -0.5262669607 -1.4173764061
H -5.1339076577 0.1965726504 0.4814219312

• Cationic Isomers
A+

N -0.9986170612 0.6362631940 -0.3656402549
C 0.2101341858 1.1021076832 -0.0675527425
C 1.1940670948 0.0237137640 0.3464433892
C 0.5015403462 -1.1041157166 0.2746292877
C -0.8819809245 -0.6739442104 -0.1799202063
H 0.4242469141 2.1686260701 -0.1286299119
H 2.2226350010 0.1999843008 0.6270971224
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H 0.7957913525 -2.1236018533 0.4793562592
H -1.7301469086 -1.3364932318 -0.3491429429
B+

N -0.9560221545 0.6020365157 -0.3494463575
C 0.2449576831 1.0848280311 -0.0543844298
C 1.1663216444 0.0745485391 0.3321675927
C 0.4380086984 -1.0877436501 0.2546359118
C -0.8852097403 -0.7641114030 -0.1700535512
H 2.1968481709 0.2221134599 0.6161455479
H 0.7847242994 -2.0884013469 0.4725565904
H -1.7417254172 -1.4021755656 -0.3458352371
H -1.7649031842 1.1330454199 -0.6474160670
C+

N -0.9379594001 0.5927100371 -0.3426615498
C 0.2865320548 1.1460913202 -0.0504495622
C 1.1224779061 0.0722583896 0.3198588958
C 0.4535523643 -1.1035770881 0.2611580405
C -0.8782644706 -0.7388571605 -0.1714880112
H 0.4753598260 2.2087034827 -0.1185833158
H 0.7876903121 -2.1083347823 0.4761783777
H -1.7349644987 -1.3780558484 -0.3472273632
H -1.7563740938 1.1078416497 -0.6410955117

D+

N -2.2071039434 -0.6114787984 0.5246078961
C -2.1429332244 -0.6122867020 -0.6230954436
C -2.1943643505 -0.6144422781 -2.1023380372
H -1.7474948703 0.2996107771 -2.5063951138
H -1.7322108279 -1.5217643569 -2.5043497478
C -3.6333442483 -0.6266072411 -2.2074288648
C -4.8979630853 -0.6369746333 -2.2114704443
H -5.4686643469 -0.6413261395 -1.2776365958
H -5.4365111030 -0.6424406278 -3.1654136489
E+

N -1.1786413813 0.0137180816 0.2126837218
C -1.7730022090 -0.5275277201 -0.6076017428
C -2.5121695179 -1.2033640724 -1.6301073366
H -2.0902508912 -2.0809075248 -2.1378360910
C -3.6814163899 -0.8240078456 -1.9964111956
C -4.9581703338 -0.4788046345 -2.4565929352
H -5.7434866696 -0.6225131436 -1.7079413258
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H -5.1077718430 -1.2734967383 -3.2312966082
H -4.9849407643 0.4792335977 -2.9851364866
F+

N -0.7104140358 -0.2426819134 -0.5790386691
C -1.5623194062 -0.8398424427 -1.0523525210
C -2.5967652410 -1.5952845426 -1.6319595653
H -2.4346912309 -2.6631135312 -1.7450544312
C -3.7024085986 -0.9674798281 -2.0046690452
C -4.7896367302 -0.3883067907 -2.3773877593
H -4.8878168755 0.0046998660 -3.3859183333
H -5.6249400654 -0.2870987798 -1.6894834174
H 0.0388321836 0.2852279626 -0.1619562582

G+

N -3.1492529721 0.5752065282 1.5237569173
C -4.0556093915 0.2492686057 0.6362829612
C -2.7442402781 0.1216291494 0.3111033275
C -1.5847621024 -0.1654625106 -0.4434693354
C -0.3884907980 0.0436271006 0.1350494602
H -0.3067537223 0.4208605391 1.1502464043
H 0.5327761971 -0.1610972972 -0.4000741845
H -1.7080872065 -0.5403390429 -1.4516691539
H -5.1321297262 0.2104569278 0.5173236031

• Other geometries
CN–

C -0.0066988810 2.0275749722 0.0000000000
N 1.1623288810 2.0998250278 0.0000000000
CN
C -0.0020021193 2.0278652487 0.0000000000
N 1.1576321193 2.0995347513 0.0000000000
CH3CCH
C 0.9315029884 3.8196151807 0.0000012179
C 0.5144221333 2.6963041658 0.0000344222
H 1.3020741595 4.8178481822 -0.0000245175
C 0.0056284086 1.3249918863 0.0000022324
H -0.5497838183 1.1207682941 0.9179603345
H 0.8279840203 0.6096399461 -0.0695462845
H -0.6626978918 1.1626923448 -0.8484274050
CN /CH3CCH complex
N 0.7065375211 3.9923216928 2.9283206014
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C 0.8058141647 3.9312577408 1.7829771206
C 0.9215648572 3.8327052759 0.3494314129
H 1.3107291144 4.6995565278 -0.1751815629
C 0.5665600324 2.7306388679 -0.2750475032
C 0.0258437545 1.4014764873 0.0234464307
H -0.9263041163 1.2489446745 -0.4903786475
H 0.7167956385 0.6220834484 -0.3067491207
H -0.1364709666 1.2924852846 1.1040812687
CN /CH3CCH transition state
N 0.7935563669 4.4439318256 2.9780325571
C 0.8647763324 4.1655076652 1.8643016741
C 0.9641226718 3.8171741723 0.4728784569
H 1.3996304699 4.5540036850 -0.1948431960
C 0.5472857115 2.6599208100 0.0285457238
C 0.1075937290 1.4815994839 -0.3385614117
H -0.8948206140 1.3710538930 -0.7375954824
H 0.7929212606 0.6464801690 -0.4344815719
H -0.5592459280 0.6161982960 1.2973132501
CH2CCHCN (cyanoallene)
N -0.5431985940 -0.2207507161 -0.8026836132
C -1.4639894836 -0.7973108656 -1.1806537338
C -2.5935505402 -1.5509169760 -1.6471470290
H -2.4901152869 -2.6302837232 -1.6845016320
C -3.7078211215 -0.9694619750 -2.0154223218
C -4.8169960817 -0.4077888214 -2.3815492076
H -4.9706044277 -0.1028958488 -3.4111435234
H -5.6093344645 -0.2257810739 -1.6634189392
Pyrrole
N -0.9180212282 0.5851864730 -0.3363163123
C 0.3020713831 1.1332804619 -0.0436268375
C 1.1432975142 0.1140759571 0.3208378542
C 0.3991453520 -1.0973080074 0.2442940616
C -0.8685241723 -0.7722000817 -0.1638875281
H 0.4694929969 2.1966575742 -0.1184346660
H 2.1777204521 0.2226157376 0.6104620889
H 0.7555370707 -2.0924154604 0.4643752977
H -1.7341890464 -1.3904875577 -0.3448392399
H -1.7265303220 1.1005949034 -0.6328647186
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Appendix B

Supplemental Information: Hydrogen
ejection from hydrocarbons:
Characterization and relevance in soot
formation and interstellar chemistry

Figure B.1: Potential energy surface (PES) for sample CHRCR reaction sequence from
vinylcyclopentadienyl to indenyl. Energetic barriers are expressed in kcal/mol. Isomerization

barriers are shown for species (I).
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Table B.1: Canonical RRKM rate constants for C13H11 (II)

Species C13H11 (II) ZZ C13H11 (II) FE
Temp (K) Barrier (kcal/mol) Rate (ŝ-1)
500 29.86 0.9220 50.14 1.26E-9
600 29.85 168 50.13 6.870E-6
700 29.83 7110 50.11 3.3E-3
800 29.79 121000 50.08 0.34599
900 29.75 1120000 50.05 13.2
1000 29.7 6720000 50.01 246
1100 29.65 29500000 49.96 2720
1200 29.58 102000000 49.9 20400
1300 29.52 296000000 49.84 113000
1400 29.44 739000000 49.77 496000
1500 29.37 1640000000 49.7 1790000
1600 29.29 3330000000 49.63 5540000
1700 29.21 6230000000 49.55 15100000
1800 29.12 10900000000 49.48 36900000
1900 29.04 18100000000 49.4 82400000
2000 28.95 28600000000 49.31 170000000
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Table B.2: Canonical RRKM rate constants for C13H11 (IV)

Species C13H11 (IV) ZZ C13H11 (IV) FE
Temp (K) Barrier (kcal/mol) Rate (ŝ-1)
500 34.6599 7.3899E-3 74.62 2.52E-20
600 34.65 3 74.599 8.4100E-15
700 34.6199 226 74.56 7.6599E-11
800 34.5900 5910 74.52 7.3199E-8
900 34.5499 76300 74.4599 1.56E-5
1000 34.51 599000 74.39 1.15E-3
1100 34.450 3280000 74.31 3.939E-2
1200 34.39 13600000 74.22 0.75900
1300 34.32 46000000 74.13 9.34
1400 34.25 131000000 74.03 81
1500 34.17 328000000 73.92 530
1600 34.0900 735000000 73.81 2760
1700 34.01 1500000000 73.69 11900
1800 33.92 2860000000 73.5699 43800
1900 33.83 5080000000 73.45 141000
2000 33.74 8570000000 73.33 405000
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Table B.3: Canonical RRKM rate constants for C13H10 (II)

Species C13H10 (II) ZZ C13H10 (II) FE
Temp (K) Barrier (kcal/mol) Rate (ŝ-1)
500 67.64 2.8299E-17 80.73 5.3700E-23
600 67.62 2.94E-12 80.70999 4.9900E-17
700 67.58 1.16E-8 80.6800 9.4400E-13
800 67.52 5.95999E-6 80.63 1.56E-9
900 67.45999 7.78999E-4 80.58 5.0900E-7
1000 67.39 3.91000E-2 80.51000 5.2899E-5
1100 67.3 0.97499 80.44 2.3900E-3
1200 67.2099 14.4 80.36 5.800E-2
1300 67.11 141 80.27 0.86899
1400 67.0100 1010 80.17 8.91
1500 66.900 5600 80.06999 67.400
1600 66.78 25200 79.97 398
1700 66.66 95400 79.86 1920
1800 66.5400 313000 79.75 7780
1900 66.42 908000 79.64 27400
2000 66.2900 2380000 79.52 85200
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Table B.4: Canonical RRKM rate constants for C13H10 (IV)

Species C13H10 (IV) ZZ C13H10 (IV) ZZ
Temp (K) Barrier (kcal/mol) Rate (ŝ-1)
500 17.98 144000 65.53 2.3800E-16
600 17.97 3560000 65.5 1.7300E-11
700 17.95 36400000 65.4599 5.32E-8
800 17.91 213000000 65.41 2.26E-5
900 17.87 857000000 65.34 2.5500E-3
1000 17.82 2660000000 65.2600 0.114
1100 17.7600 6770000000 65.1800 2.58
1200 17.7 14900000000 65.08 35.1
1300 17.64 29300000000 64.97 324
1400 17.57 52700000000 64.86 2190
1500 17.5 88200000000 64.7399 11500
1600 17.4200 139000000000 64.62 49700
1700 17.3500 209000000000 64.4899 181000
1800 17.27 300000000000 64.36 575000
1900 17.18 418000000000 64.23 1620000
2000 17.100 564000000000 64.09 4130000
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Table B.5: Canonical RRKM rate constants for C9H9 (V)

Species C9H9 (V) FE C9H9 (V) ZZ
Temp (K) Barrier (kcal/mol) Rate (ŝ-1)
500 50.51 8.6999E-10 44.64 3.200E-7
600 50.5 5.0599E-6 44.62 6.99E-4
700 50.48 2.5300E-3 44.59 0.17499
800 50.46 0.27300 44.56 11.2
900 50.44 10.6 44.53 289
1000 50.45 196 44.5 3920
1100 50.49 2130 44.48 33400
1200 50.53 15700 44.48 198000
1300 50.57 85300 44.52 889000
1400 50.62 366000 44.56 3230000
1500 50.67 1290000 44.61 9900000
1600 50.73 3920000 44.66 26400000
1700 50.83 10300000 44.73 63000000
1800 50.96 24400000 44.8 137000000
1900 51.09 52600000 44.87 273000000
2000 51.23 105000000 44.95 510000000
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Table B.9: Canonical RRKM rate constants for triplet cyclopentadiene and triplet toluene

Species triplet cyclopentadiene triplet toluene
Temp (K) Barrier (kcal/mol) Rate (ŝ-1)
500 27.56 9.34 29.12 1.95
600 27.45 1260 29.08 320
700 27.3 43800 29.02 12700
800 27.12 649000 28.95 206000
900 26.93 5430000 28.86 1840000
1000 26.71 30300000 28.76 10800000
1100 26.48 125000000 28.66 46500000
1200 26.24 416000000 28.54 159000000
1300 25.99 1160000000 28.41 453000000
1400 25.73 2810000000 28.28 1120000000
1500 25.47 6090000000 28.15 2480000000
1600 25.19 12100000000 28.01 4990000000
1700 24.92 22200000000 27.86 9280000000
1800 24.63 38300000000 27.71 16200000000
1900 24.35 62600000000 27.56 26800000000
2000 24.06 97900000000 27.4 42200000000

Table B.10: Ordered energy barriers to ejection at 1600K

Molecule Barrier (kcal/mol) Ejection rate @ 1600K

propyne 89.146199700747133 417
cyclopentadiene 80.995772828244341 239
indene 79.029378318482912 5250
phen edge first 78.906932153509359 2760
c0 benz edge 51.734000997748382 983000
c0 edge first 48.200260604995293 3920000
alt edge first 43.27439456573984 5540000
c0 bay first 39.656023116752834 26400000
phen bay first 25.765455064012883 735000000
c1 23.481738094482694 1680000000
alt bay first 19.323193595220403 3330000000
c0 benz bay 18.323188450006 9670000000
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Table B.12: k(E) calculated using MESMER for C9H9 (V)

Reaction k(E) Bath Gas Method
V –¿ C9H8 + H 2208991000000000 He RRKM
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C.1 Binding Energies of lowest-energy conformers

Neutral closed-shell

Figure C.1: DFT binding energies for closed-shell neutral molecules, zero point corrected.
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Table C.1: Tabulated binding energies (in kcal/mol) for closed-shell neutral molecules with
clusters of size n=1-4, zero point corrected.

Molecule Monomer Dimer Trimer Tetramer
H2CO -3.009 -6.768 -4.884 -5.319
HCN -3.184 -6.074 -6.505 -5.103
CH4 -0.032 -0.752 -0.522 -1.820
NH3 -4.315 -7.948 -8.185 -6.788
C2H4 -1.468 -3.323 -2.258 -3.174
N2 -0.095 -1.152 -0.926 -2.265

C2H2 -0.711 -3.545 -1.840 -3.065
H2O -2.974 -7.966 -9.264 -7.719
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Neutral open-shell

Figure C.2: DFT binding energies for open-shell neutral molecules, zero point corrected.

Table C.2: Tabulated binding energies (in kcal/mol) for open-shell neutral molecules with clusters
of size n=1-4, zero point corrected.

Molecule Monomer Dimer Trimer Tetramer
NO -0.504 -2.035 -1.290 -2.161
CH3 -0.571 -1.993 -1.035 -2.229

HCO -1.571 -4.916 -3.465 -1.430
NH2 -2.890 -6.213 -6.557 -5.377
H -0.009 -0.297 -0.018 -1.149

OH -3.793 -7.761 -8.808 -7.633
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Cationic closed-shell

Figure C.3: DFT binding energies for closed-shell cationic molecules, zero point corrected.

Table C.3: Tabulated binding energies (in kcal/mol) for closed-shell cationic molecules with
clusters of size n=1-4, zero point corrected.

Molecule Monomer Dimer Trimer Tetramer

NH +
2 -80.090 -108.863 -120.199 -133.460

HCO+ -39.355 -69.578 -79.602 -83.229
NH +

4 -18.889 -10.975 -14.310 -14.389
CH +

3 -65.806 -90.079 -99.448 -106.776
H3O

+ -34.586 -52.064 -61.393 -64.860
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Anionic closed-shell

Figure C.4: DFT binding energies for closed-shell anionic molecules, zero point corrected.

Table C.4: Tabulated binding energies (in kcal/mol) for closed-shell anionic molecules with
clusters of size n=1-4, zero point corrected.

Molecule Monomer Dimer Trimer Tetramer
CH –

3 -35.367 -57.278 -67.147 -74.132
CN– -14.414 -22.854 -24.815 -29.743

HCO –
3 -15.764 -23.530 -45.154 -29.286

HCO– -19.358 -48.638 -50.970 -55.895
NH –

2 -30.741 -50.384 -58.835 -65.423
NO– -5.585 -27.290 -48.334 -36.399
OH– -27.001 -43.096 -50.065 -55.317
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C.2 Coordinates for lowest energy conformers



Neutrals

Monomer

C2H2
H 2.804010641 -0.7676124665 0.0034732209
H 2.804661443 0.7670739775 0.0034754763
O 2.223230458 -0.0000231839 -0.0009334386
C -2.280667129 -0.0001318207 0.0001263366
C -1.072431095 0.0002545882 -0.0000364063
H -3.356159537 -0.0004836197 0.0001946926
H 0.0076819719 0.0005599972 -0.0002842056

C2H4
H -2.557680811 0.5754627337 -0.7628266896
H -1.19266165 0.2631661049 -0.13494507
O -2.120780177 0.4207858635 0.0805042297
C 1.044637996 -0.7940520911 0.1769394388
C 1.313219213 0.5004351782 -0.008426317
H 1.227993865 -1.534701106 -0.607312847
H 0.6360359097 -1.162987123 1.122755008
H 1.729772338 0.8683376912 -0.9510258117
H 1.134625302 1.238819731 0.7791991486

CH4
H 0.7857511354 0.0129455843 0.0137596563
H 2.168400144 0.6687433496 0.0054634444
O 1.725960303 -0.182012537 0.0890348733
C -1.746808358 0.0137930585 -0.0118775933
H -2.834173329 -0.1323274519 0.011330918
H -1.457524084 0.3929404783 -1.002481525
H -1.253266966 -0.950094671 0.1792163309
H -1.465070192 0.7384488952 0.7655679038

H2CO
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H 2.553062824 0.2096880354 -0.0234844281
H 1.024659424 0.4231331102 -0.0091409043
O 1.714488329 -0.2584119246 -0.0216785574
C -1.348828745 -0.371279663 0.0022731605
O -0.9310138852 0.7615735626 0.0100934347
H -2.441251745 -0.5814911701 0.0077209405
H -0.6560310134 -1.241734484 -0.0105471734

HCN
H 2.639012977 -0.7683203129 0.0007050755
H 2.637318021 0.7704207964 0.0006853622
O 2.059440041 0.0004111055 -0.0034907462
C -1.054760908 -0.0002935582 0.0007236264
N -2.208238879 0.0002270426 0.0062110705
H 0.0340791857 -0.0006839095 -0.0049786643

N2
H 2.623894485 -0.7388342145 0.0029373162
H 1.261448751 -0.0381299115 -0.0017948107
O 2.209948148 0.129684055 -0.0002393491
N -2.124929845 0.0346159864 0.0006969385
N -1.030707144 -0.0560739514 -0.0007752242

NH3
H 1.925969485 -0.773897111 0.0047643202
H 0.5732503691 -0.0270242996 -0.001663148
O 1.540742765 0.106737786 -0.0036144694
N -1.3790347 -0.0108787681 -0.000011829
H -1.673121942 0.5369223586 0.80576471
H -1.680284053 0.4892676358 -0.8336268873
H -1.88637106 -0.8923024059 0.0278865721

Dimer

C2H2
H 0.7266145758 2.109004357 -0.7539962544
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H -0.1777951849 1.264058082 0.1542844697
O 0.7204063828 1.618279799 0.0745485416
H 1.674423517 -0.0482066531 0.0545028362
H 2.704033479 -1.185749285 0.2795066746
O 1.807761835 -1.009685678 -0.0177539709
C -2.351110626 -0.2218167132 0.0378205995
C -1.30446834 -0.8270178618 -0.005684819
H -3.29478955 0.293985374 0.0772460078
H -0.3485463097 -1.334188572 -0.0353945495

C2H4
H 2.484005386 -1.203728151 -0.9046698661
H 1.63673512 -0.0896508952 -0.2531732745
O 1.662937773 -1.04435202 -0.4320154862
O 0.8734214567 1.615711084 0.2026807831
H 1.048995138 2.072377802 1.031529305
C -1.833622769 -0.1175222567 -0.5401680432
C -1.488749078 -0.6977537904 0.6127637011
H -1.202908261 -0.219550461 -1.428996797
H -2.757469855 0.4601859134 -0.6404693281
H -0.5676392481 -1.283657484 0.6898281912
H -2.122143571 -0.6158273796 1.501562366
H -0.0161462502 1.240648768 0.2915853525

CH4
H 1.263228405 0.4901919635 -0.0943000997
H 2.051141254 1.807251674 -0.2544111786
O 1.182850282 1.456185122 -0.0401861511
H -0.0687211089 -1.371451418 -0.2182822324
H 1.037327506 -1.861459919 0.7236810317
O 0.8897365576 -1.4049694 -0.1113693287
C -2.123646051 0.129296457 0.0078516701
H -1.2745362 0.8258649783 0.0399409021
H -3.062613235 0.6975214994 -0.0013352193
H -2.110741126 -0.5207961687 0.8956508514
H -2.075366746 -0.4803410864 -0.9076341899

APPENDIX C. SUPPLEMENTARY INFORMATION: BINDING ENERGIES AND
MOTIFS FOR ASTROCHEMICALLY RELEVANT MOLECULES 139



H2CO
H -0.6097499898 -2.750756216 -0.393673419
H -0.8983398483 -1.257564204 -0.0980448481
O -0.2022495162 -1.941325084 -0.0753709614
H -2.328387947 0.6999819339 0.5840286658
H -0.9151327499 0.9509189435 0.0043090418
O -1.718579624 0.4058869698 -0.099133175
C 1.68418467 0.6676986366 0.1941388977
O 0.8372301236 1.533961623 0.1983498085
H 1.418763843 -0.4058585075 0.0897084364
H 2.759408994 0.9349959727 0.2962102577

HCN
H 1.102469079 0.8361007668 -0.0572692214
H 1.402842132 2.344492418 -0.2684004637
O 0.7032520989 1.725071173 -0.0463180093
H 0.4211758065 -1.438166089 -0.1127015265
H 1.750167137 -1.532626612 0.6564256463
O 1.306344829 -1.052599966 -0.0501473166
C -1.679214663 0.0472102737 0.03922806
N -1.937442251 -1.077652477 0.0455948393
H -1.342666548 1.080890264 0.0266929432

N2
H 1.21804135 0.8754565712 0.0827999819
H 1.160969498 2.393831913 0.3461366606
O 0.6367060489 1.651462377 0.033328203
H 2.131032196 -1.357262228 -0.7255194095
H 0.8210975529 -1.308507319 0.0751594907
O 1.735388229 -0.9983572139 0.0754452943
N -1.391953083 -0.7475297994 0.0185764009
N -2.348357221 -0.2082481397 0.0111229326

NH3
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H 0.0585613676 -2.172045014 -0.6443813013
H -0.6326444847 -0.9438503718 0.0244539046
O 0.1326393959 -1.562942722 0.0960185521
H 1.231130194 -0.041950787 0.065260824
H 2.351990186 1.0119074 0.2715107053
O 1.424368853 0.9147833159 0.0433066776
N -1.578400365 0.6559800918 0.0001528538
H -2.101967145 0.9411156281 -0.8238709568
H -2.152587576 0.8564712026 0.815570494
H -0.7395489988 1.236920975 0.055420759

Trimer

C2H2
O -1.401486917 1.272041662 -0.1513499042
H -1.559496852 0.5076962492 -0.7428533559
H -2.207557793 1.795742088 -0.1542884943
O -0.3995947332 -1.011941013 1.343521798
H 0.5539490217 -0.8618426527 1.357132475
H -0.778992626 -0.1229402742 1.244939605
O -1.458046412 -1.256684923 -1.21898093
H -1.021906352 -1.480382912 -0.372371124
H -0.9075009702 -1.62330951 -1.917154841
C 1.774450283 0.971991572 0.0297761669
C 2.849280227 0.4699492669 0.2647085286
H 0.8012977722 1.4021273 -0.1644212208
H 3.813874257 0.0371980418 0.4661257514

C2H4
O -1.194688003 -1.497506861 0.5252314524
H -1.852339134 -2.13534268 0.8157640389
H -1.479258095 -0.6273458899 0.8617573399
O -0.5723860178 0.1563369998 -1.696592318
H -0.7680002204 -0.6683818853 -1.218094359
H 0.387981375 0.239731059 -1.63785965
O -1.535379279 1.264370615 0.64215631
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H -2.260185198 1.895616139 0.6416376529
H -1.265428957 1.139858472 -0.2914652701
C 2.176456673 -0.5893637014 0.1641966572
C 2.023574285 0.711758813 0.4237647969
H 2.818100967 1.43265968 0.2077977913
H 1.101632134 1.098812567 0.8694733064
H 3.10222953 -0.9771103765 -0.271688443
H 1.383339025 -1.308626614 0.3925516453

CH4
O -0.5073907947 -1.57776307 0.7212278437
H -0.8712998467 -1.205612747 -0.1039350818
H -1.13192312 -2.245210839 1.019007457
O -0.3225421516 1.154301245 1.299589195
H 0.5928500861 1.446642779 1.355721778
H -0.2942724189 0.185570194 1.414732583
O -1.24208385 0.3339073099 -1.191356083
H -2.084037654 0.6680350609 -1.513366544
H -0.9913689751 0.8969037036 -0.4320467419
C 2.301154095 0.0599027518 -0.7139940548
H 2.615208112 0.9774966179 -0.1948052093
H 3.144358464 -0.3174416279 -1.307994424
H 1.452356689 0.2807369856 -1.375193636
H 1.997547062 -0.7022805766 0.0168484322

H2CO
O -1.603950187 -1.299878041 -0.2183380049
H -2.113863413 -2.106535894 -0.1148541996
H -0.7099666621 -1.546582709 -0.5326816992
O -1.553237254 1.408118227 0.2072122758
H -1.957329764 1.799495661 -0.5733375429
H -1.710747166 0.4459004863 0.122209555
O 1.223105218 1.544637168 0.3856156033
H 0.2464137617 1.591591711 0.3302502703
H 1.514575952 2.408624725 0.6876855302
C 1.694776917 -1.053170227 0.0474630508
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O 1.047981008 -1.508347001 -0.8700602232
H 1.262479207 -0.9253359382 1.060483595
H 2.755339833 -0.758980566 -0.0857040244

HCN
O 2.395562685 -0.0204224315 -0.2104396266
H 3.1676893 0.3330613571 -0.658562347
H 1.766376616 0.7221308626 -0.0899837661
O -2.149994345 0.6784234377 0.1173230267
H -2.853263325 0.8212031321 -0.523313077
H -2.050639591 -0.2834507347 0.2043611141
O 0.3830031309 1.816430324 0.2103480386
H -0.5266381186 1.467638273 0.1123152264
H 0.3764125917 2.329871699 1.023873888
C 0.1238846722 -1.808407047 0.1220878176
N -0.9966380293 -2.050895781 0.2554178594
H 1.163349715 -1.492238995 -0.0180398601

N2
O 1.551030423 -0.3521967872 1.099114327
H 1.495675373 0.4867973473 0.599283898
H 2.417554637 -0.3712471235 1.514694236
O 0.320016349 -1.201701811 -1.240942017
H 0.6209703537 -1.931576843 -1.789153607
H 0.7997023397 -1.267752484 -0.3941737219
O 0.9266415009 1.50918635 -0.8628214349
H 0.1098597358 1.988335059 -0.6876243319
H 0.6470110531 0.6881200641 -1.308750623
N -1.943274583 -0.4090699203 1.263123309
N -1.685247546 0.5286477873 0.7518623827

NH3
O 1.26513004 1.4252594 0.0323911301
H 1.830335883 1.827829915 0.6976562913
H 1.482735838 0.4547752415 0.0172174742
O -1.428305463 -1.414242958 0.0786696208
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H -1.554426045 -0.441568719 0.0546898733
H -2.2206083 -1.778279966 0.4813193018
O -1.453416358 1.346486535 0.0103121691
H -0.4818511161 1.495583382 0.0628299847
H -1.741915245 1.798402137 -0.7882314577
N 1.548954088 -1.330442419 -0.0972266033
H 1.860733797 -1.664411747 -1.006572405
H 2.073088924 -1.843450639 0.6080294821
H 0.5604184511 -1.58403525 0.0023715262

Tetramer

C2H2
O -2.02343058 -0.6945210994 1.382644795
H -1.833932119 -0.5976381837 2.320581636
H -2.102162155 0.2183191234 1.021335425
O -1.908946336 1.727813877 0.1668721363
H -2.602759795 2.153471302 -0.3448417591
H -1.176815088 1.533079123 -0.4623160926
O -0.2910938229 -1.774610044 -0.3938015415
H -0.6802217005 -2.54344535 -0.8206790456
H -0.923916769 -1.495124026 0.3093508149
O 0.0708179004 0.7973976491 -1.451938926
H -0.0345373584 -0.1550361347 -1.25642877
H 0.9848427264 0.9960192602 -1.213819094
C 3.44392117 0.3869521398 0.1850579201
C 2.580163942 -0.4588472895 0.1632957516
H 4.222381935 1.129225137 0.2134895768
H 1.788471406 -1.194232464 0.1256088469

C2H4
O -0.7260237318 0.0619789788 1.884938475
H 0.1915776655 -0.0048738216 2.171309961
H -0.895294282 -0.7477923802 1.356798048
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O -1.076610365 -1.947338106 0.0334219911
H -1.004266834 -1.366763905 -0.7595109297
H -1.869322224 -2.478036998 -0.0820944568
O -1.079941578 1.945396537 -0.0434782425
H -1.874779018 2.474433622 0.0648403287
H -1.013600425 1.364944939 0.750071751
O -0.7089852475 -0.0631935237 -1.891814162
H -0.8844939014 0.7461571668 -1.365060622
H 0.2111770903 0.0052297267 -2.169476075
C 2.249150972 -0.6655255728 0.0292453814
C 2.248420451 0.6693339932 -0.0089696114
H 3.185466598 -1.231027983 0.049952674
H 1.320823098 -1.244938179 0.0418195946
H 3.184123987 1.236078624 -0.0218976575
H 1.319458515 1.247515304 -0.029250189

CH4
O -0.627798616 -1.041895243 1.612451044
H 0.1471613556 -1.256974162 2.14050465
H -0.6470480685 -0.0610068203 1.545246694
O -0.6323862464 1.633631763 1.029494792
H -0.5843833725 1.568450371 0.0481482794
H -1.383957245 2.200130826 1.225477691
O -0.6690677328 -1.602244379 -1.055347686
H -0.656513081 -1.538474632 -0.0728360249
H -1.438923195 -2.131934442 -1.281079609
O -0.5120382232 1.06961998 -1.635118738
H -0.5818029484 0.0909028037 -1.569770647
H 0.2945783264 1.245912309 -2.12904133
C 2.427454229 -0.0583278282 0.0473660161
H 3.093016006 0.4688112353 -0.6505202688
H 1.79901528 0.6709721128 0.5760599791
H 3.036658923 -0.6167774723 0.7718512365
H 1.786569196 -0.7565174694 -0.5077327549

H2CO
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O 0.3916126167 0.141904563 1.764919273
H 1.27264204 0.1868019533 1.355709867
H -0.0968461342 0.887149104 1.366507763
O -0.9949436784 1.882256022 0.0665069349
H -1.44177987 1.208824967 -0.4865337182
H -1.623576038 2.595479525 0.2045702566
O -1.784871696 -0.3500496202 -1.320423704
H -1.593340992 -1.053247862 -0.6571612367
H -2.564316638 -0.6253318028 -1.809485736
O -0.8565756637 -1.943495126 0.6354891256
H -1.23727943 -2.561638999 1.264626958
H -0.3844512017 -1.248974801 1.162327798
C 1.820012634 0.0843569556 -1.172345149
O 2.484918953 0.1705251561 -0.1666895989
H 2.3031361 0.0628781805 -2.174484778
H 0.711126156 0.0240455176 -1.145319716

HCN
O 0.8210017528 -1.750359827 -0.4757872344
H 0.0835391516 -1.93309529 -1.071414409
H 0.4083278036 -1.585414094 0.3951382429
O -0.225662835 -0.6881298905 1.864025505
H -0.2277569391 0.2735205603 1.700017519
H -0.944480432 -0.8771624879 2.473083684
O 1.783129603 0.7419461663 -0.8421348364
H 2.73364143 0.7801245171 -0.9760735069
H 1.533032665 -0.2136349075 -0.7969669836
O -0.0173126591 1.875050195 0.7625983213
H 0.7637542662 1.617490944 0.2135378954
H 0.1779434234 2.7326627 1.150169477
C -1.724944715 0.1775787516 -1.163597846
N -2.064166042 -0.75423368 -1.75384938
H -1.366640886 1.027761668 -0.5849616486

N2
O 0.0276679071 -0.9274662562 1.813081231
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H 0.8169709041 -0.871343822 1.226985642
H 0.1884598602 -1.65783906 2.417355759
O -1.959931128 -0.7215683244 -0.0481042322
H -1.356629149 -0.8490719671 0.7177150172
H -2.472121765 0.0680417315 0.1530394454
O -0.0269897797 -0.5502427633 -1.961820887
H -0.1892480647 -1.145606262 -2.69914337
H -0.816440268 -0.6095902437 -1.376267144
O 1.960411127 -0.7183635034 -0.0965904768
H 1.357612863 -0.6916332622 -0.8728809341
H 2.472431857 0.0955742389 -0.1367755633
N 0.5455669343 2.172681203 0.1661776881
N -0.547940894 2.162178173 0.2745620116

NH3
O -1.439361779 -1.756198344 -0.1477804193
N -2.297933582 0.8633446089 0.0300831309
H -2.836231583 1.242036931 -0.7463577844
O 2.298086782 0.4873769293 -0.2107708736
O 0.2964017646 2.325868145 0.1585131788
O 1.222499269 -1.963713285 0.2332293024
H -1.790506649 -0.8231425909 -0.114406601
H -1.899396165 -2.203028751 -0.8636888176
H 1.036271346 1.699166091 0.0026666309
H 0.6754193133 3.067337753 0.6373359538
H 1.346452637 -2.433117705 1.063041241
H 0.2487596879 -1.930885838 0.0788750415
H 1.956973488 -0.4166678082 -0.0196089772
H 2.760848499 0.4207559884 -1.051005444
H -1.445209255 1.429061263 0.1131928707
H -2.847397489 1.014278538 0.8736625812
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Waters

1 H2O
H -1.966791369 -0.032544997 0.7357820357
H -0.5967835665 0.0111193412 0.0556869653
O -1.541813065 0.0048656558 -0.127074001

2 H2O
H -1.952444862 -0.0226870845 0.7397786684
H -0.5766544826 0.0037487093 0.0518100216
O -1.5306734 -0.0003253802 -0.1240350385
H 1.737845533 0.775504486 -0.3359706079
H 1.718018583 -0.7586896293 -0.3923715001
O 1.361215629 -0.0034391013 0.0876404564

3 H2O
H 8.871674113 -2.302441003 -0.1479359748
O 7.960600045 -1.954978116 -0.1103272445
H 7.455124119 -2.560896406 0.4386181204
O 10.74372497 -1.945616527 -0.2075882374
H 10.5582384 -1.001782673 -0.0372385661
H 11.44518832 -2.198944376 0.3992096713
O 9.354488888 0.4137671842 0.282371004
H 8.611285603 -0.2155251413 0.2134492007
H 9.17337554 1.112017056 -0.3538579736

4 H2O
O -1.918192432 -0.1659027893 -0.0698529222
H -2.475390867 -0.3678755499 -0.827123346
H -1.269493146 -0.902102081 -0.0003316406
O 0.1659027894 -1.918192432 0.0698529222
H 0.9021020812 -1.269493146 0.0003316405
H 0.36787555 -2.475390866 0.8271233461
O -0.1659027894 1.918192432 0.0698529222
H -0.36787555 2.475390866 0.8271233461
H -0.9021020811 1.269493146 0.0003316405
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O 1.918192432 0.1659027893 -0.0698529222
H 1.269493146 0.902102081 -0.0003316406
H 2.475390867 0.3678755499 -0.827123346

5 H2O
O -1.979164662 -0.9752464684 -0.1333940393
H -2.724196115 -1.580212744 -0.1508093896
H -1.155967732 -1.515221071 -0.1552687427
O -1.656148278 1.69908488 0.0929915574
H -2.040397496 1.958476358 0.9356754278
H -1.857245545 0.7420033593 -0.0109674338
O 2.204771167 -0.3545974462 0.2854394542
H 2.708157039 -0.2533876182 1.098120629
H 1.824705835 0.5315921519 0.0826485579
O 0.3852046751 -2.30653277 -0.162353734
H 0.6857677217 -2.750827259 -0.9607295662
H 1.079994559 -1.639296841 0.046915864
H 1.171097472 2.54409113 -1.00257239
H 0.040081115 1.959549778 -0.1022849594
O 1.018035054 2.027045272 -0.2066417847
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Guest Molecules

Neutral

C2H2
C -0.5728415213 -3.454064902 3.471021629
C -1.747248847 -3.479192102 3.192841729
H 0.4735815828 -3.431659456 3.719051555
H -2.793721215 -3.501573539 2.945015087

C2H4
C 0.9568011024 0.00318 0.08197
C 2.289218898 0.00318 0.08197
H 0.3849229642 -0.7562021851 -0.4593338408
H 0.3849229643 0.7625621851 0.6232738408
H 2.861097036 -0.7562021852 -0.4593338408
H 2.861097036 0.7625621852 0.6232738408

CH4
C 0.9739298629 -0.0645022604 -0.0718313213
H 2.072465064 -0.0644987968 -0.0718297382
H 0.60775815 -0.9376276186 -0.6289216124
H 0.6077488058 0.8545102251 -0.5494368022
H 0.6077481177 -0.1103915493 0.9628594741

H2CO
C 1.109492394 0.0147072554 0.0811775544
O 2.311939674 0.0147106785 0.0811790468
H 0.5217721935 0.1823962238 1.014633524
H 0.5217757383 -0.1529841577 -0.8522801265

HCN
C 1.640294635 0.3550975628 -0.0519835043
N 1.421714728 -0.7575716612 0.0568516003
H 1.833556339 1.388401309 -0.1547014903
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N2
N 1.027357379 -0.09019 -0.02861
N 2.126032621 -0.09019 -0.02861

NH3
N 1.035230477 -0.0388327073 0.0626743277
H 2.051629585 -0.0271809059 0.0965853727
H 0.7133298329 0.9016266234 0.2777791901
H 0.7133301053 -0.6485030101 0.8103611095

Openshell

CH3
C 0.93655 -0.05171 -0.05745
H 0.57988 0.68543 -0.74616
H 0.57989 -1.01672 -0.35147
H 2.00655 -0.05171 -0.05745

H
H 2.00655 -0.05171 -0.05745

HCO
C 1.07457 0.06658 -0.00246
H 0.53957 -0.73645 -0.46487
O 2.34547 0.06658 -0.00246

NH2
N 1.04338 -0.03134 0.08448
H 2.06338 -0.03134 0.08448
H 0.70338 0.91253 0.26861

NO
N 1.073542937 0.6106898649 0.0009044974
O 1.667972733 -0.3686721357 -0.0010639941
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OH
H 0 0 0.8663813032
O 0 0 -0.1099422262

Cation

CH3+
C 0.0000032714 -0.0000298969 -0.0775354001
H 0.9546621483 0.5529802657 -0.0775924844
H -0.9566234571 0.5495697024 -0.0775971166
H 0.0019757875 -1.103237593 -0.0775111932

H3O+
O -0.0000130167 0.0000075768 0.0312951382
H 0.9320559438 -0.1730151368 -0.2225543038
H -0.3161903233 0.8937058763 -0.2225510194
H -0.6158494911 -0.7206979722 -0.222552912

HCO+
C 0 0 -0.5081244415
O 0 0 0.5992067956
H 0 0 -1.617130354

NH2+
N 0 0 0.155203168
H -0.8541799782 0 -0.4702005647
H 0.8541799782 0 -0.4702005647

NH4+
N 0.0000010615 -0.0000042117 -0.0000016166
H 1.011796512 -0.0594179469 -0.1774732573
H -0.2767944621 0.9878049442 0.0798368867
H -0.2239408969 -0.4908364427 0.8761776007
H -0.5110572944 -0.4375581728 -0.7785434033

Anion
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CH3-
C 0.0000033078 -0.0001167086 0.2799500535
H 0.8768930854 0.5081535415 -0.1968200298
H -0.8786926057 0.5050173603 -0.1968278113
H 0.0018139626 -1.013771715 -0.1965384068

CN-
C 0 0 -0.6353371601
N 0 0 0.5383394678

HCO3-
C 0.1083974472 0.0187565268 0
O -0.0141217151 1.264542503 0
O -1.137498121 -0.6777243746 0
O 1.105335913 -0.7118356825 0
H -1.780255678 0.0409183835 0

HCO-
C 0.6030125635 -0.2707777334 0
H 1.288532498 0.7198222887 0
O -0.5934685434 0.0819339428 0

NH2-
N 0 0 0.1709897847
H -0.7973723654 0 -0.4780938731
H 0.7973723654 0 -0.4780938731

NO-
N 0 0 0.6686855969
O 0 0 -0.5923093182

OH-
H 0 0 2.071788549
O 0 0 1.106491931
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Radicals

Monomer

CH3
H 0.64522163 -0.0789415549 0.005139095
H 1.920378308 0.7693709269 -0.0107190611
O 1.609986718 -0.1414977007 0.0072642871
C -1.663086147 0.0384930628 -0.0004484815
H -1.552444526 -1.047239551 0.007044264
H -1.771369254 0.5659424858 -0.9491960834
H -1.776929855 0.5784367186 0.9405810279

H
H 0.8843644093 -0.8045705162 0.0001870074
H -0.3668622801 0.0763729619 0.0003419075
O 0.5950541685 0.1135017021 0.0003888223
H -3.109579602 -0.1077048725 -0.0003890996

HCO
H 2.497825579 0.2889925158 -0.3127685739
H 1.015687299 0.6735793641 -0.1645533194
O 1.61964652 -0.0788379842 -0.1815477431
C -1.3585437 -0.6261883118 0.2690409785
H -0.5066984516 -1.362242204 0.2144840892
O -1.231262463 0.5390468526 0.1381422858

NH2
H 2.333365809 0.5239278743 0.1331029314
H 0.9551737207 -0.1217597824 -0.0998400416
O 1.911090397 -0.2873485127 -0.1634453564
N -1.031857732 -0.0890083665 -0.0741271582
H -1.512145043 -0.9577188427 -0.3448197411
H -1.785888118 0.5776304338 0.1352463784

NO
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H 2.758476396 0.5029612006 0.1722020849
H 1.272131876 0.1459853959 0.0603093822
O 2.157852865 -0.2329936673 0.0182572067
N -0.9865836267 0.5429403242 0.0491600369
O -1.792666888 -0.252727851 -0.1083514178

OH
H 1.55238691 -0.8068755158 0.0898342471
H 1.730246161 0.7255939553 -0.003031995
O 1.072323176 0.0233999373 0.0113368136
H -0.7840014845 0.2453183683 0.0264101494
O -1.759526943 0.3706176169 0.0343974326

Dimer

CH3
H 0.8121014483 0.9488753294 -0.0895759328
H 0.1908172548 2.116446795 0.6941115925
O 0.08042665 1.585792452 -0.1019268525
H -2.539511388 -0.6506024201 -0.2861046681
H -1.266561079 0.1972421975 -0.0710912347
O -1.623766696 -0.7035935849 -0.0002289413
C 1.789713927 -1.103893808 -0.0104596988
H 2.381106561 -1.059801455 0.9059571413
H 2.291388348 -1.002846185 -0.9748263428
H 0.7340797948 -1.384278235 0.0293520033

H
H 1.986982405 -0.5333258467 -0.2443650656
H 0.4987245105 -0.1710431028 -0.1011836594
O 1.386140965 0.2140739204 -0.1757033966
H -1.726320724 -0.3290040247 0.9212196221
H -1.907612054 -0.2293415036 -0.5995993067
O -1.369834815 -0.6443220465 0.0835876354
H -0.7154407822 2.85214162 -0.1665936407
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HCO
H 1.008583211 -0.9881491131 0.0534790058
H 2.304809143 -0.4731447753 -0.6031658544
O 1.674429948 -0.2846409493 0.0991983974
H 0.561647587 1.223684417 0.0937674249
H -0.0199819177 2.631747901 0.3905820232
O -0.25260581 1.758769434 0.0636744279
C -1.777045489 -0.9675886551 -0.1482601332
O -0.8649963335 -1.721013334 -0.1205782558
H -1.676454269 0.1519142375 -0.0680161833

NH2
H 0.9189905379 -0.8439553305 0.1372147659
H 2.19257243 -0.2421702117 -0.5116358042
O 1.551053625 -0.0987982171 0.1904268034
H -0.8628353186 2.31821994 0.1224684509
H 0.0995552739 1.104358255 0.0398126612
O -0.8347943076 1.372464965 -0.0409169855
N -0.8456609504 -1.589218103 0.0188461858
H -1.420670176 -0.7330522027 -0.0135687907
H -1.498265047 -2.380774479 0.0137250102

NO
H -1.18580102 1.113249457 0.114186941
H -2.403395584 0.8595095751 -0.7911984716
O -1.987792703 0.5795087135 0.0308967211
H -0.9447588571 -1.054488102 0.098754896
H -0.327082505 -2.39085041 0.5658220218
O -0.1189900083 -1.564972448 0.1201559352
N 1.084878411 1.059560576 0.3916126055
O 1.946328071 0.8709681203 -0.3357909553

OH
H 0.1337929788 -2.21218928 0.3683863541
H -0.6601130101 -1.017006571 -0.2269627852
O 0.2133551747 -1.448643784 -0.2110124123
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H -2.28562082 1.181084859 -0.3726437225
H -0.8042341116 1.163784051 0.1047175519
O -1.602936445 0.6189679987 0.0030867647
H 1.10256427 0.0927708211 0.166650989
O 1.216864014 1.067042523 0.3229388424

Trimer

CH3
O 0.3742896226 0.3701542195 1.04458665
H 1.227812695 0.2609427762 0.602830909
H -0.0795608773 -0.4852251987 0.9386844777
O -1.474089753 -1.479148182 0.0464094083
H -1.880157694 -0.6488112516 -0.2666418891
H -2.190579199 -2.093635714 0.2251036439
O -1.761732961 1.236220481 -0.4908046787
H -2.322336082 1.913786225 -0.1018747363
H -0.9479573656 1.208935249 0.0529310595
C 3.016446822 -0.1287219851 -0.7422393838
H 3.461812468 -0.8616926918 -0.0678456412
H 3.325058588 0.9165898212 -0.6890227159
H 2.348064792 -0.4581838933 -1.539342989

H
O 1.525684724 -0.5784224301 -0.3595635754
H 1.226273165 0.3285721183 -0.1568043111
H 2.055357464 -0.5108531088 -1.159700668
O -0.1583437082 1.576914625 0.1448873803
H -0.8195505649 0.8594967535 0.117070787
H -0.3547355115 2.102493054 0.9255782134
O -1.227829429 -0.9628862652 -0.2518568382
H -1.570948516 -1.646224314 0.3311388857
H -0.2744245516 -1.145589849 -0.3606967972
H 0.4750712363 -0.6526218694 3.035572797

HCO
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O 1.860211345 0.9950073015 -0.0184892341
H 1.060271856 1.515057872 0.1611579837
H 2.431568754 1.546376951 -0.5606270297
O 1.268053397 -1.695933159 -0.07606844
H 1.685253165 -2.08099568 0.7005352054
H 1.575694014 -0.7674292099 -0.10939046
O -1.482818786 -1.433507393 -0.1552784132
H -0.5223745363 -1.627218102 -0.1441775045
H -1.904562722 -2.170587515 -0.604704997
C -1.725683108 1.608505388 0.4853574799
H -1.824072242 0.5049688 0.2690014787
O -0.7051783237 2.211004017 0.5010325222

NH2
O -1.472467945 -1.383356101 0.0271611571
H -1.868189106 -1.931944223 -0.6560100436
H -0.5195251806 -1.630637624 0.0734227023
O 1.51392917 1.321764036 -0.1271157647
H 0.5413887889 1.447258707 -0.096104498
H 1.875981839 2.104062698 -0.5505517368
O -1.24677865 1.342179649 -0.0053775615
H -1.442186256 0.3793746457 -0.0384318626
H -1.677793807 1.666381265 0.7911293005
N 1.306023968 -1.600381008 0.1542098468
H 2.115717397 -2.211231833 0.30723903
H 1.671634668 -0.6394993312 0.0362408346

NO
O -1.224290651 1.430956328 -0.6466670647
H -0.6819108409 2.071480714 -0.174970489
H -0.5904486014 0.7808922544 -1.002466894
O 0.2341535183 -0.9648436914 -0.9386120124
H 0.2544757463 -1.601412003 -1.658874317
H -0.4858243998 -1.245295613 -0.3391404387
O -2.008014093 -0.9064291939 0.6680769736
H -1.981822707 0.0329760191 0.39994012
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H -2.054576617 -0.9154643657 1.628560092
N 1.298476708 0.6899055244 1.243290049
O 2.392729895 0.3553734169 1.232551738

OH
O -1.87219485 0.0623758017 -0.0637160157
H -2.708980656 -0.102798469 -0.5061695368
H -1.390085959 -0.7882583061 -0.0275242395
O -0.06618481 -2.079943235 -0.0262835062
H 0.7335857658 -1.477922757 -0.0092114187
O 0.1325248051 1.916533163 -0.0565923411
H 0.0317926477 2.48859547 0.7103448577
H -0.6918361002 1.387369425 -0.1079741858
O 1.84643656 -0.1927229201 0.0064808934
H 1.356387303 0.6603598473 -0.02490644
H 2.628555293 -0.0962302885 -0.5439423884

Tetramer

CH3
O 0.1564308159 1.768027652 0.2335304202
H 0.5702947041 2.501536786 0.6975908192
H 0.8744387832 1.314454802 -0.2639902966
O 2.041056984 0.1957900182 -0.943503392
H 1.839405991 -0.6570282858 -0.495420362
H 2.08231419 0.0034581899 -1.88478074
O -0.9285683295 -0.4930787714 1.38831786
H -1.779090728 -0.5978038202 0.9445745223
H -0.6063527812 0.3875814551 1.099205499
O 1.130925964 -1.976221558 0.4152852495
H 0.3396061539 -1.559612309 0.829199139
H 1.586869147 -2.451764887 1.115591416
C -2.822624877 0.3928852374 -1.124143152
H -2.042215177 1.129890333 -0.9244237523
H -2.606698773 -0.4745623679 -1.749881208
H -3.838588337 0.5549278822 -0.7605768651
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H
O -1.675689862 0.7827401541 -0.2416331675
H -2.154975087 0.7924166554 -1.075314528
H -1.497667178 -0.1630322685 -0.0377688799
O -0.7862664927 -1.741582023 0.2828571206
H 0.1776206776 -1.54970137 0.3299075951
H -0.9978806812 -2.253859167 1.068750602
O 0.8556439671 1.729555104 0.1038172684
H 0.8715083321 2.414294869 0.7787621307
H -0.0926443493 1.527168511 -0.0631488258
O 1.775941184 -0.817651361 0.4071759889
H 2.450459866 -1.002176195 -0.252936608
H 1.577410099 0.1433197099 0.3362901463
H 0.4112651881 -0.4800957021 -2.90736772

HCO
O 2.18936586 1.110925934 -0.327347397
H 1.367618116 1.556590041 -0.0288514243
H 2.712533071 1.784315327 -0.7703388789
O -0.1590726214 2.283389016 0.4597457036
H -0.9625575319 1.766129213 0.2302653393
H -0.3028941131 2.623329249 1.347493777
O -1.653064047 -1.905775364 -0.0031581675
H -2.098445359 -2.622164146 0.4580347852
H -0.7201430544 -2.162615506 -0.0809457654
O -2.333762142 0.7478520765 -0.1457410678
H -2.136010724 -0.2090117416 -0.0771187744
H -2.796285267 0.8657828787 -0.9807700335
C 2.144160541 -1.98633254 -0.306044764
H 2.230001456 -0.8603835877 -0.3569046869
O 1.133688879 -2.596546708 -0.1975521891

NH2
O 2.173130033 0.6962975994 0.0379552787
H 1.477004986 1.345791427 -0.2149533469
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H 2.615082657 1.063739276 0.8087722129
O 0.1497099527 2.38488806 -0.5865626479
H 0.1029878679 2.887375466 -1.404769787
H -0.721837886 1.930005095 -0.481088765
O -1.469629265 -1.880543422 0.4339158137
H -1.64846682 -2.511382639 1.136275821
H -0.5007270674 -1.920374961 0.2745852949
O 1.230842324 -1.851144633 0.0098931652
H 1.633193771 -2.271494319 -0.7554567015
H 1.606643897 -0.9418997066 0.0489864074
N -2.175402649 0.9106917364 -0.2043933187
H -2.05211533 -0.0829660848 0.0633953303
H -3.186475987 1.085850727 -0.215979935

NO
O -0.2433139345 1.761605441 -0.7889712351
H 0.4378327515 2.241290096 -0.3071916712
H 0.1951203388 0.9515348631 -1.13101823
O 0.7887667883 -0.6985691645 -1.405192585
H 0.1560325609 -1.258369321 -0.8964692487
H 0.8653795702 -1.096272693 -2.27711997
O -2.215369148 0.4981454684 0.6130399127
H -3.089988687 0.7986393733 0.3498613244
H -1.569950931 1.074011204 0.143953451
O 2.010093061 0.7310878955 1.271013146
H -1.607619308 -1.138918866 0.352474966
H -0.7431471368 -2.257773864 0.9831496693
N 1.482171069 -0.2554012939 1.515917069
O -1.074017107 -1.936674649 0.1382619267

OH
O -0.1241481676 -2.283450377 0.1832000209
H -0.8909993154 -1.698595553 -0.0030953685
H -0.3115713939 -2.705793861 1.026490061
O 2.146252224 -0.8491004035 -0.1686764986
H 2.551879169 -1.159961869 -0.9832752396
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H 1.358652498 -1.42319764 -0.0198741447
O -2.127792722 -0.4949212859 -0.2134791171
H -2.989064491 -0.5352337495 -0.6368913443
H -1.879316791 0.4506051301 -0.1468390204
O 1.399516145 1.720104073 0.1332447126
H 2.0838164 2.216544431 0.588849552
H 1.728241713 0.7979437213 0.0092581176
H -0.2271726554 2.029984992 0.0946749852
O -1.225171511 2.121422705 0.0422787854
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Cations

Monomer

CH3+
H 0.9150121735 -0.6570102874 0.4086282663
H 0.9686385911 0.8542772316 -0.1397193279
O 0.4819058904 0.0082907328 -0.1593391964
C -1.011895725 0.1092951915 -0.0336750244
H -1.313774993 0.7975619762 -0.8292733485
H -1.249458033 0.4778937664 0.9703790028
H -1.378202004 -0.9055452907 -0.2168015942

H3O+
H 1.263296544 -0.8378137571 0.5030938625
H 1.441060649 0.5468970072 -0.2816284241
O 0.8244109319 -0.0317818015 0.1919551261
O -1.525828341 0.1463716486 -0.2071479321
H -0.3506605441 0.0152619278 -0.0183074212
H -2.01360206 -0.3868178108 -0.8524532026
H -2.111298722 0.4921859513 0.4833451678

HCO+
H 2.393717076 -0.8030314375 -0.0977991462
H 2.374773463 0.8168474 -0.074269479
O 1.92412049 -0.0027019375 0.2050741581
C -0.782010699 -0.0115139473 -0.0134431491
O -1.900362939 -0.0016621099 -0.0578479957
H 0.8807124406 -0.0114863301 0.079622966

NH2+
H 1.301278023 -0.8130278102 -0.27965196
H 1.320249836 0.7479358791 -0.0219740282
O 0.8595566391 -0.0870656417 0.214216486
N -0.5445222536 -0.0269775495 -0.2758792749
H -0.9782837105 -0.7745161695 0.2809405172
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H -0.8788741106 0.8538980691 0.1350334386

NH4+
H 1.958538489 -0.4684745803 -0.2793657292
H 1.785706084 1.007366888 0.160549999
O 1.300374873 0.1980401067 -0.0443272691
N -1.364161137 -0.1380817114 0.0293149876
H -1.593233909 -1.127495858 0.1713429503
H -1.771755767 0.4084929415 0.7954246008
H -1.771819622 0.1748332344 -0.8583815139
H -0.3064460352 -0.0073835701 0.0092363789

Dimer

CH3+
H -2.096900495 0.2945716827 0.9585991374
H -2.305875221 0.3053063324 -0.6020174737
O -1.657908085 0.1833895514 0.1050124059
H 0.8718209523 -1.405979103 -0.1347977855
H -0.3466463769 -0.2140753132 -0.1143407598
O 0.6566958247 -0.483865671 -0.3466792537
C 1.71099335 0.4847801963 -0.0111196378
H 1.33823466 1.455793268 -0.3528183506
H 1.885183053 0.4750699292 1.071438662
H 2.60356969 0.1917508776 -0.5734178133

H3O+
H 0.114674995 -1.653129933 0.1137834121
H -0.7378641883 -0.2064480951 -0.0503802408
O 0.1332873233 -0.7480898377 -0.2292766586
H -2.547784934 0.7820636281 -0.6217644055
H -2.362745266 0.847870848 0.9334538992
O -1.964914467 0.540797098 0.1092768201
O 2.333761764 0.3945564618 -0.0373589969
H 2.806627342 0.6706868616 0.7576165195
H 2.891413865 0.5760478947 -0.8045865994
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H 1.049029943 -0.2674127388 -0.1117472951

HCO+
H 1.032207275 -2.468253767 0.0987964411
H 1.748712512 1.837755448 0.2165416269
O 0.8467262087 -1.513700828 0.0775996222
H 0.4585597603 2.742228084 0.1580979533
H -0.0293704175 0.7458177738 -0.0471338744
O 0.7877462773 1.834343647 0.1265975998
C -0.3879294651 -1.219110741 -0.1453428081
O -0.7594556105 -0.036725969 -0.1956871682
H -1.133000576 -2.016036756 -0.2959841449

NH2+
H 1.100099455 1.52213686 1.241092485
H 1.189344812 1.848212978 -0.3008870226
O 0.8495987826 1.223575236 0.3555845388
H -0.1375184426 0.3740046457 0.0852961253
H -1.754669471 -0.3064659348 0.2703460345
O -0.9033327488 -0.3582285337 -0.1978314162
N -0.5236998733 -1.734302622 -0.2945017288
H 0.2966115899 -1.853931057 0.3027291064
H -0.2613755021 -1.859464948 -1.273330369

NH4+
H -3.065916448 -0.3280493211 0.5359704696
H -2.412408499 -1.254029656 -0.5141558916
O -2.258578017 -0.4702217603 0.0270783775
H 3.049221243 -0.3211087542 -0.6451323944
H 2.454706028 -1.251846286 0.4353815123
O 2.270341368 -0.4669286129 -0.0946276009
N 0.0060649595 1.088801797 0.0262530159
H -0.8579845759 0.4899561457 0.0318441263
H 0.0374104712 1.654229057 0.8789516753
H -0.024931928 1.717536134 -0.7809150764
H 0.8699167241 0.4919618426 -0.0251191835
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Trimer

CH3+
H 0.0416155955 0.0269291104 -0.5364053097
O -0.6336392615 -1.048297651 -0.9238175976
H -0.2095454129 -1.851380316 -1.24878754
O 0.5111479882 0.949949704 -0.1874938709
H 0.896262147 0.9875557482 0.7618713699
H 1.06307131 1.411312103 -0.8339449403
O 1.400199261 1.106427427 2.165312331
H 2.157116598 0.6565543491 2.559943915
H 1.021888019 1.695932243 2.829154919
C -2.057721042 -1.022670411 -1.172591547
H -2.425570112 -0.0699214737 -0.7747170012
H -2.252591142 -1.079221767 -2.251679721
H -2.536914264 -1.857899833 -0.6456299306

H3O+
H 1.501576094 2.58179569 -0.9080817161
O 1.264137653 2.168762865 -0.0697112835
H 1.587831216 2.73588014 0.6403089173
O -2.506520363 0.0050317724 -0.1157317831
H -2.969048372 0.0240309382 -0.9616291957
H -3.171162946 -0.0165108857 0.5830781538
O 1.256306173 -2.166307787 -0.1027964793
H 1.503901549 -2.56162102 -0.946747508
H 1.577903285 -2.744669644 0.5990679613
O -0.003119361 0.0003407031 0.3694801088
H 0.4899477398 0.8601347131 0.1583407737
H -0.9900448316 -0.0023666532 0.1399034467
H 0.496436026 -0.8522525676 0.1455264204

HCO+
H -1.489308507 -0.6095717347 -0.9655319215
O -0.9772265177 0.1586816052 -0.6747830701
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H -0.1229040709 -0.091247209 -0.0959308515
O 2.016965436 -1.736740125 -0.5651611821
H -2.808837352 2.093724634 1.08408453
H 2.832181008 -2.257904324 -0.6243801699
O -2.442005342 1.997806115 0.1967607418
H -1.576618975 0.9049383499 -0.2896106614
H -2.629306044 2.805229592 -0.2975922179
C 1.954254889 -1.00235019 0.5193076355
O 0.9903366306 -0.2898480847 0.7418186687
H 2.804332232 -1.055334791 1.222761313

NH2+
H -0.6494744317 -1.835557419 -0.2604371561
O -0.6273723586 -0.867625928 -0.2642958817
H -1.467377946 -0.4430145425 0.1684746733
O -2.684269835 0.1719248202 0.6982052982
H -3.387007442 0.538688025 0.1471767408
H -2.943024698 0.2651437139 1.623554486
O 1.56162533 0.1392446944 0.2026466936
H 0.3204918653 -0.4518001472 -0.0290864728
H 2.113183142 0.0500357917 0.9910534988
N 2.348117021 0.8077153299 -0.7716055481
H 1.820374409 1.638126619 -1.039455865
H 2.414522396 0.1776669487 -1.570896986

NH4+
H 0.7846170889 1.073796671 0.3082627915
O 0.0336544179 1.661511879 0.5036967591
H 0.3849466905 2.527336242 0.7369121505
O 1.816072479 -0.4693591059 -0.1587436125
H 2.400051095 -0.3777649085 -0.9236749844
H 2.372728214 -0.8181512876 0.5503476442
O -0.7634532608 -1.65033464 -0.5161325691
H 0.1846510951 -1.436426472 -0.4664512951
H -0.8496411368 -2.564597189 -0.80647197
N -2.342454263 0.4263467669 0.1758933964
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H -1.902837389 -0.4827764614 -0.1217961508
H -2.944115583 0.7935472415 -0.5645468556
H -1.533312052 1.076286516 0.3518070697
H -2.888761385 0.2959013917 1.030044561

Tetramer

CH3+
O 3.527969681 -0.4015606909 -0.4677619021
H 4.187506614 0.2770951813 -0.6505011385
H 3.88550851 -1.237703953 -0.787086816
O 1.261979348 -0.0506504303 0.8430923464
H 2.109715346 -0.1867548966 0.3467889818
H 1.420615166 -0.1704433788 1.785144031
O -0.8845271321 0.373065989 -0.2446966778
H 0.032099358 0.1639811065 0.254231394
H -1.600886463 -0.3306085131 -0.1447167828
O -2.775745894 -1.348706501 -0.0881667878
H -3.076844078 -1.863990227 -0.8461259937
H -3.289876133 -1.629090144 0.677982168
C -1.368970844 1.732938299 -0.1049411626
H -1.723261764 1.90556006 0.9197283681
H -0.5308140087 2.395847591 -0.3441779375
H -2.179518887 1.870237316 -0.8287151458

H3O+
O -2.393227161 -1.911714695 -0.2882561074
H -2.628431593 -2.383492019 -1.095614662
H -2.851726198 -2.340772804 0.4430684622
O 1.403097402 -0.2227044559 0.8167499435
H 2.257807484 -0.2738715299 0.3245286488
H 1.576954311 -0.3300449569 1.757117006
O -1.925511451 2.405476959 0.101907144
H -2.031674388 3.053637544 -0.6040455067
H -2.305860131 2.783493054 0.9028848281
O 3.711718669 -0.3559503278 -0.5091503403
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H 4.133083001 -1.152617244 -0.8501254924
H 4.309796762 0.3780433601 -0.6882095766
O -0.7924246631 0.1141328571 -0.2635152181
H 0.1258558433 -0.0302453707 0.2175537008
H -1.420429009 -0.6690494282 -0.2396131235
H -1.237489584 0.9971315121 -0.0887817533

HCO+
O 2.264178036 -0.9567543147 -0.1631929458
H 3.195170727 -1.222922226 -0.1744867501
H 0.4082836159 -1.753659859 -0.3131537651
O -0.5449924855 -1.926972759 -0.3407349248
H -1.557173965 -0.8915112635 -0.0800307626
H -0.6999560707 -2.789301492 -0.7419349743
O -1.380681524 2.107609948 0.0191278464
H -1.726976186 2.848740796 -0.4915663465
H -0.4100532006 2.078124387 -0.050457928
O -2.274780542 -0.1734413629 0.1210878935
H -1.916923301 0.8318743951 0.0471520095
H -2.698297134 -0.3389034792 0.9758625572
C 2.097972303 0.366148791 -0.0575638022
O 0.9905576144 0.8322593622 -0.026335308
H 3.030270703 0.9609749188 -0.0048066886

NH2+
O 1.420358166 2.64526603 -0.0772997167
H 1.755453559 3.304297036 0.5422398965
H 1.662552765 2.934021147 -0.9646741449
O -1.661380256 -1.39775321 -0.4496667456
H 0.803545723 -2.336407832 -0.7727396357
H -2.483722316 -1.851308155 -0.6846764342
O 0.497966881 0.35847828 0.7004450471
H -0.5439672765 0.2351822173 0.5724808158
H 0.861180903 1.234249561 0.3660151071
O 1.46439042 -1.735908677 -0.4080564648
H 0.9730230992 -0.437072971 0.2971300194
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H 2.297731077 -2.213772289 -0.3325796631
N -1.964301924 -0.2581823919 0.3129632242
H -2.459324389 -0.5393904826 1.163117536
H -2.564633736 0.3651150871 -0.2321748336

NH4+
O -0.7295513807 0.319193306 -1.968312254
H -0.8135281869 0.4162660763 -2.922997267
H -0.427948048 -0.5879638938 -1.794699958
O -0.1800185891 -1.863947999 -0.2905485363
H 0.5882143028 -1.579426232 0.2515163169
H -0.1447953133 -2.822553915 -0.3845009662
O 0.1359512132 1.84766437 0.0544213101
H 0.2811987768 2.800343564 0.0362256053
H -0.0071203857 1.540875452 -0.8677924671
O 1.284280793 -0.3538874615 1.369129015
H 1.308127777 0.542193538 0.9943699741
H 2.086279264 -0.468752906 1.890117342
N -1.762982993 0.0423709677 0.948057618
H -1.832689389 -0.0900571148 1.959563461
H -1.143696309 0.8613121166 0.7371960367
H -2.691575622 0.2007223716 0.5502318764
H -1.32638452 -0.8043725685 0.5108475779
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Anions

Monomer

CH3-
H -0.401611876 0.082287574 0.0480837255
H 2.500150428 0.5237808922 -0.0614572073
O 1.553807548 0.3503518068 -0.0223389114
C -1.501824419 -0.0703158358 0.0789478524
H -1.833860774 -0.607410393 -0.8247102066
H -2.016098569 0.9037853464 0.1242993008
H -1.778333658 -0.6615866618 0.9673638196

CN-
H 2.134898042 -0.8347222497 -0.0275238937
H 0.9667144673 0.146568632 0.0750224185
O 1.966931104 0.1058479921 0.0741691343
C -1.935661421 -0.0773982138 -0.0021259872
N -0.7660110737 -0.0002480215 0.0529874214

HCO3-
H 2.275254556 -0.2898887475 0.2651764045
H 1.975409618 1.060327706 -0.202910847
O 2.754005181 0.5342732823 0.0577694612
C -0.278653626 -0.1868340658 -0.0678240436
O 0.4709067536 -1.11780755 0.3164225842
O -1.643322622 -0.5221213467 -0.1180970902
O -0.0087014378 0.9745664869 -0.4074843208
H -1.658594609 -1.440789313 0.1748256988

HCO-
H 1.129436742 0.3057088525 0.0290657951
H 2.303838362 -0.7576370279 -0.0852826519
O 2.195587569 0.1940244493 0.0094213093
C -0.5555700649 0.3728381014 0.0458287644
H -1.165486082 1.377981978 0.1234067983
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O -1.321498843 -0.6001279259 -0.024182921

NH2-
H -0.220388971 0.1488846231 -0.1372051745
H 2.059557099 0.404577276 -0.213269389
O 1.367537134 0.2155225394 0.4302880147
N -1.268338867 0.0764673985 -0.3391852371
H -1.698755172 0.7390572535 0.3066117239
H -1.536556405 -0.8400059048 0.0204893043

NO-
H 1.809677294 -0.9694321384 0.1461162013
H 1.025897279 0.3232643454 -0.0363556093
O 1.973441429 -0.0306231304 0.0158167873
N -0.679470098 0.5689278134 -0.0750034113
O -1.240635018 -0.537206085 0.0741613527

OH-
H 0.4285077874 -0.2744352955 -0.0357816139
H 2.077713468 0.5152187308 -0.3552078121
O 1.738439994 -0.1565387709 0.2450872344
H -1.052106918 0.1239371514 0.5203407193
O -0.6751974979 -0.3468524148 -0.2282461624

Dimer

CH3-
H 1.753469053 -0.6639112168 1.128188066
H 1.239119881 0.0471660954 -0.1986414119
O 1.813570045 -0.7848269947 0.1765144907
H -1.371986177 0.1796832117 -0.2010747887
H 1.038517185 1.842290323 -0.9280358016
O 0.4431724002 1.159803166 -0.605249726
C -2.215857097 -0.4734479534 0.0868141042
H -2.652220177 -0.1297614361 1.038349941
H -1.846678129 -1.502955167 0.2083900229
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H -2.994261559 -0.4560412672 -0.6930624303

CN-
H 0.0527071543 0.8787506625 0.3615333579
H -0.5228633943 2.073446885 -0.4112412192
O -0.6132896207 1.622968794 0.4334056785
H -1.848048555 -0.0120667089 0.0108137034
H -1.045815464 -1.220235652 -0.3540082001
O -1.969743687 -0.92301972 -0.2993328271
C 1.62941429 -1.425195219 -0.4078271805
N 1.035878247 -0.4909448464 -0.0118552317

HCO3-
H 2.340095196 -0.1663962578 -0.0206477164
H 3.792373129 0.2768631255 0.0217064687
O 3.263809331 -0.5204495595 -0.0721955386
H -2.385208112 -0.5149881945 0.1336544207
H -3.601239114 -0.3856887232 -0.8238908965
O -3.363901741 -0.2703412498 0.1003259473
C -0.238491788 0.594823923 0.1320329976
O 0.9670497613 0.8814562611 0.0863342745
O -1.099224792 1.680619042 0.2143893954
O -0.7805491325 -0.5433259809 0.113147053
H -2.001939267 1.325817059 0.2419763828

HCO-
H 2.752496511 -0.9289089263 1.022837065
H 1.819508804 -0.278688613 -0.0006889884
O 2.638221042 -0.8386883644 0.072901901
H -0.8766509165 -0.8313676332 -0.274971851
H 0.3592986573 1.473243387 -0.4821080207
O 0.451272738 0.7253827571 0.1231260751
C -0.9960185537 0.228953105 0.0906394396
H -1.2487721 0.1784839832 1.189535533
O -1.738256836 1.010970748 -0.6371994018

APPENDIX C. SUPPLEMENTARY INFORMATION: BINDING ENERGIES AND
MOTIFS FOR ASTROCHEMICALLY RELEVANT MOLECULES 173



NH2-
H -0.8206318288 -2.31284734 -0.2796970312
H -0.7769973143 -0.7596935495 0.0691499459
O -0.2657841512 -1.691759557 0.1990055389
H 0.341577084 1.153060091 -0.0512555033
H -2.004901482 0.6865567215 0.5994064424
O -1.444329705 0.4946049837 -0.1589490522
N 1.380479921 1.202535527 -0.0658886643
H 1.641667513 0.2344402145 0.1280615169
H 1.617650874 1.340427609 -1.048140255

NO-
H 0.0864503981 0.8881432937 -0.2603025902
H -0.4557110135 2.035905392 0.6013768512
O -0.4967467116 1.707004954 -0.3013201364
H -1.094307578 -1.156168981 0.1744187223
H -1.974592046 0.0191483823 -0.1103144504
O -2.046069111 -0.916228479 0.1258050591
N 0.7840817616 -0.6710038844 0.0720161163
O 1.945324208 -1.097453508 0.0399702029

OH-
H 2.03543296 0.7219839425 -0.2845329829
H 0.8379566677 -0.1349571629 0.237842515
O 1.604239838 0.4977880586 0.5445197699
H -1.509355369 -0.0328017464 -0.279612601
H -1.752029723 1.381214573 0.2848191221
O -2.229535908 0.6966936618 -0.1936073118
H -0.4097064067 -1.78823115 0.1791978971
O -0.2807330941 -0.9857431804 -0.3349211928

Trimer

CH3-
H -1.216883816 -0.7340157594 -1.369834648
O -1.07484777 -1.525834807 -0.8383187686

APPENDIX C. SUPPLEMENTARY INFORMATION: BINDING ENERGIES AND
MOTIFS FOR ASTROCHEMICALLY RELEVANT MOLECULES 174



H 1.47957485 -0.0910314624 0.598627834
O -0.8271185413 1.67862614 -0.5249143404
H -0.7822988176 1.007139097 0.2632117439
H 0.0995628078 1.81804271 -0.7392742125
O -0.5876781277 -0.0954175749 1.311663538
H -0.8912279082 -1.103167409 0.0629587276
H -1.30059784 -0.0943774916 1.955785145
C 2.387084959 -0.1040426836 -0.0273450114
H 3.240428923 -0.4944891531 0.5490395851
H 2.625015736 0.9149420635 -0.3722536591
H 2.203262166 -0.7509636814 -0.897057648

CN-
H 0.7517639602 0.907607769 0.8676237686
O 0.7175155112 1.679280709 0.2842282803
H -0.1544550896 1.557671354 -0.1327888653
O 0.2378149451 -1.228142501 0.7778981007
H -0.1416568736 -1.775443558 1.468883859
H -0.54621216 -0.7888448039 0.3196201492
O 2.611922758 -0.4327170508 -0.6613605812
H 2.213788666 0.4510720786 -0.6641522567
H 1.921036957 -0.9555098935 -0.2216406049
C -2.626216515 0.8465099325 -0.7226562255
N -1.764403866 0.1360869123 -0.3555864553

HCO3-
H 2.907625053 1.525594784 0.0853115637
O 2.363547899 2.319653044 0.1191691904
H 1.46627644 1.92207172 0.1359007423
O -3.129536223 -1.335540092 0.1377032147
H -2.164500782 -1.483298341 0.0838610185
H -3.179401197 -0.3678383233 0.1820595161
O -2.523765204 1.555514574 0.0093882798
H -2.603181339 1.719374727 -0.9348161764
H -1.584264623 1.257074197 0.1131268575
C 0.3929654564 -0.4412012906 0.0521467027

APPENDIX C. SUPPLEMENTARY INFORMATION: BINDING ENERGIES AND
MOTIFS FOR ASTROCHEMICALLY RELEVANT MOLECULES 175



O -0.3002157532 -1.469396777 -0.0080420137
O 1.774068374 -0.6409705889 0.0378884101
O 0.0524754994 0.7622771591 0.1226279059
H 1.875614116 -1.59839412 -0.0119314569

HCO-
H -1.355301497 -0.7770466772 -0.0864235307
O -1.531934361 -0.7923275139 -1.108316571
H -1.369385016 -1.703817236 -1.363271948
O -0.9564425923 -0.6507498722 1.371594487
H -0.9078935507 0.9459231481 1.09356613
H -1.683914133 -0.8527322902 1.965485996
O -0.889031805 1.893527849 0.7344660518
H -1.276864698 1.777980478 -0.1393699839
H 1.05581266 0.6607244159 -0.8920129155
C 1.543426018 -0.2012525543 -0.3839555092
H 0.9728837205 -0.6358003106 0.465749847
O 2.624879001 -0.6187275371 -0.7499327807

NH2-
H -0.9373136526 -0.4861695416 1.604815178
O -1.672506763 -0.447408427 0.9810856089
H -0.6735542565 1.746168667 0.1347172383
O 1.508700097 -0.4941673658 0.9959137641
H 0.9665994734 -0.8011052142 0.199355197
H 1.539916628 0.4586076472 0.8434533565
O -0.0925903553 -0.9420591985 -1.043603992
H -1.193283615 -0.6974772615 0.1242090109
H -0.0984277757 -1.784267604 -1.503058304
N 0.1064330971 1.879567546 -0.5105249858
H 0.155944043 0.9701875875 -0.9970127786
H -0.1997697933 2.567972021 -1.194666403

NO-
H 2.064543852 -0.8882816395 -0.4491867651
O 2.576865375 -0.0860050752 -0.6290471361
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H 1.981542854 0.5970909497 -0.2643862366
O 0.2902413462 -1.627891344 0.5743974803
H 0.3550976085 -0.6755644919 0.8291636808
H -0.4975494634 -1.615938259 0.0101551444
O -2.250039857 -0.5518707693 -0.593061395
H -2.751097414 -0.665586702 0.2199818656
H -1.716312496 0.2664572777 -0.4143477839
N 0.290447019 1.213423933 0.7155499361
O -0.7543280237 1.574601398 0.1360618804

OH-
H -1.15957984 -0.6832562844 0.1972460565
O -1.596395221 -0.8135558602 -0.6967897855
H -0.8332706646 -1.081853921 -1.223665816
O -0.0137278105 -0.330832422 1.344686607
H 0.0274857694 1.163404567 0.6263000865
H -0.0307608765 -0.5391713668 2.279792198
O -0.0358093708 1.879361998 -0.0743203152
H -0.7481397526 1.52367399 -0.6202274086
H 1.520382135 0.1569994754 -0.9387412804
H 1.087970161 -0.7649470087 0.1763761597
O 1.582513623 -0.775317723 -0.6956068774

Tetramer

CH3-
O -0.7315099523 1.08448143 1.280426696
H -0.4224607329 0.8811932569 2.168023309
H 0.3874834963 1.450069882 0.3941776755
O 1.132247791 1.694098832 -0.3048343609
H 0.8798341969 2.566429926 -0.6169015297
O -1.848498428 -0.8723332073 0.1417501686
H -2.718940587 -0.5321298748 -0.0788564145
H -1.392516247 -0.0825860289 0.6592618275
O -0.0669806095 -0.2624425501 -2.075148069
H -0.7057761964 -0.5763111754 -1.407649258
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H 0.4382085952 0.4097880429 -1.579369803
C 1.538116418 -1.662836663 0.8477933029
H 2.105331468 -2.409473944 0.2719230211
H 0.4618381957 -1.810077004 0.6884171614
H 1.795030736 -0.6532552101 0.501128537
H 1.773450364 -1.760702274 1.918832188

CN-
O 0.2759696421 1.093209683 -1.207172394
H -0.0434175601 1.431902876 -0.3526341883
H 0.4360696973 0.1567909776 -0.9939207787
O 3.002546261 0.1919993452 0.1918089219
H 2.521619226 0.8297928891 -0.3497033964
H 2.319164565 -0.4817427828 0.3793756453
O -2.557322464 -0.0691090075 -0.7940575014
H -1.873987571 0.3783850456 -1.315384706
H -2.102955602 -0.8950526587 -0.5206299193
O -1.028476322 1.114693428 1.400017782
H -0.4898798755 0.3118597848 1.490192131
H -1.776370378 0.8016334591 0.8609244994
C -0.4568788786 -1.881596257 0.1739061059
N 0.6140173999 -1.455453792 0.4020813643

HCO3-
O 3.707673716 -1.42818292 -0.0455808252
H 3.537323076 -0.4774396553 -0.1306614608
H 2.815578834 -1.796564964 -0.148080088
O 2.092322487 0.9785460747 -0.6383780605
H 1.578547543 0.1594189597 -0.7325905384
H 1.571040459 1.517640425 -0.0161563569
O 0.2225756379 2.325091346 1.155862061
H -0.2261649836 1.445772558 1.225079275
H -0.4003035537 2.827083692 0.619901469
O 0.8194903751 -1.722679067 -0.3631701038
H 0.3179266509 -1.257712062 0.3439500736
H 0.1106937962 -1.832751209 -1.014683786
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C -1.692938491 -0.0240383071 -0.1231396605
O -1.860772661 -0.8524330025 -1.031247193
O -2.413688394 1.163675066 -0.2195022074
O -0.9411380859 -0.0849827994 0.8830038825
H -2.91511121 1.077011488 -1.038998857

HCO-
O -0.3697040462 -2.00335847 -0.5349475171
H -1.125704519 -1.60526791 -0.0841975708
H 0.1171538791 -1.225625492 -0.9311806143
O 0.9493960559 0.206085701 -1.294064002
H 0.9204539237 1.423079114 -0.1763103155
H 1.407709069 0.2904471057 -2.132913607
O 2.156029519 -0.8670799185 0.8465890202
H 1.873857471 -0.4433053435 -0.010820712
H 1.489017047 -1.561312446 0.9236684317
O 0.8336818709 1.959115888 0.6669682937
H 1.24273983 1.359686441 1.303806053
H -1.032306639 0.7247172687 -0.6795273872
C -1.803938288 0.9252128181 0.0948561582
H -2.013431392 1.99256722 0.3374560175
O -2.400014469 0.0341697387 0.6659667172

NH2-
O 0.9587006518 1.544350248 0.3614074909
H 0.7992716016 2.056575452 1.159129504
H 1.374433284 0.1562419538 0.626007499
O 1.632640062 -0.8537173659 0.7357863074
H 0.4558561543 -1.401752088 -0.7008608773
H 2.549664505 -0.8948199968 0.4540147918
O -1.045667876 1.299540892 -1.137694455
H -0.8354141422 1.817467341 -1.918237716
H -0.2268984351 1.446176902 -0.4958057288
O -0.2191358868 -1.473552968 -1.402831325
H -0.5837378452 -0.5684692196 -1.430963493
H -1.627219599 -1.364257262 0.7386211833
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N -1.653821566 -0.6234298455 1.440268387
H -0.6818586715 -0.5535072631 1.744906
H -1.796942756 0.2209474439 0.8838917742

NO-
O -2.097535294 0.6098875096 1.12761268
H -2.301338349 0.1561348409 0.2921780126
H -1.145526815 0.4135195251 1.22607672
O 3.165998005 -0.7739451045 1.766454675
H 2.34895914 -0.3356880046 1.429735356
H 3.142548795 -1.615325866 1.300156141
O -0.5488511208 2.226407169 -0.8311619732
H -1.263134147 2.188316705 -0.1777672353
H 0.0904150329 1.588160352 -0.442109846
O -1.723238542 -0.3762818837 -1.622062882
H -0.9374758393 -0.8077574843 -1.227656324
H -1.419142513 0.5408962232 -1.719987798
N 0.7535997765 -0.0093266084 0.4850269876
O 0.6013817734 -1.042940438 -0.1878756473

OH-
O 0.032071792 -0.0315701647 -1.280514427
H 0.053207243 -0.0501259946 -2.2394438
H 1.503093927 -0.1086853572 -0.3538872802
O 2.14088384 -0.0552303024 0.4056663161
H 1.815894932 0.739446209 0.8496950823
H 0.7157945859 -1.8281158 0.8639446402
O -2.157524508 0.0493281851 0.2955209188
H -1.855519373 -0.7296758588 0.7815853254
H -1.481320204 0.0790453868 -0.4314819973
O 0.044657921 2.146378673 0.3164123591
H -0.7544177719 1.838373017 0.764630692
H 0.1076745755 1.477769749 -0.4150703213
H -0.0851437573 -1.507984774 -0.3695066968
O -0.0597886581 -2.151951051 0.3864909018
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C.3 Alternative conformers and relative energies



Distinct conformers - Neutral Monomer
dE with respect to minima in kcal/mol
H2CO

0 3.025 3.703

HCN

0 0.947

CH4

0 0.373 0.289
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C2H2

0 0.663 0.702

NH3

0 4.823

C2H4

0 0.07 1.542
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N2

0 0.704

H2O

0
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Distinct conformers - Neutral Dimer
H2CO

0 5.356 4.649

CH4

0 0.005 1.125

HCN

0
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C2H2

0

NH3

0 8.588

C2H4

0 2.374
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N2

0 1.139

H2O

0 7.409 7.586
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Distinct Conformers - Neutral Trimer
CH4

0 0.002

H2CO

0 0.575

HCN

0
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C2H2

0

NH3

0

C2H4

0 0.27 0.636
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N2

0

H2O

0 5.027
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Distinct Conformers - Neutral Tetramer
CH4

0 1.701 1.185

H2CO

0 2.674 3.475 2.493 3.561
HCN

0 0.608 0.027 2.061

C2H2

0

NH3

0 0.47 1.018 0.583
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C2H4

0 0.626 0.885

N2

0

H2O

0 0.946
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Distinct conformers - Neutral open-shell monomer

NO

0 0.475 0.64 0.957

CH3

0 0.833 0.796 1.319

HCO

0 0.805 1.038 1.295

NH2

0 1.68
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H

0 0.106 0.116 0.15

OH

0 2.711
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Distinct Conformers - Neutral open-shell dimer

NO

0 0.708 2.085 1.634

CH3

0 1.985

HCO

0 1.639

NH2

0
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H

0 0.13
OH

0 0.149 2.595
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Distinct Conformers - Neutral open-shell trimer

NO

0 0.695 0.424 0.102

CH3

0 1.186

HCO

0 1.456

NH2

0 0.016
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H

0 0.1

OH

0 6.342 8.164
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Distinct Conformers - Neutral open-shell tetramers

NO

0 0.091 0.959 1.078

CH3

0 0.748

HCO

0 2.655 1.748 1.301 0.854

NH2

0 2.945 1.96 3.053
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H

0 0.227 0.162 1.031

OH

0 1.365 0.989 11.437
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Distinct Conformers - Cationic monomers
NH2 +

0 39.371 34.982

HCO +

0 10.646

NH4+

0
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CH3 +

0 55.804
H3O +

0
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Distinct Conformer - Cationic dimer
H3O+

0

HCO+

0 12.38
NH2+

0 46.333 50.963 55.484

NH4+

0 2.45
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CH3+

0 0.841
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Distinct Conformers - Cationic trimer
CH3+

0 3.261 79.176 78.291

NH2+

0 53.882 59.268 49.743

NH4+

0 3.25 0.726 2.155

H3O+

0 3.518

APPENDIX C. SUPPLEMENTARY INFORMATION: BINDING ENERGIES AND
MOTIFS FOR ASTROCHEMICALLY RELEVANT MOLECULES 205



HCO+

0 13.028
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Distinct Conformers - Cationic tetramer
NH4+

0 0.125 3.111 1.595

NH2+

0 9.804 68.23 63.214

CH3+

0 3.084 0.4
HCO+

0 11.801 0.547 19.324
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H3O+

0 1.868 2.461 3.55
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Distinct Conformers - Anionic monomer
CH3 -

0 25.13

CN -

0 0.036

HCO3 -

0 3.133 2.715
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HCO -

0 5.47

NH2 -

0 0.563

NO -

0 3.169 0.604

OH -

0
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Distinct Conformers - Anionic dimers
CH3-

0 0.463

CN-

0 0.064

HCO3-

0 0.591 3.218 0.491

HCO- 0 1,2 3

0 10.73 29.8

APPENDIX C. SUPPLEMENTARY INFORMATION: BINDING ENERGIES AND
MOTIFS FOR ASTROCHEMICALLY RELEVANT MOLECULES 211



NH2-

0 0.385 7.78

NO-

0 3.354

OH-

0 0.014
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Distinct Conformers - Anionic trimer
CH3 -

0 0 1.445 0.191 0.79 0

CN - 0 1 2 3

0 0.987 0.316 1.841

HCO3 -

0 5.746 0.808 2.579

HCO -

0 17.348 10.633 16.831
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NH2 -

0 3.169 11.002 5.739

NO -

0 1,2
0 4.379 3.788

OH -

0 0.399 1.898
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Distinct Conformers - Anionic tetramer

CH3 -

0 31.79 2.497

CN -

0 0.436 1.993 3.435

HCO3 -

0 3.091 4.181 1.9
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HCO -

0 2.762 35.153

NH2 -

0 13.379

NO -

0 5.245

OH -

0 5.185 0.69
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